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RESEARCH

Naturalistic visualization of reaching 
movements using head-mounted displays 
improves movement quality compared 
to conventional computer screens and proves 
high usability
Nicolas Wenk1, Karin A. Buetler1, Joaquin Penalver‑Andres1, René M. Müri2,3 and Laura Marchal‑Crespo1,4* 

Abstract 

Background: The relearning of movements after brain injury can be optimized by providing intensive, meaningful, 
and motivating training using virtual reality (VR). However, most current solutions use two‑dimensional (2D) screens, 
where patients interact via symbolic representations of their limbs (e.g., a cursor). These 2D screens lack depth cues, 
potentially deteriorating movement quality and increasing cognitive load. Head‑mounted displays (HMDs) have great 
potential to provide naturalistic movement visualization by incorporating improved depth cues, reduce visuospatial 
transformations by rendering movements in the space where they are performed, and preserve eye‑hand coordina‑
tion by showing an avatar—with immersive VR (IVR)—or the user’s real body—with augmented reality (AR). How‑
ever, elderly populations might not find these novel technologies usable, hampering potential motor and cognitive 
benefits.

Methods: We compared movement quality, cognitive load, motivation, and system usability in twenty elderly partici‑
pants (>59 years old) while performing a dual motor‑cognitive task with different visualization technologies: IVR HMD, 
AR HMD, and a 2D screen. We evaluated participants’ self‑reported cognitive load, motivation, and usability using 
questionnaires. We also conducted a pilot study with five brain‑injured patients comparing the visualization technolo‑
gies while using an assistive device.

Results: Elderly participants performed straighter, shorter duration, and smoother movements when the task was 
visualized with the HMDs than screen. The IVR HMD led to shorter duration movements than AR. Movement onsets 
were shorter with IVR than AR, and shorter for both HMDs than the screen, potentially indicating facilitated reaction 
times due to reduced cognitive load. No differences were found in the questionnaires regarding cognitive load, moti‑
vation, or usability between technologies in elderly participants. Both HMDs proved high usability in our small sample 
of patients.
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Introduction
Stroke is one of the most important sources of per-
manent disability worldwide with over 12 million new 
cases every year worldwide [1]. Stroke is defined as a 
“disturbance of cerebral function, lasting more than 24 
hours or leading to death, with no apparent cause other 
than of vascular origin” [2]. Similar to other neurologi-
cal dysfunctions—e.g., Parkinson’s disease, traumatic 
brain injury—, stroke survivors usually suffer from 
motor impairments such as muscle weakness, reduced 
movement workspace, and loss of movement quality, 
which limit their ability to perform activities of daily 
living (ADL) independently. Importantly, 21–44 % of 
stroke survivors also suffer from cognitive impairments 
that impact among others, memory, language, orienta-
tion, attention, and/or executive function [3].

When the potential for recovery remains—e.g., when 
there is no substantial damage to the corticospinal tract 
[4, 5]—relearning of movements after a brain injury can 
be achieved by enrolling into neurorehabilitation inter-
ventions. Neurorehabilitation aims to enhance patients’ 
functional movements during ADLs [6] and is accepted 
to be a form of motor (re)learning [7]. Neurorehabilita-
tion can be optimized by promoting intensive [8] and 
task-specific [9] movement training that provides func-
tional multi-sensory input to the central nervous sys-
tem [10], known to lead to synaptic plasticity in the 
brain [11].

Robotic devices, together with virtual reality (VR) 
games, can provide intensive training in a motivat-
ing virtual environment (VE). Moreover,  VR allows 
patients to visualize their movements in a VE and can 
provide meaningful goal/task-oriented exercises—e.g., 
realistic simulations of the ADLs to retrain—that can 
be adapted to the patients’ specific needs. Importantly, 
the use of VR has been shown to increase patients’ 
motivation—a factor known to enhance functional 
recovery [12–14] and facilitate motor learning through 
the release of dopamine known to support memory 
consolidation and neuroplasticity [15]. A recent meta-
analysis of randomized clinical trials concluded that 
VR is, indeed, a promising technology for upper limb 
motor rehabilitation in post-stroke patients [16].

However, during conventional robotic VR-based neu-
rorehabilitation, the VE is usually displayed on a two-
dimensional (2D) surface (e.g., 2D screen) and patients 
interact with the VE via a symbolic virtual representation 
of their limbs (e.g., a cursor). Although this provides use-
ful visual feedback, 2D screens draw patients’ attention 
away from their limbs, breaking the eye-hand coordina-
tion. This eye-hand coordination is known to aid goal-
oriented movements, which might be already affected 
in brain-injured patients [17]. Furthermore, the reduced 
depth cues in 2D screens that do not provide stereo 
vision and the visuospatial transformation between the 
visualized movements space and the physical movement 
space might add an extra cognitive load to the patients 
[18, 19]. This could lead to a two-step learning phase, 
where patients first learn the visuospatial transformation 
before being able to focus on learning the physiologi-
cal movements, wasting valuable rehabilitation time, as 
observed during robotic training with 2D screens [20]. 
Finally, most of the tasks used to evaluate the benefit of 
VR training on motor learning and transfer are rather 
simple to be easily controlled (e.g., reaching on a plane), 
yet those deviate from the movements usually performed 
in ADLs (e.g., reaching in the 3D space) [6].

Low-cost off-the-shelf Head-Mounted Displays (HMD) 
are now widely available, offering the possibility to pro-
vide a realistic virtual representation of the patient’s own 
limbs (avatar) in immersive VR (IVR) or the possibility 
of projecting virtual elements while still visualizing the 
patient’s own limbs with augmented reality (AR). The use 
of different VR displays might result in different motor 
performance compared to real movements [21]. For 
example, reaching movements performed towards tar-
gets located in the vertical plane have been shown to be 
slower, shorter, less straight, and less accurate when visu-
alized on a 2D screen than movements performed in real 
life [19], while when using HMDs, movements seemed 
closer to the ones performed towards targets in the real 
life [22]. In a previous experiment with healthy young 
participants, we found that IVR HMD is associated with 
better movement quality in a 3D reaching task than 2D 
screens, especially when moving across several dimen-
sions (horizontal, vertical, and in depth) [23]. Different 

Conclusions: HMDs are a promising technology to be incorporated into neurorehabilitation, as their more naturalis‑
tic movement visualization improves movement quality compared to conventional screens. HMDs demonstrate high 
usability, without decreasing participants’ motivation, and might potentially lower cognitive load. Our preliminary 
clinical results suggest that brain‑injured patients may especially benefit from more immersive technologies. How‑
ever, larger patient samples are needed to draw stronger conclusions.**

Keywords: Virtual reality, Augmented reality, Head‑mounted display, Neurorehabilitation, Movement quality, 
Cognitive load, Motivation, Usability, Stroke
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visualization technologies could also have a different 
effect on participants’ cognitive load and psychological 
affects, e.g., motivation and usability. Indeed, in our pre-
vious experiment, we observed that healthy young partic-
ipants’ motivation and system usability were higher with 
the IVR HMD compared to the 2D screen [24]. However, 
the visualization technology did not significantly impact 
their cognitive load, neither when measured with a par-
allel cognitive task [23], nor with subjective reports [24].

Thus, IVR and AR HMDs might offer benefits over 
2D screens. First, their improved depth cues (over 2D 
screens) allow higher movement quality [23, 25]. Sec-
ond, by displaying the movement in the same space 
where it is performed, the visuospatial transformation 
is reduced, potentially lowering the patients’ cognitive 
load [18]. Third, by using an animated avatar, the eye-
hand coordination [17] could be preserved [18]. This 
more naturalistic interaction could potentially improve 
the system usability, ultimately increasing the inclusion 
and adherence of patients into VR-based interventions 
[24]. The patient’s motivation might also increase, either 
directly due to this more naturalistic interaction, or indi-
rectly due to an increased perceived competence elicited 
by the improved movement quality. However, although 
HMDs are slowly entering the rehabilitation context, 
there is currently little understanding of their impact on 
neurorehabilitation [16, 26, 27].

Brain injuries are more preeminent at older ages. Fur-
thermore, cognitive decline is associated with partici-
pants’ old age that might limit the usability of 2D screens 
in motor training [28, 29]. Therefore, in this study, we 
aimed at reproducing our previous study [23, 24] with 
two different populations, namely, with 20 healthy elderly 
participants (>59 y.o.; Experiment 1) and a small group 
of five acute brain-injured patients (Experiment 2). To 
facilitate the experiment with brain-injured patients, who 
suffered from motor impairments, we interfaced our VR/
AR setup with a weight-support rehabilitation device 
(Armeo� Spring, Hocoma, Switzerland).

Based on previous results obtained in healthy young 
participants [18, 23–25], we formulated the following 
hypotheses: (1) IVR HMD would elicit better move-
ment quality, less cognitive load, higher motivation, and 
a higher usability compared to the 2D screen; (2) With 
the 2D screen, we also expected that the movement qual-
ity would worsen when the reaching movement requires 
moving in the depth dimension at the same time than 
in another dimension (vertical and/or horizontal) com-
pared to movements that do not require using the depth 
direction. We expected to see differences between visu-
alization technologies in the cognitive load of elderly 
participants and brain-injured patients, as they are less 
cognitively fit than the healthy young participants from 

our previous experiment. Since we did not find conclu-
sive results for the AR HMD in our previous study in 
terms of movement quality, cognitive load, motivation, 
and usability, we did not formulate hypotheses for this 
specific visualization technology, but kept it in the pro-
tocol to gather insights about the use of AR within aging 
and brain-injured populations.

Methods
Experiment 1—healthy elderly participants
Participants
Twenty participants without known motor or cognitive 
disorders aged from 60 to 89 years (74.22 ± 8.11) and 
without severe visual impairment (as indicated by them-
selves during the recruitment process when asked about 
the presence of uncorrected visual impairments by the 
experimenter) provided written informed consent to par-
ticipate in this first experiment. Fourteen participants 
were strongly right-handed, one was mixed right-handed, 
and one was mixed left-handed [30], based on the “Edin-
burgh Handedness Inventory” [31]. Other demographic 
data is available in Table  1. Participants were recruited 
via word-of-mouth. The study was approved by the local 
Ethics Committee (ref.: 2017-02,195) and conducted in 
compliance with the Declaration of Helsinki. Participants 
did not receive any compensation for their participation 
in the study.

Experimental setup
The experiment was performed in a room with only arti-
ficial and controllable lighting (Fig. 1a). The participants 
sat on a lockable-wheeled chair set at a predefined fixed 
location in the room.

The IVR HMD used in the experimental setup (Fig. 1a) 
was an HTC Vive Pro (HTC, Taiwan & Valve, USA), 
tracked with two SteamVRTM Base Station 2.0. The IVR 
HMD was equipped with a 2880 × 1600 pixels Dual 
AMOLED 3.5” display with 90 Hz refresh rate and 110◦ 
field of view (diagonal). Participants wore three HTC Vive 
trackers (2018) attached to their right arms and shoul-
ders, while holding an HTC Vive controller (2018) in their 
right hand (HTC, Taiwan & Valve, USA). We calibrated 
the IVR HMD by measuring the participants’ interpupil-
lary distance and setting it with the dedicated wheel.

The AR HMD used was a Meta 2 (Meta Company, 
USA), with its “simultaneous localization and mapping” 
(SLAM) function disabled. The AR HMD was equipped 
with a 2560 x 1440 pixels display with 60 Hz refresh 
rate and 90◦ field of view (diagonal). The head tracking 
for AR was performed using an HTC Vive tracker (2018) 
fixated on the HMD to prevent that differences in track-
ing performance would affect our experiment results. To 
calibrate the AR HMD, participants were guided by the 
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experimenter through the Meta 2 eye calibration soft-
ware ( ∼ 5 min).

The 2D computer screen used was a Samsung S24E560 
(Samsung, South Korea) with a diagonal of 24 inches 
(with a resolution of 1920 × 1080 pixels, 60 Hz refresh 
rate and 60◦ field of view) and located on a table at an 
approximate distance of 1  m from the participant’s 
body. To align the tracking reference system to the par-
ticipants for the 2D screen modality, we needed to know 
the participant’s initial head position and orientation. 
Therefore, participants wore the Meta 2 HMD tracked 
with the HTC Vive tracker (2018) in a first initialization 
phase. The experimenter quickly removed the HMD after 
calibration.

We employed a computer to run the VE and the experi-
mental protocol with Windows 10 Home 64 bit edition 
(Microsoft, USA), 32 GB of DDR3 working memory, Intel 
Core i7-8700K (Intel Corporation, USA), and an NVIDIA 
GeForce GTX 1080 Ti (NVIDIA Corporation, USA).

Reaching and cognitive tasks
Participants were requested to perform a motor reach-
ing task and, in parallel, a cognitive counting task. In the 
motor task, participants had to reach for and touch fruits 
(oranges, apples, and pears) that appeared at 22 pre-
randomized locations within a pre-defined workspace of 

dimensions 35.88 × 28.47 × 37.26  cm (width × height 
× depth). The workspace was defined along three per-
pendicular axes: horizontal, vertical, and depth. The 
horizontal and vertical axes matched the horizontal and 
vertical screen coordinates, which rendered the VE from 
the avatar’s head location when looking at the center of 
the screen (origin of the VE Cartesian coordinate sys-
tem). The workspace center was located at 19.8 cm on the 
right and at 44.4 cm in front of the transverse plane and 
19.98 cm under the participants’ eyes on the longitudinal 
axis.

Two potential fruit locations within the workspace 
used only the depth axis (one on each side of the work-
space center; Fig. 1c, locations in yellow). Eight potential 
locations did not use the depth at all (two using only the 
horizontal axis, two using only the vertical one, and four 
combining the horizontal and vertical axes; Fig. 1c, loca-
tions in red). Finally, twelve potential locations included 
the depth axis combined with at least another one (eight 
used combinations of the three axes and four combined 
the depth with the horizontal axis; Fig.  1c, locations in 
orange).

Only one fruit was visible at a time. To touch a fruit, 
participants had to reach towards it and “touch” it with a 
virtual blue sphere attached to the controller. As soon as 
the fruit was “touched”, it disappeared and a green sphere 

Table 1 Elderly participants’ demographic data

Experience with VR and video gaming rated from 1 (“Not at all”) to 7 (“Very much”)

# Gender Age Highest educational achievement Experience 
with VR

Experience with 
video games

Hours spent playing video 
games per week in the last 
month

1 Male 84 Apprenticeship 1 2 3

2 Female 82 Apprenticeship 1 1 0

3 Female 68 High school 1 1 0

4 Female 72 Apprenticeship 1 1 0

5 Male 64 University or equivalent 2 1 0

6 Female 64 University or equivalent 1 1 0

7 Female 70 Apprenticeship 1 1 0

8 Male 60 University or equivalent 1 2 0

9 Male 67 Apprenticeship 1 1 0

10 Male 64 High school 1 2 3

11 Female 89 Apprenticeship 1 1 0

12 Female 71 Apprenticeship 4 1 0

13 Male 85 Apprenticeship 1 1 0

14 Male 84 University or equivalent 2 2 0

15 Male 76 High school 5 5 0

16 Female 78 University or equivalent 1 1 0

17 Male 73 University or equivalent 2 3 0

18 Male 77 University or equivalent 1 1 0

19 Male 72 Apprenticeship 5 5 0.5

20 Male 75 Apprenticeship 4 6 2
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appeared in the center of the workspace. Participants 
were asked to then touch the green sphere (with the blue 
one) and to remain in contact with it until it disappeared 
and the next fruit appeared (unless the trial was over). 
The participants had to touch a total of 102 fruits, mov-
ing from the initial position marked by the green sphere, 
which were grouped into eight blocks of 6, 12, 12, 12, 18, 
18, 18, and 6 fruits each. The green sphere where partici-
pants should move back after touching a fruit was visible, 
while remaining in contact with, for a random time inter-
val between 0.4 and 0.6 s. This random dwelling time was 
selected to avoid that participants would anticipate the 
appearance of a new fruit, and thus, allowed us to detect 

more precisely the time between a new fruit appeared 
and the initiation of the movement (movement onset). 
The green sphere also appeared when starting a new 
block.

The blue and green spheres had a diameter of 4 cm and, 
when the blue sphere was in contact with the green one, 
the size of the green sphere increased by 10  % to offer 
visual feedback and increase tolerance to small hand dis-
placements. To detect the contact between fruits and the 
blue sphere, the orange and apples had spherical collid-
ers mapped to their shape with diameters of 10 cm and 
7.52  cm, respectively. The lower part of the pear was 
mapped by a spherical collider with a diameter of 5.78 cm 

a) b)

c) d)

e) f)

Hand-module tracker

Fixed reference tracker

Shoulder location tracker

No depth plane

Depth axis

Fig. 1 Experimental setups and Virtual environments. a, c, and e: Experiment 1; b, d, and f: Experiment 2; a and b: Experimental setup; c and d: 
Virtual room with the avatar, fruit locations color‑coded by depth usage (red: no, yellow: only, orange: combined), the workspace center (green), 
and trackers plus arm animation hints; e and f: Participants’ view with the avatar from a first‑person perspective and task elements (fruits and blue 
sphere)
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and the upper part with  a capsule-like collider with a 
height of 7.31  cm and a diameter of 2.38  cm. All these 
dimensions were chosen so the whole workspace would 
fit within the visualization technology with the smallest 
field of view, i.e., the Meta 2 with a diagonal field of view 
of 90◦.

The participants performed a cognitive task in paral-
lel to the motor task. They were asked to count out loud 
the number of fruits separately for each fruit category 
(orange, apple, and pear). They were instructed not to 
move towards the fruit before starting to say the counting 
value. The participants started each block counting from 
zero. The appearance of the fruit categories was rand-
omized with the only condition that each block should 
contain one fruit of each three categories, except for the 
first and last blocks, which only contained pears.

Virtual environment
The VE displayed in the 2D screen and IVR conditions 
was composed of a virtual representation of the room, 
including the walls, the ceiling with a lamp, the ground, 
the door, the curtain, and the table (Fig. 1e). Respecting 
the physical light location, shadows were cast from the 
avatar, the virtual HTC Vive controller held in the right 
hand, and the virtual HTC Vive trackers on the arm. The 
blue sphere (touching point), green sphere (workspace 
center), and the fruits did not cast shadows as it was not 
possible to render those shadows with the Meta 2 AR dis-
play and we wanted to have a fair comparison between 
technologies. In the AR condition, only the spheres and 
fruits were rendered and lit by the same light sources 
used in the other VE. A black and unlit controller was 

also rendered on top of the real one for occlusion pur-
poses; the default occlusion algorithm of the Meta 2 
worked rather well for detecting participants’ hands, but 
not the controller, probably due to its material.

The avatar’s arm was animated with inverse kinemat-
ics (IK) using the tracked position and orientation of the 
controller held in the participant’s hand. Only in the IVR 
condition, the avatar’s neck and spine were animated 
with IK based on the orientation of the HMD. The whole 
avatar’s position was also adapted in the 3D space to 
match the tracked position of the HMD.

Protocol
A visual representation of the experimental proto-
col is shown in Fig.  2a. Each participant performed the 
same motor and cognitive tasks under the three differ-
ent visualization technology conditions (IVR, AR, and 
2D screen). The order of the conditions was balanced 
between all participants. In each visualization condition, 
we aimed at displaying a similar environment (i.e., exper-
iment room), which required a similar interaction (i.e., 
moving in 3D with a tracked controller).

Before the experiment started, participants sat on a 
comfortable chair, answered the demographic question-
naire (see Table  1), and received the tasks instructions 
orally. Before each condition, a calibration of the corre-
sponding visualization technology was performed (see 
section Experimental setup). After all conditions were 
performed, participants filled in the following ques-
tionnaires: the “Raw Task Load Index” (RTLX [32]) 
to evaluate the subjectively reported cognitive load 
(with subscales “Mental Demand”, “Physical Demand”, 

a) Information & Consent Instruction (written)

Demographic questions

Device calibration

8 blocks and their fruit number (102 in total)

Task

Questionnaires

IMI RTLX SUS

Questionnaires

RTLX SUS

Device calibration

Information & Consent

b)

Instruction (video)

Task

6 blocks and their fruit number (48 in total)

6 6 6 6

6

6

12

12

12 12

1218 18

18

[IVR, AR, 2D Screen]x3 [IVR, AR, 2D Screen]x3 

Fig. 2 Experimental protocols. a Experiment 1 with elderly participants; b Experiment 2 with brain‑injured patients
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“Temporal Demand”, “Performance”, “Effort”, and “Frus-
tration”); several items from the “Intrinsic Motivation 
Inventory” (IMI [33]) to measure the motivation (with 
subscales “Interest/Enjoyment”, “Perceived Competence”, 
“Effort/Importance”, and “Pressure/Tension”); and the 
“System Usability Scale” (SUS [34]) to evaluate the sys-
tem usability.

The questionnaires were answered on a computer using 
REDCap electronic data capture tool [35] hosted at the 
University of Bern, Switzerland. For each question, three 
lines of answers were possible—one per visualization 
condition, respecting the order of appearance of each dis-
play. The SUS and IMI were answered using a Likert scale 
between 1 and 7 points; 1 indicating “Not at all”, 4 indi-
cating “Somewhat true”, and 7 indicating “Very true”. The 
RTLX used a markerless slider without numerical values 
with 100 encoded intervals. All questions were translated 
into German.

Data processing
Questionnaires  A single score was computed for the 
SUS questionnaire by averaging all questions and rescal-
ing from the original 1–7 Likert scale to 0–100. For the 
IMI, a single value per subscale was computed by averag-
ing all the questions within each subscale, 5–7 questions 
per subscale. For the RTLX, we used the selected values 
on the markerless slider (from 0 to 100) for the six ques-
tions, one question per subscale.

Cognitive Task For the counting task, a score was com-
puted for each block as the percentage of correct counted 
fruits over the total of presented fruits in that block. If 
a mistake was made while counting a fruit, participants 
could continue counting from this erroneous value—i.e., 
if the expected number was three, but the participant said 
four, both four and five would be considered as a correct 
next counting value. The percentages calculated for each 
of the eight blocks within a condition were averaged into 
a single value for each participant.

Movement Quality The position and orientation of the 
HTC controller were recorded at an approximate fre-
quency of 500 Hz. The data was cut into individual fruit-
reaching movements, starting from the instant that the 
green sphere disappeared and the fruit appeared and end-
ing when the fruit disappeared, i.e., when the blue sphere 
collided with the fruit collider.

Four movement quality metrics were computed from 
the blue sphere location to evaluate the movement qual-
ity: (1) The normalized movement duration (s/m), 
defined as the duration of the reaching movement 
divided by the minimum distance between the last and 
first position within the movement; (2) The trajectory 

straightness ratio (n.u.), defined as the length of the 
path followed divided by the minimum distance between 
the last and first position within the movement; (3) The 
peak velocity (m/s) defined as the highest velocity value 
during the movement; and (4) The number of velocity 
peaks—reflecting the movement smoothness [36].

We also calculated the movement onset, defined as 
the time lapsed between the disappearance of the green 
sphere and the instant the speed of the blue sphere 
reached the threshold of 0.2 m/s.

The data were processed in  Python 3.7.9, with the 
packages numpy 1.20.2, pandas 1.1.3, quaternion 
2021.4.5.14.42.35, and scipy 1.5.2.

Statistical analyses
As we expected that the quality of the reaching move-
ments requiring depth would decline in the 2D screen 
condition, we classified the reaching movements within 
three categories, based on the fruit location (depth 
usage): (1) no depth, i.e., only movements along the hori-
zontal and/or vertical axes were needed; (2) depth only, 
i.e., no movements along the horizontal nor the vertical 
axes were needed; and (3) combined depth, i.e., the fruit 
location required movements in the depth axis along 
with the horizontal and/or vertical axes.

To investigate the impact of the visualization technol-
ogy (IVR, AR, 2D screen) and the depth usage (no depth, 
depth only, combined depth) and their interaction on the 
four movement quality metrics and movement onset, we 
performed a two-way 3 x 3 RM-ANOVA. None of the 
movement quality metrics followed a normal distribu-
tion, based on Kolmogorov-Smirnov tests. However, in 
the absence of non-parametric alternatives, we decided 
to use the RM-ANOVA knowing that our analyses were, 
therefore, more conservative than non-parametric tests.

To investigate the impact of the visualization tech-
nology on the motivation (IMI) and reported cogni-
tive load (RTLX), we computed an averaged value per 
subscale, following each specific questionnaire conven-
tion. For each questionnaire, we performed a one-way 
repeated-measures multivariate analysis of variance 
(RM-MANOVA) considering the visualization technol-
ogy as an independent variable and the subscales of the 
questionnaires as dependent variables. For the system 
usability (SUS), as it has no defined subscales, we per-
formed a one-way repeated-measures analysis of vari-
ance (RM-ANOVA) on the average of all questions. Only 
the IMI had one extreme outlier ( outlier < Q1 − 3 · IQR 
or outlier > Q3 + 3 · IQR ; Q1 : first quartile, Q3 : third 
quartile, and IQR = Q3 − Q1 ). Removing this partici-
pant and performing the RM-MANOVA again led to 
similar results, therefore, the reported values include this 
participant.
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To analyze the impact of the visualization technol-
ogy on the counting accuracy—the objective measure 
of cognitive load—, we ran a Friedman test as the Kol-
mogorov-Smirnov test indicated a normality violation 
for the counting accuracy in IVR.

When a significant main effect of a factor or an 
interaction was found, post-hoc pairwise t-tests were 
performed and the p-values adjusted for multiple 
hypothesis testing using Bonferroni correction. We 
applied the Greenhouse-Geisser sphericity correction 
for factors violating the sphericity assumptions in the 
RM-MANOVA and RM-ANOVA tests. The reported 
effect sizes for the RM-MANOVA and RM-ANOVA 
tests are the partial η2 . We reported the Cohen’s D for 
the post-hoc tests, and for the Friedman test, the Kend-
all’s coefficient of concordance (W).

Three participants (two females, one male) were 
excluded from the statistical analyses. For two partici-
pants, we encountered technical problems with the AR 
HMD device. The third exclusion was due to the inabil-
ity of the participant to stay in contact with the green 
sphere between each fruit reach in the 2D screen con-
dition. For each metric, we excluded extreme outliers of 
each participant ( < Q1 − 3 · IQR or > Q3 + 3 · IQR ; Q1 : 
first quartile, Q3 : third quartile, and IQR = Q3 − Q1 ). 
Over the total of 5886 reaching movements performed 
by the 17 participants in all visualization conditions, 
the extreme outliers removal led to 660 movements 
removed from the movement onset computation (IVR: 
164, AR: 230, 2D screen: 266; 280 of them did not reach 
the minimum velocity threshold), 140 from the normal-
ized movement duration (IVR: 55, AR: 56, 2D screen: 
29), 135 from the trajectory straightness ratio (IVR: 35, 

AR: 72, 2D screen: 28), 51 from the peak velocity (IVR: 
9, AR: 14, 2D screen: 28), and 174 from the number of 
velocity peaks (IVR: 43, AR: 83, 2D screen: 48).

The RM-MANOVAs and their univariate follow-
up tests were performed in SPSS version 27. The RM-
ANOVAs and the post-hoc tests were performed using 
Python 3.7.9, with the packages numpy 1.20.2, pandas 
1.1.3, r-afex 0.23_0, r-effsize 0.7.6, rpy2 2.9.4, scipy 1.5.2, 
and statsmodels 0.12.2. The significance level was set to 
α = 0.05 for all statistical tests.

Experiment 2—brain‑injured patients
Participants
Five participants with moderate motor impairment due 
to a neurologic incident, in the subacute phase (< two 
months after the incident) and aged 36 to 69 (49.88 ± 
12.55) participated in the second experiment. Patients 
were screened by a clinician for the following inclusion 
criteria: (1) motor impairment due to brain-injury, (2) 
able to move the affected arm with weight support (i.e., 
enrolled in the physical therapy sessions using Armeo � 
Spring (Hocoma, Switzerland) at the hospital), and (3) 
no severe visual or auditory impairments (strabismus, 
macular degeneration, retinopathy). The use of glasses or 
contact lenses was allowed during the experiment. The 
clinical data of the participants can be found in Table 2. 
They were recruited by therapists from the rehabilitation 
unit of the University Hospital Bern, Switzerland. Partici-
pants provided written informed consent to participate 
in the study. The study was approved by the local Ethics 
Committee (ref.: 2017-02,195) and conducted in compli-
ance with the Declaration of Helsinki. Participants did 

Table 2 Patients’ characteristics

1 Test performed within 1 week before or after the experiment

# Gender Age Lesion type Lesion location Time since 
onset 
(days)

Sensori‑ motor 
hemi‑ paresis 
side

Aphasia Chedoke 
McMaster Hand 
assessment 
score1

Neuro‑ 
psychological 
deficits

1 Female 36 Hemorrhagic stroke Paracentral left 34 Right No 5 Reduced digital span 
and verbal fluency

2 Male 38 Epilepsy surgery Resection of the 
right operculum

28 Left No 7 Attention, visuo‑ 
constructive, and 
executive deficits

3 Male 69 Ischemic stroke Right frontoparietal 48 Left No 5 Left hemineglect

4 Male 58 Hemorrhagic stroke Left basal ganglia 35 Right Yes 4 Attention and execu‑
tive deficits. Reduced 
resilience

5 Male 48 Ischemic stroke Arteria cerebri 
media right

33 Left No 4 Left hemineglect, 
dysexecutive symp‑
toms, perseveration, 
visuo‑ constructive 
disturbances
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not receive any compensation for their participation in 
the study.

Experimental setup and virtual environments
Since patients suffered moderate motor impairments, 
we adapted the fruit-reaching motor task so the VR task 
could be interfaced with the Armeo � Spring (Hocoma, 
Switzerland) to provide arm weight support during the 
experiment. The weight support system and VR game 
interfaced using User Datagram Protocol (UDP) commu-
nication, which was provided by Hocoma, Switzerland. 
The task was implemented to be feasible both with the 
left or right arm, so patients could always perform it with 
their paretic arms.

We noticed that the hand/device end-effector position 
obtained by the UDP communication from the Arme-
oSpring—calculated from the device position sensors—
was not precise enough, i.e., there was a visible offset 
between the real hand position and the one rendered in 
AR using the device forward kinematics calculations. To 
reduce this visual mismatch, we included three HTC Vive 
trackers (2018) to track several links of the mechanical 
structure. A first tracker was placed on the height-adjust-
able part of the ArmeoSpring, which is used to adjust the 
height of the device based on the patient’s height and is 
fixed during the training (Fig. 1b; fixed reference tracker). 
Its location was, therefore, considered as a fixed reference 
frame to our system, from which we were able to com-
pute the patient’s seated position (assuming a fixed posi-
tion shift from the tracker to the closest point between 
the two shoulders, visible in Fig. 1d). The second tracker 
was placed on the ArmeoSpring upper arm link at the 
shoulder level to track the location of the patient’s shoul-
der. This was needed as the device allows shoulder move-
ments on the sagittal plane, but does not incorporate 
sensors to measure those. Finally, the third tracker was 
mounted with an in-house 3D-printed fixation element 
on the ArmeoSpring hand module to track the patient’s 
hand location. The avatar’s arm was then animated using 
the Unity plugin FinalIK v1.9. We used the tracker on 
the hand module to compute the hand position and the 
tracker next to the shoulder to compute the root position 
of the avatar’s arm. Finally, the elbow position was com-
puted using the FinalIK algorithm with the UDP Arme-
oSpring sensor data as a hint for the elbow location.

To facilitate the recruitment of brain-injured patients, 
the experiment was performed in a room at the Univer-
sity Hospital Bern (Inselspital), different than the one 
used in the first experiment, which was performed at 
the Swiss Institute for Translational and Entrepreneurial 
Medicine (SITEM-Insel). The room had artificial and 
controllable lighting. To remove background details that 
could interfere with the visibility of the fruits in the AR 

condition, a black board was placed in front of the par-
ticipants and behind the task workspace. The virtual 
reproduction of the room included only four walls, the 
ceiling, the ground, and the black background board 
(Fig. 1f ). The virtual light source within the VE used the 
same location as the real one and was also employed to 
compute the lighting on the virtual elements in the AR 
modality. No calibration was needed for the 2D screen 
modality.

The avatar rendered in the IVR and 2D screen condi-
tions held a vertical black cylinder (corresponding to the 
real ArmeoSpring hand module; Fig.  1f ). In all condi-
tions (also in AR), a white virtual horizontal cylinder was 
added to the hand module. A virtual blue sphere of 4 cm 
in diameter was attached at the end of this white cylinder. 
These virtual elements were included to preserve the dis-
tance from the patient’s hand location and the touching 
point in Experiment 1 due to the length of the HTC Vive 
controller.

Protocol & motor and cognitive tasks
The protocol of Experiment 2 is depicted in Fig. 2b. The 
protocol was similar to the one described in Experiment 
1, with only minor differences to reduce the duration and 
task difficulty. First, there was no demographic question-
naire at the start of the experiment, as the most relevant 
information (Table 2) was provided by the therapists with 
the patient’s consent. Second, the oral instructions were 
supported with a video to show the task to be performed 
and the different visualization conditions. Third, the AR 
calibration step was not performed because the thera-
pists and medical doctors considered it too demanding 
for the neurologic patients. Fourth, to shorten the whole 
experiment, we did not include the motivation question-
naire, as it was the longest questionnaire. The scale of the 
usability questionnaire was changed from a 7-point to a 
5-point Likert scale. Finally, to facilitate the understand-
ing of the cognitive load and usability questionnaires 
(RTLX & SUS), those were provided in paper form—
instead of using REDCap with a computer. We included 
photos of the different displays to help identifying the dif-
ferent conditions and, when needed, the assistance of the 
experimenter was provided. The order of the question-
naires was balanced between the patients, and the order 
of the items within each questionnaire was randomized 
for each patient.

The motor and cognitive tasks were very similar to the 
ones performed in Experiment 1, with three exceptions. 
First, we adjusted the difficulty of the tasks by defin-
ing only six blocks of, respectively, 6, 6, 6, 12, 12, and 6 
fruits, i.e., a total of 48 fruits per condition. The first and 
last blocks only contained pears, the second and fourth 
blocks only contained pears and oranges, and the third 
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and fifth block contained the three fruit categories. Sec-
ond, the diameter of the green sphere was increased 
from 4 cm to 5 cm to be more tolerant to errors. Third, 
the workspace had the same size but its center was cen-
tered on the left-right axis, and located 31 cm down, and 
40 cm away from the participants’ eyes to fit a space eas-
ily reachable by the patients.

Data processing
A single score, rescaled from the original 1–7 Likert 
interval to 0–100, was computed for the SUS by aver-
aging all the questions. For the RTLX, we used an ana-
logical scale of 122–125.5 mm (variations due to printer 
inconsistency) with 21 interval marks. The value of each 
RTLX answer was calculated as the distance from the left 
border to the centers of the participants’ added responses 
(crosses) over the analogical scale (rounded to the closest 
0.5 mm), divided by total physical scale size— i.e., 122–
125.5  mm —and multiplied by 100. We used the same 
procedure as in Experiment 1 to compute the cognitive 
task score.

We computed the same four movement quality metrics 
and the movement onset for each (fruit) reaching move-
ment as in Experiment 1, using the recorded position and 
rotation of the hand module tracker to compute the blue 
sphere location. We categorized the movements using 
the same depth usage classification as in Experiment 1.

We followed the same procedure to find and remove 
movement outliers for each patient. Over the total of 720 
individual reaching movements, the outliers removal led 
to 164 movements removed from the movement onset 
computation (IVR: 46, AR: 48, 2D screen: 70; 144 of them 
did not reach the minimum speed threshold), 15 from 
the normalized movement duration (IVR: 8, AR: 4, 2D 
screen: 3), three from the trajectory straightness ratio 
(IVR: 1, AR: 1, 2D screen: 1), six from the peak velocity 
(IVR: 2, AR: 1, 2D screen: 3), and 14 from the velocity 
peaks number (IVR: 4, AR: 3, 2D screen: 7). Movement 
outliers were distributed across patients and conditions 
and did not predominantly affect a single patient.

As the number of patients was relatively low, we did 
not have enough statistical power to perform statistical 
analyses. Therefore, we only report the mean and stand-
ard deviation for each metric.

Results
Experiment 1: healthy elderly participants
The results of the RM-MANOVAs, RM-ANOVAs, and 
Friedman tests for the self-reported questionnaire val-
ues—i.e., motivation (IMI), cognitive load (RTLX), and 
usability (SUS)—, the movement quality metrics—i.e., 
normalized movement duration, trajectory straight-
ness ratio, peak velocity, and velocity peaks number—, 

the movement onset, and the counting accuracy can be 
found in Table 3. The results of the follow-up analyses are 
summarized in Table  4. The impact of the visualization 
technology on the different metrics is graphically rep-
resented in Fig. 3 and the interaction effect between the 
visualization technology and the depth usage on move-
ment quality and movement onset in Fig. 4.

Movement quality
With the IVR technology, elderly healthy participants 
performed movements of shorter duration compared to 
the other two visualization technologies (Fig.  3a). Visu-
alizing the movements in IVR also resulted in straighter, 
faster, and smoother movements (i.e., less number of 
velocity peaks) than with the 2D screen (Fig. 3b–d). With 
AR, the reaching movements were of shorter duration, 
straighter, and smoother compared to the 2D screen 
(Fig. 3a,b,d).

Movements that required moving along the depth 
axis (either only along the depth axis or in combination 
with another dimension) were in general of longer dura-
tion, less straight, and less smooth than movements that 
did not incorporate depth at all (Table 4). Furthermore, 
movements that only required moving along the depth 
axis were also of longer duration, less straight, and less 
smooth than movements combining depth with another 
dimension.

We also found significant interaction effects between 
the visualization technology and the depth usage in all 
movement quality metrics, except in the  peak  veloc-
ity  (Table  3). Post-hoc tests revealed that, for the 2D 
screen, the reaching movements were of shorter dura-
tion, straighter, and smoother when there was no depth 
component compared to the combination of depth with 
another dimension (Table  4, Fig.  4). The movements 
were also straighter when no depth was used compared 
to movements along only the depth axes (Fig. 4b). When 
comparing the same depth usage between different tech-
nologies, we found that when no depth was used, IVR 
led to shorter duration and smoother movements than 
the 2D screen and a trend also indicated that they were 
of shorter duration than with AR (Fig. 4a, d). When only 
depth was used, both HMDs led to shorter duration and 
straighter movements than the 2D screen (Fig. 4a, b). The 
2D screen also led to less smooth movements than IVR 
and a trend indicated less smooth movements than AR 
(Fig. 4d).

Movement onset
With the IVR HMD, participants performed reach-
ing movements towards the fruits that started earlier 
compared to the two other technologies—i.e., smaller 
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movement onset (Fig. 3e). With AR, the movements also 
started earlier compared to the 2D screen.

The onsets of reaching movements requiring only the 
depth dimension were longer than those movements that 
combined depth with another dimension, or not using 
depth at all (Table 4).

We found that the interaction effect between the visu-
alization technology and the depth usage in the move-
ment onset did not reach significance ( p = 0.07 ; Table 3). 
Nevertheless, we decided to run post-hoc tests to have 
a closer look at potential differences (Table  4). Post-
hoc tests revealed that when comparing different depth 
usages within the same visualization technology, there 
was a trend within the IVR technology, indicating that 

movements using only depth started later than the ones 
combining depth with another dimension. Within the 
same depth usage, we found that, for locations combining 
depth with another dimension, IVR led to movements 
starting earlier than AR and a trend indicated that they 
started earlier than the 2D screen (Fig. 4e).

Counting task accuracy and questionnaires
The overall reported usability was high (> 80 over a maxi-
mum of 100) with every visualization technology and 
did not differ significantly across them (Fig.  3h). The 
reported motivation was also relatively high (> 4.5 over 
a maximum of 7)—considering the fact that the task was 
not designed to enhance motivation—and did not differ 

Table 3 Experiment 1 results from the RM‑MANOVAs on the effect of the visualization technology (Vis. Tech.) on the questionnaire 
data, the results from the RM‑ANOVAs on the effect of the visualization technology, depth usage (Depth) and its interaction (Vis. 
Tech.:Depth) on the movement  quality and movement onset, and the Friedman test on the counting accuracy

For the RM-MANOVAs, the reported F values are the Wilks’ �

* p < 0.05 , • p < 0.1

Effect df F Effect size Sig.

RM‑MANOVA—Motivation (IMI)

 Vis. Tech. 4 .79 .41 .627

 RM‑MANOVA—Cognitive Load (RTLX)

 Vis. Tech. 6 .66 .61 .745

 RM‑ANOVA—Usability (SUS)

 Vis. Tech. 2 2.42 .95 .105

RM‑ANOVA—Normalized duration

 Vis. Tech. 2 26.4 .7 < .001 *

 Depth 2 11.28 .83 .003 *

 Vis. Tech.:Depth 4 9.0 .84 .003 *

RM‑ANOVA—Trajectory straightness ratio

 Vis. Tech. 2 12.43 .74 < .001 *

 Depth 2 14.98 .94 .001 *

 Vis. Tech.:Depth 4 18.54 .94 < .001 *

RM‑ANOVA—Peak velocity

 Vis. Tech. 2 7.0 .78 .012 *

 Depth 2 6.17 .98 .016 *

 Vis. Tech.:Depth 4 2.39 .97 .12

RM‑ANOVA—Velocity peaks number

 Vis. Tech. 2 24.97 .68 < .001 *

 Depth 2 9.88 .65 .005 *

 Vis. Tech.:Depth 4 4.98 .73 .012 *

RM‑ANOVA—Movement onset

 Vis. Tech. 2 11.21 .61 .003 *

 Depth 2 8.29 .64 .01 *

 Vis. Tech.:Depth 4 3.49 .61 .07 •

Effect df χ
2(2) Effect size Sig.

Friedman test—Counting accuracy

 Vis. Tech. 2 .27 .008 .874
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Table 4 Experiment 1 results from the post‑hoc tests

Group1 Group2 T Effect size Sig.

Normalized duration

 IVR AR − 3.47 0.61 0.009 *

 IVR 2D Screen − 5.87 0.94 < 0.001 *

 AR 2D Screen − 4.83 0.77 0.001 *

 Combined No 3.31 − 0.33 0.013 *

 Combined Only − 3.04 0.31 0.023 *

 No Only − 3.34 0.58 0.012 *

 AR & Combined 2D Screen & Combined − 5.39 0.97 0.002 *

 AR & Only 2D Screen & Only − 4.24 0.69 0.022 *

 2D Screen & Combined 2D Screen & No 4.97 − 0.53 0.005 *

 2D Screen & No 2D Screen & Only − 3.62 0.67 0.082 •

 IVR & Combined 2D Screen & Combined − 6.63 1.16 < 0.001 *

 IVR & No AR & No − 3.57 0.57 0.093 •

 IVR & No 2D Screen & No − 4.96 0.68 0.005 *

 IVR & Only 2D Screen & Only − 4.63 0.89 0.01 *

Straightness ratio

 AR 2D Screen − 3.15 0.67 0.019 *

 IVR 2D Screen − 4.91 0.79 0.001 *

 Combined No 4.03 − 0.22 0.003 *

 Combined Only − 2.86 0.24 0.034 *

 No Only − 4.11 0.41 0.003 *

 AR & Only 2D Screen & Only − 4.86 0.82 0.006 *

 2D Screen & Combined 2D Screen & No 6.04 − 0.47 0.001 *

 2D Screen & No 2D Screen & Only − 5.05 0.59 0.004 *

 IVR & Combined 2D Screen & Combined − 5.75 0.92 0.001 *

 IVR & Only 2D Screen & Only − 5.12 0.9 0.004 *

Peak velocity

 IVR 2D Screen 5.23 − 0.92 < 0.001*

 No Only − 2.82 0.22 0.037 *

Velocity peaks number

 AR 2D Screen − 6.52 1.12 < .001 *

 IVR 2D Screen − 5.52 1.25 < .001 *

 Combined No 3.62 − 0.63 0.007 *

 Combined Only − 2.73 0.35 0.045 *

 No Only − 3.19 0.79 0.017 *

 AR & Combined 2D Screen & Combined − 7.72 1.44 < 0.001 *

 AR & No 2D Screen & No − 4.59 1.09 .011 *

 AR & Only 2D Screen & Only − 3.85 0.79 0.051 •

 2D Screen & Combined 2D Screen & No 4.44 − 0.88 0.015 *

 IVR & Combined 2D Screen & Combined − 5.86 1.67 0.001 *

 IVR & No 2D Screen & No − 4.49 0.87 0.013 *

 IVR & Only 2D Screen & Only − 3.87 0.77 0.049 *

Movement onset

 IVR AR − 3.73 0.46 0.005 *

 IVR 2D Screen − 3.71 0.67 0.006 *

 AR 2D Screen − 3.03 0.52 0.024 *

 Combined Only − 3.4 0.58 0.011 *

 No Only − 3.22 0.8 0.016 *

 IVR & Combined IVR & Only − 3.66 0.41 0.076 •

 IVR & Combined AR & Combined − 4.01 0.37 0.036 *

 IVR & Combined 2D Screen & Combined − 3.75 0.73 0.063 •
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significantly across visualization technologies (Fig.  3i). 
The self-reported cognitive load—measured with the 
RTLX questionnaire—did not differ significantly across 
visualization technologies (Fig. 3g). We did not find sig-
nificant differences either in the counting accuracy in the 
parallel cognitive task, which remained high across tech-
nologies (> 80 over a maximum of 100) (Fig. 3f ).

Experiment 2: brain‑injured patients
A summary of the descriptive statistics of the move-
ment quality metrics, movement onset, counting task 
accuracy, self-reported cognitive load (RTLX), and 
usability (SUS) under the three different visualization 
technologies can be found in Table  5 and a graphical 
representation is available in Fig. 5. A summary of the 
descriptive statistics detailed by the visualization tech-
nology and the depth usage on the movement quality 
and movement onset can be found in Table  6 and a 
graphical representation is available in Fig. 6.

Movement quality
We observed that both IVR and AR HMDs seemed to 
lead to shorter duration, straighter, and smoother move-
ments compared to the 2D screen (Fig. 5). Another inter-
esting observation was that the standard deviation of 
those metrics was much smaller with the HMDs than 
with the 2D screen. The reaching movements seemed 
also to reach higher velocity peaks with both HMDs 
compared to the 2D screen, but the differences in this 
specific metric seemed smaller than in the other move-
ment quality metrics.

Regarding depth usage (Fig.  6), similar to what we 
observed in the elderly participants, only the 2D screen 
seemed to elicit longer duration, less straight, and less 
smooth movements when the reaching towards fruits 
did  require moving in the depth axis compared to move-
ments requiring no depth. None of the HMDs seemed to 
be impacted by depth usage. As with the healthy elderly 
participants, there seemed to be no interaction effect on 
the peak velocity, although we observed a slight decrease 
in the peak velocity in the 2D screen when moving in the 
depth axis was required, which was not observed in the 
HMDs.

Movement onset
We observed that both HMDs seemed to lead to smaller 
movement onsets with smaller standard deviations com-
pared to the 2D screen (Fig.  5e). No differences in the 

movement onset were, at first glance, observed between 
the AR and IVR visualizations. We also observed that the 
movement onset was larger when the reaching move-
ments required moving in the depth axis (compared to 
no depth) only with the 2D screen (Fig. 6e).

Counting task accuracy and questionnaires
For the counting task accuracy, no apparent differ-
ences were observed between visualization technologies 
(Fig.  5f ). However, the reported cognitive load in the 
RTLX questionnaire seemed to be higher with the 2D 
screen than with the HMDs (Fig.  5g). The self-reported 
cognitive load also seemed to be smaller with the IVR 
compared to the AR. Finally, regarding the usability, IVR 
was reported as the most usable, with a remarkable high 
value of 83, even higher than the average value reported 
by the elderly participants (Table 5, Fig. 5h). The AR and 
the 2D screen visualizations showed a lower usability 
with a high between-subject standard deviation.

Discussion
In this study, we investigated whether IVR and AR HMDs 
could improve movement quality, reduce cognitive load, 
and increase motivation and usability compared to a 2D 
screen using parallel motor and cognitive tasks—i.e., 
reaching towards and counting virtual fruits, respec-
tively—and questionnaires. We also analyzed whether 
the visualization technology impacted differently the 
movement quality and movement onset depending on 
the depth usage requirements of the reaching move-
ments. We performed a first experiment with 20 elderly 
participants using a VR controller and a second pilot 
experiment with five brain-injured patients. For this 
second experiment, we adapted the experimental setup 
to be used in combination with a rehabilitation device 
(Armeo� Spring, Hocoma, Switzerland).

HMDs improve the movement quality
As hypothesized, the movement quality improved with 
HMDs compared to the 2D screen. The improvement in 
movement quality could be observed in all movement 
quality metrics, i.e., reaching with the HMDs resulted in 
shorter duration, faster, straighter, and smoother move-
ments. The differences between HMDs and the 2D screen 
reached significance in the elderly participants, while 
similar differences were observed in the smaller group of 
brain-injured patients. Contrary to our previous experi-
ment with young healthy participants [23], AR showed 

Table 4 (continued)
Visualization technologies: IVR, AR, 2D Screen. Depth usage: No (movements along the horizontal and/or vertical axes), Only (movements only along the depth axes), 
Combined (movements in the depth axis along with the horizontal and/or vertical axes)

∗p < 0.05, •p < 0.1
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Fig. 3 Effects of the visualization technologies in the healthy elderly participants (Experiment 1) on: a–d Movement quality, e Movement onset, f 
Cognitive load with parallel counting task, g Self‑reported cognitive load, h Usability, and h Motivation. Error bars: ± 1 SD. * p < 0.05

Table 5 Descriptive statistics across visualization technologies in Experiment 2

Mean values and standard deviations of the movement quality, movement onset, cognitive load with a parallel task, self-reported cognitive load, and usability across 
visualization technologies for the brain-injured patients
1 Slider 1–100
2 7 Likert scale rescaled to 0-100

Variable IVR AR 2D Screen

Movement duration normalized (s/m) 11.99 (± 1.73) 12.6 (± 1.1) 19.39 (± 7.89)

Trajectory straightness ratio (n.u.) 1.58 (± 0.19) 1.58 (± 0.17) 1.98 (± 0.3)

Peak velocity (m/s) 0.29 (± 0.06) 0.28 (± 0.06) 0.26 (± 0.06)

Velocity peaks number (n.u.) 4.92 (± 1.41) 4.83 (± 0.97) 8.72 (± 4.79)

Movement onset (s) 0.87 (± 0.18) 0.93 (± 0.1) 1.58 (± 0.87)

Counting accuracy (%) 95.83 (± 4.17) 93.33 (± 5.78) 93.75 (± 4.89)

Cognitive load—RTLX1 22.81 (± 22.5) 26.35 (± 22.21) 29.95 (± 26.02)

Usability–SUS2 83.0 (± 13.62) 69.5 (± 25.15) 68.5 (± 27.7)
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a significant increase in the movement quality over the 
2D screen in the elderly participants. The first observa-
tions in the patient population also seem to go in the 
same direction. Nevertheless, IVR still appears to surpass 

AR, as the movements were of shorter duration with IVR 
than with AR, at least in the elderly participants.

We expected that, only in the 2D screen condition, 
reaching movements would worsen when they involve 
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Table 6 Descriptive statistics across visualization technologies and depth usage in Experiment 2

Mean values and standard deviations of the movement quality and movement onset across visualization technologies and depth usage for the brain-injured patients

Variable Visualization 
technology

No depth Combined depth Only depth

Movement duration normalized (s/m) IVR 11.88 (± 1.59) 11.89 (± 1.9) 12.59 (± 2.52)

AR 12.95 (± 2.29) 12.18 (± 1.36) 11.88 (± 2.98)

2D Screen 15.89 (± 3.99) 20.94 (± 8.67) 25.4 (±1 9.67)

Trajectory straightness ratio (n.u.) IVR 1.5 (± 0.15) 1.63 (± 0.23) 1.52 (± 0.35)

AR 1.63 (± 0.29) 1.57 (± 0.15) 1.35 (± 0.06)

2D Screen 1.78 (± 0.18) 2.1 (± 0.42) 2.1 (± 0.97)

Peak Velocity (m/s) IVR 0.29 (± 0.05) 0.3 (± 0.07) 0.28 (± 0.07)

AR 0.28 (± 0.07) 0.29 (± 0.05) 0.29 (± 0.09)

2D Screen 0.28 (± 0.07) 0.25 (± 0.05) 0.24 (± 0.05)

Velocity peaks number (n.u.) IVR 4.33 (± 1.0) 5.37 (± 1.97) 4.97 (± 2.05)

AR 4.8 (± 0.83) 4.92 (± 1.12) 4.45 (± 1.74)

2D Screen 6.7 (± 1.52) 9.06 (± 5.66) 12.72 (± 16.03)

Movement onset (s) IVR 0.9 (± 0.25) 0.83 (± 0.21) 0.87 (± 0.19)

AR 0.94 (± 0.14) 0.93 (± 0.09) 0.85 (± 0.32)

2D Screen 1.24 (± 0.49) 1.72 (± 0.95) 1.88 (± 1.17)
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the depth dimension—i.e., when the movements were 
only on the depth dimension or when they involved both 
horizontal/vertical movements together with the depth 
dimension. We expected that the depth dimension would 
be harder to visualize than the horizontal and vertical 
dimensions, which are directly mapped to the 2D screen 
plane. Our results confirm that, indeed, only in the 2D 
screen condition did the movement quality degrade 
when the depth dimension was required in the reaching 
movement (in terms of movement duration, straightness, 
and smoothness). The differences were more obvious 

between the movements with no depth vs. movements 
that required only moving in the depth axes than  move-
ments combining depth and the vertical/horizontal 
directions.

These analyses over the depth usage complete our pre-
vious “dimensionality” analyses with young healthy par-
ticipants [23]. In our previous analyses, we compared 
the movement quality between visualization technolo-
gies based on the number of dimensions of the reach-
ing movement, i.e., 1D, 2D, and 3D, instead of the use 
of depth dimensions. For example, the “1D” movements 
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contained movements not using the depth dimension 
but also some using it only. This might explain why we 
found more interaction effects between the visualiza-
tion technologies and depth usage in the current study 
compared to those in the previous experiment. Our 
results differ from those of the study of Gerig et al. [25] 
where the quality of reaching movements was compared 
between IVR and 2D screens. In their study with healthy 
participants, the authors reported shorter, straighter, 
and smoother movements in IVR than with a 2D screen 
with limited depth cues only when the 2D screen did not 
show a known-size object (i.e., the HTC controller) as an 
additional depth cue. In our experiment, the differences 
between modalities where significant, even if the control-
ler was visually represented in the VE of both IVR and 
2D screen modalities. However, we note that other depth 
cues (e.g., the shadows of the targets) were not present in 
our design as the selected optical see-through AR HMD 
could not render them, and we aimed to have a fair com-
parison between the technologies. Furthermore, in [25], 
the study population was also younger (18–40 years old) 
than our elderly population (64–89 years old) and, pos-
sibly, more cognitively fit.

Our results are encouraging for the adoption of HMDs 
into VR-based neurorehabilitation interventions. As 
identified by Palacios-Navarro and Hogan in their recent 
review [26], there is a lack of studies investigating how 

improved depth perception in immersive VR using 
HMDs could improve VR-based interventions in upper 
limb rehabilitation. In the real world, many movements 
involve moving toward the depth direction, and there-
fore, it is important to train in an environment that alters 
as little as possible the perception and execution of such 
movements [6, 19, 37]. Using HMDs allow the provision 
of congruent sensory information between vision and 
proprioception, which—as observed in our experiment—
enhances movement quality, but could also promote neu-
roplasticity by allowing meaningful movement training 
that promotes multi-sensory input to the central nervous 
system [11]. Furthermore, this congruent sensory infor-
mation might enhance skill transfer into ADL [6], as dif-
ferences in depth perception might be associated with a 
low transfer of learned skills observed when training in 
non-immersive VR [38].

In the field of robotic rehabilitation, where the interac-
tion with the rehabilitation system differs from real life, 
it is an open question whether patients relearn to use 
their arm or adapt to the training system (e.g., robotic 
device or visualization technology) [39]. Providing more 
naturalistic depth cues and reducing the visuospatial 
transformation with HMDs is a promising way to avoid 
the observed two-step learning in robotic VR-based 
interventions, where patients first go through a phase of 
learning how to use the system before focusing on their 
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rehabilitation [20]. Therefore, the use of HMDs might 
allow patients to immediately train the targeted func-
tional movements, gaining crucial rehabilitation time.

Finally, as movement quality metrics are used as indi-
cators of patients’ impairment level [40–42], it is crucial 
that the technological rehabilitation solution minimizes 
its own impact on these metrics. Our study is a first step 
in that direction as we showed that HMDs allow partici-
pants to train movements with better quality, reducing 
the negative impact of the current technological solution 
using 2D screens on movement execution. Nevertheless, 
we note that in our experiments we did not compare the 
movements performed with either of the visualization 
technologies with reaching movements in the real world, 
as this has already been evaluated in previous literature 
(e.g., [19, 21, 22]).

HMDs might lower the cognitive load
We expected to observe a lower cognitive load with the 
HMDs compared to the 2D screen. However, we did 
not observe significant differences in the accuracy of 
the counting task between visualization technologies 
in the elderly participants. Similarly, the preliminary 
results from the five brain-injured patients do not indi-
cate any potential effect of the visualization technology 
on the cognitive load measured with the counting task. 
Although we expected the elderly and brain-injured 
populations to be more sensitive to a possible change in 
cognitive load—as old age is associated with cognitive 
decline [43] and patients might suffer from cognitive 
impairment [3]—our results are in line with our previous 
experiment with healthy young participants [23].

We observed that the counting task accuracy was rela-
tively high in both elderly and brain-injured populations, 
indicating that the parallel cognitive task might have 
been too easy to elicit enough mistakes to see a difference 
across the visualization technologies. We reduced the 
difficulty of the cognitive task from our previous study 
with healthy young participants by reducing the number 
of total fruits (120 in the previous experiment, 102 with 
elderly participants, and 48 with brain-injured patients) 
and the maximum number of fruits in a block (24 in the 
previous experiment, 18 with elderly participants, and 12 
with brain-injured patients) to adapt to the new popu-
lations. However, it seems that we ended up with a not 
challenging enough parallel cognitive task. The use of 
other cognitive tasks such as continuous monitoring—
e.g., measuring the reaction time to  simple stimuli, such 
as a color change [44]—, sensory discrimination—e.g., 
measuring the reaction time to recognize a given stimu-
lus, such as a specific haptic signal [45]—, or arithmetic 
operations—e.g., backwards counting [46]—might be 
more challenging. Furthermore, the non-continuous 

nature of the cognitive and motor tasks in our experi-
ments might have led to participants prioritizing the cog-
nitive task over the motor task, resulting in a degradation 
of the movement quality metrics while the accuracy of 
the cognitive task remained high.

Regarding the self-reported cognitive load evaluated 
with the RTLX questionnaire, we found no significant 
difference across visualization technologies in the elderly 
participants, in line with our previous results with young 
healthy participants [24]. However, in the small group of 
brain-injured patients, the self-reported cognitive load 
appeared to be higher with the 2D screen than with AR, 
which also seemed higher than with IVR. This could 
potentially be due to the known cognitive impairments 
in brain-injured patients, who might have a different 
sensitivity to the potential cognitive load induced by the 
visuospatial transformation with the 2D screen. However, 
this observation must be further evaluated with a larger 
sample size of patients.

Importantly, we found significant differences across 
visualization technologies on the movement onset—
i.e., the time lapsed between the appearance of the fruit 
and the start of the movement. Participants were asked 
to start saying aloud the counting value and the type of 
fruit before moving. Several studies have found an asso-
ciation between cognitive load and reaction times [45, 
47]. We found that IVR significantly reduced the move-
ment onset, compared to AR and 2D screen conditions 
in the elderly participants. Movements performed with 
AR also resulted in significantly shorter movement onset 
times than with the 2D screen. This difference was more 
obvious in movements that required moving towards 
fruit locations that involved the depth dimension. A simi-
lar trend was observed in brain-injured patients. Thus, 
performing reaching movements visualized on the 2D 
screen, especially those involving the depth dimension, 
might be associated with a higher cognitive load. This is 
consistent with previous literature on motion planning 
showing that when visual and proprioceptive feedback 
require recalibration, e.g., reaching in a visuomotor rota-
tion environment [48], reaction times increase, likely due 
to the need to mentally transform the visual information 
to intrinsic coordinates for motion planning in 3D. This 
mental transformation may be especially demanding on 
the computer screen for targets in the depth dimension, 
causing prolonged reaction times. However, we can-
not assume with certainty that longer movement onsets 
reflect higher cognitive load, as the onset was computed 
with a fixed velocity threshold. Thus, differences in pure 
motor aspects (i.e., the movement speed) might also 
lead to differences in movement onset. Yet, differences 
in the peak velocity between visualization technologies 
in the brain-injured patients were rather small, while the 
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differences in the movement onset between these condi-
tions were more obvious. Similarly, the differences in the 
peak velocity between the AR and 2D screen conditions 
were not significant in the elderly participants, while dif-
ferences in the movement onset between these condi-
tions reached significance.

The fact that participants could adapt their task per-
formance strategy (i.e., take more time to count before 
reaching) may have mitigated the subjectively experi-
enced cognitive load and, therefore, differences in the 
questionnaires across conditions could not be observed. 
Other cognitive tasks requiring continuous attention may 
be more powerful in detecting changes in the cognitive 
load, such as counting (backwards), performing simple 
arithmetic’s (for example, subtracting 7 starting from 
100), citing the alphabet, etc.

To conclude, our results did not show differences 
between visualization technologies in the cognitive 
load, measured subjectively with the RTLX question-
naire and objectively with the cognitive counting task. 
However, we observed longer reaction times in the 2D 
screen condition, suggesting that the movement visuali-
zation on 2D screens might, indeed, increase the cogni-
tive load. Importantly, the first self-reported assessments 
with brain-injured patients suggest a lower cognitive load 
when visualizing their movements with HMDs.

HMDs do not significantly impact motivation
We expected that participants’ motivation would be 
higher with HMDs than with the 2D screen, either indi-
rectly due to the improved movement quality or directly 
due to the more naturalistic movement visualization [24, 
49]. However, contrary to our expectations, we did not 
find differences in participants’ motivation across visu-
alization technologies. This result differs from the one 
reported in our previous experiment with young adults, 
where higher motivation was observed with IVR HMD 
compared to the 2D screen [24].

This could be interpreted as a potential reduction in the 
interest of elderly participants in new technologies. In our 
previous study, we recruited young adults from 19 to 42 
years old. Other similar studies that found higher moti-
vation when practicing with HMDs vs. 2D screens also 
included only young participants, e.g., in Born et  al. par-
ticipants were between 18 to 24 years old [50]. Similarly, 
in the study of Ijsselsteijn et al. [49], authors found that a 
higher immersion led to a higher motivation with a study 
population closer to our previous study (mean 41.3 years 
old). Thus, the high motivation associated with the use of 
HMDs might be age dependent. This difference highlights 
the importance of having studies with an age-matched pop-
ulation before drawing conclusions for clinical applications.

Nevertheless, it is important to note that, in the experi-
ment with elderly participants, the recreated virtual envi-
ronment was more complex than the one employed in 
our experiment with young participants, as it represented 
the real world with a higher fidelity. Being immersed in 
a simpler and less realistic virtual environment might 
potentially have increased the young participants’ moti-
vation as they might have felt immersed in a virtual envi-
ronment different than the real room. On the contrary, 
the realistic virtual environment employed with the 
elderly participants might have reduced their potential 
interest on IVR, as they were just immersed in a virtual 
environment that did not differ much from the real room.

HMDs seem to enhance usability only in brain‑injured 
patients
We also expected the more naturalistic movement visual-
ization offered by HMDs to increase the system usability. 
However, the differences in usability between visualiza-
tion technologies were not significant in the elderly par-
ticipants, while they remain rather high through all the 
conditions. This contrasts with the first results observed 
with brain-injured patients, who rated the 2D screen 
visualization as less usable than HMDs. However, the 
between-subject variability in the usability scores of the 
2D screen is rather large compared to the IVR HMD. 
More patients are needed to confirm this difference, but 
our preliminary results seem to point out that HMDs 
are perceived as more usable than 2D screens by brain-
injured patients.

Yet, it remains unclear why the elderly participants 
did not rate the IVR HMD as more usable than the 2D 
screen, as observed in the younger population [24] and 
brain-injured patients. A potential rationale might be 
that elderly participants are less familiar with new tech-
nologies than young adults. Differences between elderly 
participants and brain-injured patients could arise from 
differences in the complexity of the whole system—one 
of the aspects rated in the system usability questionnaire 
[34]—between experiments. With the elderly partici-
pants, the overall system had a relatively low complexity 
as they were only holding a virtual controller in the 2D 
screen condition. Having to wear an HMD might be a 
significant addition in complexity, compensating for the 
more naturalistic visualization. However, in the experi-
ment with brain-injured patients, the entire system setup 
included the mechanical exoskeleton attached to their 
paretic arm. The addition of a wearable display might not 
have been perceived as a significant increase in the com-
plexity of the entire system. This suggests that the combi-
nation of HMDs with rehabilitation devices is technically 
feasible and well accepted by the clinical population. Yet, 
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this should be further studied with a larger population, 
including not only patients, but also therapists.

To conclude, our results suggest that the addition of 
new technologies such as HMDs has no negative impact 
on the system usability, as elderly participants reported 
equally high usability (> 80/100) compared to a con-
ventional 2D screen. The fact that the usability rating of 
our elderly participants did not differ between the likely 
highly familiar computer screen and novel HMDs is 
remarkable and underlines the acceptability of HMDs in 
elderly populations. Moreover, our first insights gained 
in brain-injured patients suggest that the clinical setting 
could especially benefit from the use of HMDs.

Study limitations and future research
The most limiting aspect of our study is the small sam-
ple size of neurologic patients that prevented us from 
running statistical analyses and draw conclusions over 
the measured data. Unfortunately, the current COVID 
pandemic limited the access to the clinics. Continuing 
this study with more brain-injured patients, once restric-
tions are lifted, is our future goal. Yet, we believe that the 
insights gained in this feasibility study are important to 
the rehabilitation community.

A second limitation of our study is how we measured 
cognitive load. The measurement with a dual-task para-
digm is assumed to be a more direct and objective meas-
urement technique than questionnaires [51]. However, 
the validity of our counting task as a dual task might be 
compromised, as participants might have prioritized the 
cognitive task over the motor task as suggested by the 
observed differences in the movement onset. To avoid 
relying on subjective reports and to have a more direct 
measurement of cognitive load, future research should 
integrate physiological measures of cognitive load pre-
viously shown to be reliable, such as skin conductance 
[52], eye movements [53], pupil dilatation [54, 55], as 
well as heart rate variability [56], and electroencephalog-
raphy (EEG) [57]. Similarly, other metrics could be used 
to assess movement quality. For example, less discrete 
correlates of movement smoothness than the number of 
velocity peaks, such as the jerk, are interesting metrics to 
complement future analyses [42].

Further, there were some technical differences across 
visualization modalities. The perceived contrast in AR 
displays depends on its luminance and the environment 
lighting conditions [58]. We dimmed our experimen-
tal room (Experiment 1 and 2) and had a black board 
placed behind the task workspace (Experiment 2) to 
remove background details and to ensure that the pro-
jected virtual elements would be easily perceived. How-
ever, it is still possible that the virtual environment/task 
was more difficult to perceive in the AR than the other 

display modalities, potentially affecting outcome metrics. 
For future experiments, environment lighting conditions 
should ideally be reported so that it can be ensured that 
the contrast of HMDs is similar between different testing 
environments.

Further, our displays differed in their focal depth, per-
ceived resolution, and viewing distance, potentially 
influencing participants’ VR experience (e.g., how well 
they perceived the controller’s position). The focal depth 
describes the distance between the eye and the projected 
virtual plane. While for the AR HMD the focal depth is 
relatively small (i.e., distance from the eye to the trans-
parent screen/glass), the focal depth of the IVR HMD 
approximately matches with the hand workspace. The 
screen presented the largest focal depth and is equal to 
the distance between participant’s eyes and screen. Fur-
ther, the perceived resolution (pixel/inch) was also dif-
ferent across displays. In this regard, the IVR HMD is of 
relatively poor and the 2D screen of relatively high qual-
ity. Finally, the viewing distance, i.e., the visual size of the 
perceived virtual elements, was smaller for the 2D screen 
than the HMDs, due to the position of the screen with 
respect to the participant (approx. 80 cm). Overall, none 
of the three display types was equipped with fully ideal 
parameters, rather, each display type presented strengths 
and weaknesses.

Another limitation, which affects only the experiment 
with brain-injured patients, might be the potential visuo-
haptic conflict between the haptic stimuli—due to the 
weight support applied by the assistive device—and the 
visual absence of the device in the VE, i.e., the exoskel-
eton was not visible in the VE. Although it is unknown 
how this sensory conflict might have affected the patients 
in their movement quality or motivation and cognitive 
load reporting, recent evidence suggests that not visual-
izing assistive devices during training in immersive VR 
does not affect the users’ motivation, performance, nor 
visual attention, at least in a healthy young population 
[59].

Finally, our elderly population likely presented age-
related vision deficits, i.e., the gradual loss of the eyes’ 
ability to focus on near objects (presbyopia) and gradual 
clouding of eye lenses leading to blurry vision (cata-
racts). Our clinical population, in contrast, included two 
younger participants that may not yet be affected by age-
related vision deficits. These younger participants were 
possibly more prone to the so-called vergence-accommo-
dation conflict associated with HMDs, i.e., the mismatch 
between the distance of the virtually rendered 3D object 
(vergence) and the focusing distance required for the eyes 
to focus on that object on the screen (accommodation). 
The vergence-accommodation conflict may have affected 
the depth perception of the virtual content and enhanced 
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the visual fatigue in younger participants compared with 
the elderly, and, therefore, influenced our outcome met-
rics [60].

Conclusion
This study presents results from two experiments per-
formed with twenty elderly participants and a small 
group of five subacute brain-injured patients to evaluate 
and compare the effect of different visualization technol-
ogies (an HTC Vive Pro for immersive VR, a Meta 2 for 
augmented reality, and a computer 2D screen) on move-
ment quality, cognitive load, motivation, and usability.

The more naturalistic movement visualization and 
increased depth perception with head-mounted dis-
plays improved the quality of the 3D reaching move-
ments, compared to a conventional computer 2D screen. 
The HMDs might also have reduced the cognitive load, 
as measured by the time between stimulus presentation 
and movement onset. However, we did not find signifi-
cant differences in subjective self-reports of cognitive 
load or in counting accuracy in the parallel counting 
task in the elderly healthy participants. Finally, although 
elderly and clinical populations might not be familiar 
with HMDs, participants rated them as highly usable, 
encouraging their usage in future VR-based rehabilitation 
interventions.

Acknowledgements
The authors would like to thank Magdalena Eichenberger for her help with 
the recruitment of patients, Dr. Serena Maggioni from Hocoma for her support 
with the ArmeoSpring interfacing, Prof. Robert Riener for letting us borrow 
their Meta 2, Raphael Rätz for the 3D‑printed fixation, and all the cleaning 
staff of the Anna‑Seiler‑Haus for their availability to open the doors in the late 
development evenings.

Author contributions
NW contributed to the implementation of the virtual training environment, 
study design, experimental data acquisition, and data analysis. KAB contrib‑
uted to the study design, experimental data acquisition, and data analysis. 
JP‑A contributed to the implementation of the virtual training environment 
and study design. RMM contributed to the study design and recruitment of 
brain‑injured patients. LM‑C supervised the project and contributed to the 
study design and data analysis. All authors contributed to writing and revising 
the manuscript. All authors read and approved the final manuscript.

Funding
Open Access funding enabled and organized by Projekt DEAL. This work was 
supported in part by the Swiss National Science Foundation under Grant 
PP00P2 163800 and in part by the Swiss National Center of Competence in 
Research (NCCR Robotics).

Availability of data and materials
The dataset presented in this study can be found online in the following 
repository: https:// zenodo. org/ record/ 66317 71#. YqV_ HXZBw 2x.

Declaration

 Ethics approval and consent to participate
The study was approved by the local Ethics Committee (ref.: 2017‑02,195) and 
conducted in compliance with the Declaration of Helsinki. All participants 
gave their written consent to participate in the study. 

Competing interests
The authors declare that they have no competing interests.

Author details
1 Motor Learning and Neurorehabilitation Laboratory, ARTORG Center 
for Biomedical Engineering Research, University of Bern, Freiburgstrasse 3, 
3010 Bern, Switzerland. 2 Gerontechnology and Rehabilitation, ARTORG Center 
for Biomedical Engineering Research, University of Bern, Bern, Switzerland. 
3 Department of Neurology, University Neurorehabilitation, University Hospital 
Bern (Inselspital), University of Bern, Bern, Switzerland. 4 Department of Cogni‑
tive Robotics, Delft University of Technology, Mekelweg 2, 2628 CD, Delft, The 
Netherlands. 

Received: 12 June 2022   Accepted: 25 October 2022

References
 1. Feigin VL, Brainin M, Norrving B, Martins S, Sacco RL, Hacke W, Fisher M, 

Pandian J, Lindsay P. World Stroke Organization (WSO): Global Stroke Fact 
Sheet 2022. Int J Stroke. 2022;17(1):18–29. https:// doi. org/ 10. 1177/ 17474 
93021 10659 17.

 2. Aho K, Harmsen P, Hatano S, Marquardsen J, Smirnov VE, Strasser T. 
Cerebrovascular disease in the community: results of a who collaborative 
study. Bull World Health Organ. 1980;58:113–30.

 3. Patel B, Birns J. Post‑Stroke Cognitive Impairment. In: Manag. Post‑Stroke 
Complicat., pp. 277–306. Springer, Cham 2015. https:// doi. org/ 10. 1007/ 
978‑3‑ 319‑ 17855‑4_ 12.

 4. Kwakkel G, Kollen B, Lindeman E. Understanding the pattern of func‑
tional recovery after stroke: facts and theories. Restor Neurol Neurosci. 
2004;22:281–99. https:// doi. org/ 10. 3233/ RNN‑ 130332.

 5. Winters C, van Wegen EEH, Daffertshofer A, Kwakkel G. Generalizability 
of the proportional recovery model for the upper extremity after an 
ischemic stroke. Neurorehabil Neural Repair. 2015;29:614–22. https:// doi. 
org/ 10. 1177/ 15459 68314 562115.

 6. Levac DE, Huber ME, Sternad D. Learning and transfer of complex 
motor skills in virtual reality: a perspective review. J Neuroeng Rehabil. 
2019;16:121. https:// doi. org/ 10. 1186/ s12984‑ 019‑ 0587‑8.

 7. Krakauer JW. Motor learning: its relevance to stroke recovery and 
neurorehabilitation. Curr Opin Neurol. 2006;19:84–90. https:// doi. org/ 10. 
1097/ 01. wco. 00002 00544. 29915. cc.

 8. Kwakkel G, van Peppen R, Wagenaar RC, Dauphinee SW, Richards C, 
Ashburn A, Miller K, Lincoln N, Partridge C, Wellwood I, Langhorne 
P. Effects of augmented exercise therapy time after stroke: a meta‑
analysis. Stroke. 2004;35:2529–39. https:// doi. org/ 10. 1161/ 01. STR. 00001 
43153. 76460. 7d.

 9. Bayona NA, Bitensky J, Salter K, Teasell R. The role of task‑specific 
training in rehabilitation therapies. Top Stroke Rehabil. 2005;12:58–65. 
https:// doi. org/ 10. 1310/ BQM5‑ 6YGB‑ MVJ5‑ WVCR.

 10. Mulder T, Hochstenbach J. Adaptability and flexibility of the human 
motor system: implications for neurological rehabilitation. Neural Plast. 
2001;8:131–40. https:// doi. org/ 10. 1155/ NP. 2001. 131.

 11. Kleim JA. Synaptic Mechanisms of Learning, pp. 731–734. Elsevier, 
2009. https:// doi. org/ 10. 1016/ B978‑ 00804 5046‑9. 01316‑4. https:// linki 
nghub. elsev ier. com/ retri eve/ pii/ B9780 08045 04690 13164

 12. Maclean N, Pound P. A critical review of the concept of patient motiva‑
tion in the literature on physical rehabilitation. Social Sci Med (1982). 
2000;50(4):495–506. https:// doi. org/ 10. 1016/ s0277‑ 9536(99) 00334‑2.

 13. Maclean N, Pound P, Wolfe CAR. Qualitative analysis of stroke 
patients’ motivation for rehabilitation. BMJ (Clinical research ed). 
2000;321(7268):1051–4. https:// doi. org/ 10. 1136/ bmj. 321. 7268. 1051.

 14. Putrino D, Zanders H, Hamilton T, Rykman A, Lee P, Edwards DJ. Patient 
engagement is related to impairment reduction during digital game‑
based therapy in stroke. Games Health J. 2017;6(5):295–302. https:// 
doi. org/ 10. 1089/ g4h. 2016. 0108.

 15. Wulf G, Lewthwaite R. Optimizing performance through intrinsic 
motivation and attention for learning: the optimal theory of motor 
learning. Psychon Bull Rev. 2016;23:1382–414. https:// doi. org/ 10. 3758/ 
s13423‑ 015‑ 0999‑9.

https://zenodo.org/record/6631771#.YqV_HXZBw2x
https://doi.org/10.1177/17474930211065917
https://doi.org/10.1177/17474930211065917
https://doi.org/10.1007/978-3-319-17855-4_12
https://doi.org/10.1007/978-3-319-17855-4_12
https://doi.org/10.3233/RNN-130332
https://doi.org/10.1177/1545968314562115
https://doi.org/10.1177/1545968314562115
https://doi.org/10.1186/s12984-019-0587-8
https://doi.org/10.1097/01.wco.0000200544.29915.cc
https://doi.org/10.1097/01.wco.0000200544.29915.cc
https://doi.org/10.1161/01.STR.0000143153.76460.7d
https://doi.org/10.1161/01.STR.0000143153.76460.7d
https://doi.org/10.1310/BQM5-6YGB-MVJ5-WVCR
https://doi.org/10.1155/NP.2001.131
https://doi.org/10.1016/B978-008045046-9.01316-4
https://linkinghub.elsevier.com/retrieve/pii/B9780080450469013164
https://linkinghub.elsevier.com/retrieve/pii/B9780080450469013164
https://doi.org/10.1016/s0277-9536(99)00334-2
https://doi.org/10.1136/bmj.321.7268.1051
https://doi.org/10.1089/g4h.2016.0108
https://doi.org/10.1089/g4h.2016.0108
https://doi.org/10.3758/s13423-015-0999-9
https://doi.org/10.3758/s13423-015-0999-9


Page 22 of 23Wenk et al. Journal of NeuroEngineering and Rehabilitation          (2022) 19:137 

 16. Mekbib DB, Han J, Zhang L, Fang S, Jiang H, Zhu J, Roe AW, Xu D. Virtual 
reality therapy for upper limb rehabilitation in patients with stroke: a 
meta‑analysis of randomized clinical trials. Brain Inj. 2020;34(4):456–65. 
https:// doi. org/ 10. 1080/ 02699 052. 2020. 17251 26.

 17. Rizzo JR, Hosseini M, Wong EA, Mackey WE, Fung JK, Ahdoot E, Rucker 
JC, Raghavan P, Landy MS, Hudson TE. The intersection between ocular 
and manual motor control: eye‑hand coordination in acquired brain 
injury. Front Neurol. 2017. https:// doi. org/ 10. 3389/ fneur. 2017. 00227.

 18. Mousavi Hondori H, Khademi M, Dodakian L, McKenzie A, Lopes CV, 
Cramer SC. Choice of human‑computer interaction mode in stroke 
rehabilitation. Neurorehabil Neural Repair. 2016;30(3):258–65. https:// 
doi. org/ 10. 1177/ 15459 68315 593805.

 19. Liebermann DG, Berman S, Weiss PL, Levin MF. Kinematics of reaching 
movements in a 2‑d virtual environment in adults with and without 
stroke. IEEE Trans Neural Syst Rehab Eng. 2012;20(6):778–87. https:// 
doi. org/ 10. 1109/ TNSRE. 2012. 22061 17.

 20. Schweighofer N, Wang C, Mottet D, Laffont I, Bakthi K, Reinkensmeyer 
DJ, Rémy‑néris O. Dissociating motor learning from recovery in exo‑
skeleton training post‑stroke. J Neuroeng Rehabil. 2018;15:89. https:// 
doi. org/ 10. 1186/ s12984‑ 018‑ 0428‑1.

 21. Levin MF, Snir O, Liebermann DG, Weingarden H, Weiss PL. Virtual real‑
ity versus conventional treatment of reaching ability in chronic stroke: 
clinical feasibility study. Neurol Therapy. 2012;1:3. https:// doi. org/ 10. 
1007/ s40120‑ 012‑ 0003‑9.

 22. Knaut LA, Subramanian SK, McFadyen BJ, Bourbonnais D, Levin MF. 
Kinematics of pointing movements made in a virtual versus a physical 
3‑dimensional environment in healthy and stroke subjects. Arch Phys 
Med Rehabil. 2009;90:793–802. https:// doi. org/ 10. 1016/j. apmr. 2008. 10. 
030.

 23. Wenk N, Penalver‑Andres J, Palma R, Buetler KA, Muri R, Nef T, Marchal‑
Crespo L. Reaching in several realities: motor and cognitive benefits 
of different visualization technologies. In: 2019 IEEE 16th Int. Conf. 
Rehabil. Robot., pp. 1037–1042. IEEE, Toronto, Canada 2019. https:// doi. 
org/ 10. 1109/ ICORR. 2019. 87793 66

 24. Wenk N, Penalver‑Andres J, Buetler KA, Nef T, Müri RM, Marchal‑Crespo 
L. Effect of immersive visualization technologies on cognitive load, 
motivation, usability, and embodiment. Virtual Real. 2021. https:// doi. 
org/ 10. 1007/ s10055‑ 021‑ 00565‑8.

 25. Gerig N, Mayo J, Baur K, Wittmann F, Riener R, Wolf P. Missing depth 
cues in virtual reality limit performance and quality of three dimen‑
sional reaching movements. PLoS ONE. 2018;13(1):1–18. https:// doi. 
org/ 10. 1371/ journ al. pone. 01892 75.

 26. Palacios‑Navarro G, Hogan N. Head‑mounted display‑based therapies 
for adults post‑stroke: a systematic review and meta‑analysis. Sensors. 
2021;21(4):1111. https:// doi. org/ 10. 3390/ s2104 1111.

 27. Laver K, Lange B, George S, Deutsch J, Saposnik G, Crotty M. Virtual reality 
for stroke rehabilitation (Review). Cochrane Database Syst Rev. 2017. 
https:// doi. org/ 10. 1002/ 14651 858. CD008 349. pub4.

 28. Cabeza R. Cognitive neuroscience of aging: contributions of functional 
neuroimaging. Scand J Psychol. 2001;42(3):277–86. https:// doi. org/ 10. 
1111/ 1467‑ 9450. 00237.

 29. Park DC, Reuter‑Lorenz P. The adaptive brain: aging and neurocognitive 
scaffolding. Annu Rev Psychol. 2009;60(1):173–96. https:// doi. org/ 10. 
1146/ annur ev. psych. 59. 103006. 093656.

 30. Fagard J, Chapelain A, Bonnet P. How should “ambidexterity’’ be esti‑
mated? Laterality asymmetries body. Brain Cogn. 2015;20(5):543–70. 
https:// doi. org/ 10. 1080/ 13576 50X. 2015. 10090 89.

 31. Oldfield RC. The assessment and analysis of handedness: the Edinburgh 
inventory. Neuropsychologia. 1971;9(1):97–113. https:// doi. org/ 10. 1016/ 
0028‑ 3932(71) 90067‑4.

 32. Hart SG. NASA‑TLX: 20 Years Later. Proc. Hum. Factors Ergon. Soc. Annu. 
Meet., 2006:904–908 . https:// doi. org/ 10. 1177/ 15419 31206 05000 909.

 33. Reynolds L. Measuring Intrinsic Motivations. In: Handb. Res. Electron. 
Surv. Meas., pp. 170–173. IGI Global, 2007. https:// doi. org/ 10. 4018/ 978‑1‑ 
59140‑ 792‑8. ch018.

 34. Brooke J. SUS: A “quick and dirty” usability scale. In: Jordan, P.W., Thomas, 
B., Weerdmeester, B.A., McClelland, I.L. (eds.) Usability Eval. Ind., pp. 
189–194. Taylor & Francis, London (1996). https:// cui. unige. ch/ isi/ icle‑ 
wiki/_ media/ ipm: test‑ susch apt. pdf.

 35. Harris PA, Taylor R, Thielke R, Payne J, Gonzalez N, Conde JG. Research 
electronic data capture (REDCap)—a metadata‑driven methodology and 

workflow process for providing translational research informatics sup‑
port. J Biomed Inform. 2009. https:// doi. org/ 10. 1016/j. jbi. 2008. 08. 010.

 36. Lambercy O, Lünenburger L, Gassert R, Bolliger M. In: Dietz, V., Nef, T., 
Rymer, W.Z. (eds.) Robots for Measurement/Clinical Assessment, pp. 
443–456. Springer, London 2012.

 37. Viau A, Feldman AG, McFadyen BJ, Levin MF. Reaching in reality and 
virtual reality: a comparison of movement kinematics in healthy subjects 
and in adults with hemiparesis. J NeuroEng Rehabil. 2004. https:// doi. org/ 
10. 1186/ 1743‑ 0003‑1‑ 11.

 38. Kim W‑S, Cho S, Ku J, Kim Y, Lee K, Hwang H‑J, Paik N‑J. Clinical application 
of virtual reality for upper limb motor rehabilitation in stroke: review of 
technologies and clinical evidence. J Clin Med. 2020;9:3369. https:// doi. 
org/ 10. 3390/ jcm91 03369.

 39. Huang VS, Krakauer JW. Robotic neurorehabilitation: a computational 
motor learning perspective. J Neuroeng Rehabil. 2009;6:5. https:// doi. org/ 
10. 1186/ 1743‑ 0003‑6‑5.

 40. Nordin N, Xie SQ, Wünsche B. Assessment of movement quality in robot‑ 
assisted upper limb rehabilitation after stroke: a review. J Neuroeng 
Rehabil. 2014;11:137. https:// doi. org/ 10. 1186/ 1743‑ 0003‑ 11‑ 137.

 41. Kwakkel G, van Wegen EEH, Burridge JH, Winstein CJ, van Dokkum LEH, 
Murphy MA, Levin MF, Krakauer JW. Standardized measurement of quality 
of upper limb movement after stroke: consensus‑based core recommen‑
dations from the second stroke recovery and rehabilitation roundtable. 
Neurorehabil Neural Repair. 2019;33(11):951–8. https:// doi. org/ 10. 1177/ 
15459 68319 886477.

 42. Rohrer B, Fasoli S, Krebs HI, Hughes R, Volpe B, Frontera WR, Stein J, Hogan 
N. Movement smoothness changes during stroke recovery. J Neurosci. 
2002;22(18):8297–304. https:// doi. org/ 10. 1523/ JNEUR OSCI. 22‑ 18‑ 08297. 
2002.

 43. Park DC, Schwarz N. Cognitive aging: a primer. Psychology Press, 2008. 
https:// books. google. ch/ books? id= z5rIk QEACA AJ.

 44. Leppink J, Paas F, der Vleuten CPMV, Gog TV, Merriënboer JJGV. Devel‑
opment of an instrument for measuring different types of cognitive 
load. Behav Res Methods. 2013;45:1058–72. https:// doi. org/ 10. 3758/ 
s13428‑ 013‑ 0334‑1.

 45. Rojas D, Haji F, Shewaga R, Kapralos B, Dubrowski A. The impact of 
secondary‑task type on the sensitivity of reaction‑time based measure‑
ment of cognitive load for novices learning surgical skills using simula‑
tion. Stud Health Technol Inf. 2014;196:353–9. https:// doi. org/ 10. 3233/ 
978‑1‑ 61499‑ 375‑9‑ 353.

 46. Ocampo R, Tavakoli M. Visual‑haptic colocation in robotic rehabilita‑
tion exercises using a 2d augmented‑reality display, pp. 1–7. IEEE, 2019. 
https:// doi. org/ 10. 1109/ ISMR. 2019. 87101 85. https:// ieeex plore. ieee. org/ 
docum ent/ 87101 85/.

 47. van Winsum W. The effects of cognitive and visual workload on 
peripheral detection in the detection response task. Human Factors. 
2018;60:855–69. https:// doi. org/ 10. 1177/ 00187 20818 776880.

 48. Fernandez‑Ruiz J, Wong W, Armstrong IT, Flanagan JR. Relation between 
reaction time and reach errors during visuomotor adaptation. Behav 
Brain Res. 2011;219(1):8–14. https:// doi. org/ 10. 1016/j. bbr. 2010. 11. 060.

 49. IJsselsteijn WA, Kort YAWd, Westerink J, Jager Md, Bonants R. Virtual fit‑
ness: stimulating exercise behavior through media technology. Presence: 
Teleoperators and Virtual Environments 2006;15(6):688–698 . https:// doi. 
org/ 10. 1162/ pres. 15.6. 688. https:// direct. mit. edu/ pvar/ artic le‑ pdf/ 15/6/ 
688/ 16248 47/ pres. 15.6. 688. pdf

 50. Born F, Abramowski S, Masuch M. Exergaming in vr: The impact of immer‑
sive embodiment on motivation, performance, and perceived exertion. 
2019 11th International Conference on Virtual Worlds and Games for 
Serious Applications, VS‑Games 2019—Proceedings, 2019:1 . https:// doi. 
org/ 10. 1109/ VS‑ Games. 2019. 88645 79

 51. Brünken R, Plass JL, Leutner D. Direct measurement of cognitive load in 
multimedia learning. Educ Psychol. 2003;38(1):53–61. https:// doi. org/ 10. 
1207/ S1532 6985E P3801_7.

 52. Naccache L, Dehaene S, Cohen L, Habert M‑O, Guichart‑Gomez E, Gala‑
naud D, Willer J‑C. Effortless control: executive attention and conscious 
feeling of mental effort are dissociable. Neuropsychologia. 2005;43:1318–
28. https:// doi. org/ 10. 1016/j. neuro psych ologia. 2004. 11. 024.

 53. Eckstein MK, Guerra‑Carrillo B, Singley ATM, Bunge SA. Beyond eye gaze: 
what else can eyetracking reveal about cognition and cognitive develop‑
ment? Dev Cogn Neurosci. 2017;25:69–91. https:// doi. org/ 10. 1016/j. dcn. 
2016. 11. 001.

https://doi.org/10.1080/02699052.2020.1725126
https://doi.org/10.3389/fneur.2017.00227
https://doi.org/10.1177/1545968315593805
https://doi.org/10.1177/1545968315593805
https://doi.org/10.1109/TNSRE.2012.2206117
https://doi.org/10.1109/TNSRE.2012.2206117
https://doi.org/10.1186/s12984-018-0428-1
https://doi.org/10.1186/s12984-018-0428-1
https://doi.org/10.1007/s40120-012-0003-9
https://doi.org/10.1007/s40120-012-0003-9
https://doi.org/10.1016/j.apmr.2008.10.030
https://doi.org/10.1016/j.apmr.2008.10.030
https://doi.org/10.1109/ICORR.2019.8779366
https://doi.org/10.1109/ICORR.2019.8779366
https://doi.org/10.1007/s10055-021-00565-8
https://doi.org/10.1007/s10055-021-00565-8
https://doi.org/10.1371/journal.pone.0189275
https://doi.org/10.1371/journal.pone.0189275
https://doi.org/10.3390/s21041111
https://doi.org/10.1002/14651858.CD008349.pub4
https://doi.org/10.1111/1467-9450.00237
https://doi.org/10.1111/1467-9450.00237
https://doi.org/10.1146/annurev.psych.59.103006.093656
https://doi.org/10.1146/annurev.psych.59.103006.093656
https://doi.org/10.1080/1357650X.2015.1009089
https://doi.org/10.1016/0028-3932(71)90067-4
https://doi.org/10.1016/0028-3932(71)90067-4
https://doi.org/10.1177/154193120605000909
https://doi.org/10.4018/978-1-59140-792-8.ch018
https://doi.org/10.4018/978-1-59140-792-8.ch018
https://cui.unige.ch/isi/icle-wiki/_media/ipm:test-suschapt.pdf
https://cui.unige.ch/isi/icle-wiki/_media/ipm:test-suschapt.pdf
https://doi.org/10.1016/j.jbi.2008.08.010
https://doi.org/10.1186/1743-0003-1-11
https://doi.org/10.1186/1743-0003-1-11
https://doi.org/10.3390/jcm9103369
https://doi.org/10.3390/jcm9103369
https://doi.org/10.1186/1743-0003-6-5
https://doi.org/10.1186/1743-0003-6-5
https://doi.org/10.1186/1743-0003-11-137
https://doi.org/10.1177/1545968319886477
https://doi.org/10.1177/1545968319886477
https://doi.org/10.1523/JNEUROSCI.22-18-08297.2002
https://doi.org/10.1523/JNEUROSCI.22-18-08297.2002
https://books.google.ch/books?id=z5rIkQEACAAJ
https://doi.org/10.3758/s13428-013-0334-1
https://doi.org/10.3758/s13428-013-0334-1
https://doi.org/10.3233/978-1-61499-375-9-353
https://doi.org/10.3233/978-1-61499-375-9-353
https://doi.org/10.1109/ISMR.2019.8710185
https://ieeexplore.ieee.org/document/8710185/
https://ieeexplore.ieee.org/document/8710185/
https://doi.org/10.1177/0018720818776880
https://doi.org/10.1016/j.bbr.2010.11.060
https://doi.org/10.1162/pres.15.6.688
https://doi.org/10.1162/pres.15.6.688
https://direct.mit.edu/pvar/article-pdf/15/6/688/1624847/pres.15.6.688.pdf
https://direct.mit.edu/pvar/article-pdf/15/6/688/1624847/pres.15.6.688.pdf
https://doi.org/10.1109/VS-Games.2019.8864579
https://doi.org/10.1109/VS-Games.2019.8864579
https://doi.org/10.1207/S15326985EP3801_7
https://doi.org/10.1207/S15326985EP3801_7
https://doi.org/10.1016/j.neuropsychologia.2004.11.024
https://doi.org/10.1016/j.dcn.2016.11.001
https://doi.org/10.1016/j.dcn.2016.11.001


Page 23 of 23Wenk et al. Journal of NeuroEngineering and Rehabilitation          (2022) 19:137  

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your researchReady to submit your research  ?  Choose BMC and benefit from: ?  Choose BMC and benefit from: 

 54. van der Wel P, van Steenbergen H. Pupil dilation as an index of effort 
in cognitive control tasks: a review. Psychon Bull Rev. 2018;25:2005–15. 
https:// doi. org/ 10. 3758/ s13423‑ 018‑ 1432‑y.

 55. Marquart G, de Winter J. Workload assessment for mental arithmetic tasks 
using the task‑evoked pupillary response. PeerJ Comput Sci. 2015;1:16. 
https:// doi. org/ 10. 7717/ peerj‑ cs. 16.

 56. Solhjoo S, Haigney MC, McBee E, van Merrienboer JJG, Schuwirth L, 
Artino AR, Battista A, Ratcliffe TA, Lee HD, Durning SJ. Heart rate and heart 
rate variability correlate with clinical reasoning performance and self‑
reported measures of cognitive load. Sci Rep. 2019;9:14668. https:// doi. 
org/ 10. 1038/ s41598‑ 019‑ 50280‑3.

 57. Skulmowski A, Rey GD. Measuring cognitive load in embodied learning 
settings. Front Psychol. 2017;8:1191. https:// doi. org/ 10. 3389/ fpsyg. 2017. 
01191.

 58. Erickson A, Kim K, Bruder G, Welch GF. Exploring the limitations of 
environment lighting on optical see‑through head‑mounted displays. In: 
Symposium on Spatial User Interaction. SUI ’20. Association for Comput‑
ing Machinery, New York, NY, USA 2020. https:// doi. org/ 10. 1145/ 33859 59. 
34184 45.

 59. Wenk N, Jordi MV, Buetler KA, Marchal‑Crespo L. Hiding assistive robots 
during training in immersive vr does not affect users’ motivation, pres‑
ence, embodiment, performance, nor visual attention. IEEE Trans Neural 
Syst Rehabil Eng. 2022;30:390–9. https:// doi. org/ 10. 1109/ TNSRE. 2022. 
31472 60.

 60. Hoffman DM, Girshick AR, Akeley K, Banks MS. Vergence‑accommodation 
conflicts hinder visual performance and cause visual fatigue. Journal of 
Vision. 2008;8(3):33–33. http:// arvoj ourna ls. org/ arvo/ conte nt_ public/ 
journ al/ jov/ 932853/ jov‑8‑ 3‑ 33. pdf

Publisher’s note
Springer Nature remains neutral with regard to jurisdictional claims in pub‑
lished maps and institutional affiliations.

https://doi.org/10.3758/s13423-018-1432-y
https://doi.org/10.7717/peerj-cs.16
https://doi.org/10.1038/s41598-019-50280-3
https://doi.org/10.1038/s41598-019-50280-3
https://doi.org/10.3389/fpsyg.2017.01191
https://doi.org/10.3389/fpsyg.2017.01191
https://doi.org/10.1145/3385959.3418445
https://doi.org/10.1145/3385959.3418445
https://doi.org/10.1109/TNSRE.2022.3147260
https://doi.org/10.1109/TNSRE.2022.3147260
http://arvojournals.org/arvo/content_public/journal/jov/932853/jov-8-3-33.pdf
http://arvojournals.org/arvo/content_public/journal/jov/932853/jov-8-3-33.pdf

	Naturalistic visualization of reaching movements using head-mounted displays improves movement quality compared to conventional computer screens and proves high usability
	Abstract 
	Background: 
	Methods: 
	Results: 
	Conclusions: 

	Introduction
	Methods
	Experiment 1—healthy elderly participants
	Participants
	Experimental setup
	Reaching and cognitive tasks
	Virtual environment
	Protocol
	Data processing
	Questionnaires 
	Cognitive Task 
	Movement Quality 

	Statistical analyses

	Experiment 2—brain-injured patients
	Participants
	Experimental setup and virtual environments
	Protocol & motor and cognitive tasks
	Data processing


	Results
	Experiment 1: healthy elderly participants
	Movement quality
	Movement onset
	Counting task accuracy and questionnaires

	Experiment 2: brain-injured patients
	Movement quality
	Movement onset
	Counting task accuracy and questionnaires


	Discussion
	HMDs improve the movement quality
	HMDs might lower the cognitive load
	HMDs do not significantly impact motivation
	HMDs seem to enhance usability only in brain-injured patients
	Study limitations and future research

	Conclusion
	Acknowledgements
	References


