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Abstract

The use of hydrogen in gas turbines is promising to help with the energy transition since there
are no carbon-based pollutants released during its combustion. However, the transition from
fossil fuels to hydrogen in gas turbines involves significant challenges. Hydrogen flames ex-
hibit higher flame speed, making burners more prone to flashback, which in turn can cause
damage by propagating upstream into the premixing sections. To avoid this type of failure, it
is necessary to understand the different mechanisms that can cause flame flashback in gas
turbines and develop strategies to help reduce the flashback tendency of hydrogen flames.
The FlameSheet™ burner, originally developed by Power Systems Manufacturing (PSM), is a
two-stage burner that can be used with fuels having high content of hydrogen. The geometry
of the main stage includes a 180-degree bend (U-bend). This feature, which abruptly changes
the flow direction of the air-fuel mixture, creates a trapped vortex which helps in stabilizing the
flame in the main stage. Such a design makes the burner more resistant to flame flashback.

In this thesis, a numerical study is done on an academic trapped vortex burner, inspired by
the FlameSheet™ design using Ansys Fluent. Initially, a cold flow simulation of the flow inside
the main stage of the burner was performed using RANS. This was followed by a parametric
study (using RANS) of the cold flow patterns while varying several parameters like the shape
of the inner liner tip, channel height ratio and the distance between the tip and outer wall of
the U-bend. From these results, useful insights were gained by analyzing and comparing
the velocity profiles in different parts of the U-bend. To gain more information from some of
the relevant cases, large eddy simulations (LES) were used. With the LES results, two-point
correlations and cumulative distribution functions of the velocity field were made to describe
the cold flow behaviour in the main stage of the burner. These results confirmed that the tip
shape and its distance from the U-bend are significant parameters since they affect the veloc-
ity profile in the boundary layers of the flow. This change in the velocity profile of its boundary
layer can alter the flashback tendency of hydrogen flames in the burner. Along with these
cold flow simulations, a reactive simulation was also performed with the original geometry of
the trapped vortex burner to understand the flow features inside, in the presence of a flame.
Super adiabatic flame temperature and non-uniform diffusion of hydrogen into the flame were
observed at various points in the flame.
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1
Introduction

Climate change is one of the most pressing challenges of our time, reshaping countries and
economies for the present and future generations. In order to overcome this challenge, it is
necessary to reduce the emission of greenhouse gases (mainly CO2, methane and nitrous
oxide), which have continued to increase over the last century [1, 2]. This increasing trend for
CO2 is shown in Figure 1.1. Countries around the world have signed various agreements like
the popularly known Paris Agreement [3] in 2015 and recently, at COP28 (28th annual United
Nations climate meeting), organized in Dubai, UAE, parties have agreed that they need to
“transition away from fossil fuels in energy systems” [4].

Figure 1.1: Increased emissions of CO2 and their annual change from 1900-2023. Source: International Energy
Agency [2]
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Figure 1.2: Global net anthropogenic greenhouse gas (GHG) emissions from 1900-2019. Source: [1].

Figure 1.2 shows how the various greenhouse gas (GHG) emissions have been changing in
the last century and clearly most of it (about 64% in 2019 [1]) is comprised of CO2 from fossil
fuels (coal, oil and natural gas) and industrial processes. Another breakdown of how the vari-
ous sectors contribute to GHG emissions is shown in Figure 1.3. Energy systems contributed
34% of the global GHG emissions in 2019 [5]. In the energy sector, fossil fuels like coal and
natural gas are primarily used for generating electricity. Therefore, to meet the sustainability
goals related to climate action, it is important we decarbonize our energy sectors and start
developing technologies that facilitate the use of renewable sources of energy efficiently.

Figure 1.3: Trends in global GHG emissions by sector. Source: [5].

Renewable sources of energy (such as wind, solar, hydro, etc.) are variable and intermittent
in nature and that is the major obstacle that needs to be overcome in order to fully transition
away from fossil fuels [6]. To overcome this challenge, the excess energy that is available
during low power demand should be stored in some form. This stored energy can then be uti-
lized during excess demand for power. Hydrogen fuel, which can be produced from a variety
of processes like electrolysis and thermolysis [6], can be used as an energy storage medium
to overcome this fluctuating problem with renewable energy.

During excess energy demand, the stored hydrogen can be used in gas turbines which have
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been modified with combustors that can support hydrogen combustion. Gas turbines are a
popular choice for power generation because of their high efficiency, short start-up times and
high turn-down ratios [7]. Another advantage of using hydrogen for combustion is that no CO2

is released during combustion, making it a promising solution to balance the intermittent na-
ture of the renewable energy sources and also help in reducing the emission of GHGs into the
atmosphere.

Gas turbines normally operate in lean premixed mode (Section 2.4) in order to minimize NOx

emissions (nitrogen oxides that cause pollution). NOx emissions depend on temperature and
are reduced when the temperature of the flame is decreased [7]. This reduction in flame tem-
perature is possible in lean premixed mode due to presence of excess air. However, the use
of 100% H2 fuels is not easy due to differences in properties (thermal and mass diffusivities,
higher laminar flame speed and adiabatic flame temperature, etc.) [6, 8] compared to conven-
tional fuels like natural gas.

Since H2 flames burn with a higher flame velocity compared to natural gas, the flame ve-
locity can exceed the incoming (or approaching) flow velocity of the unreacted mixture. This
increases the risk of the flame propagating upstream, into the premixing section of the com-
bustor, where the fuel and air is mixed [7]. This phenomenon is called flame flashback and can
be dangerous, damaging the premixing section of the gas turbine. Section 1.1 will introduce
the various types of flashback and then explain boundary layer flashback more in detail.

1.1. Flame Flashback

In this Section we will talk about flame flashback. Section 1.1.1 will be about the various mech-
anisms by which flashback can occur. This will be followed by a description of boundary layer
flashback (one of the mechanisms which will be the focus of our work) in Section 1.1.2 and
Section 1.1.3 will discuss the various numerical work done to study boundary layer flashback.

1.1.1. Flame Flashback Mechanisms

Flashback occurs when the flame front propagates upstream into the premixing section of the
combustor [9]. This phenomenon can damage the premixing section (where fuel and air are
mixed to form a homogenous mixture) of the combustor due to the high temperature of the
flame. This flame flashback can occur because of four different mechanisms [9, 10]:

• Core flow flashback: This occurs when the flame velocity is greater than the flow ve-
locity in the core region of the flow. Generally, the core flow velocity is higher than the
flame velocity in gas turbines. Hence, this type of flashback rarely occurs.

• Combustion instability induced flashback: During combustion, instabilities can be
generated due to unsteady heat release, fluctuations in flow field, interaction of acoustic
modes. These instabilities can lead to flow reversals which leads to flashback in com-
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bustors.

• Combustion induced vortex breakdown (CIVB): This type of flashback mechanism is
found in swirl stabilized gas turbine combustors (Shown in Figure 1.4). In these combus-
tors, a recirculation zone is created to stabilize the flame using swirling flows. In some
cases when the fuel rate is increased, an upstream motion of the recirculation zone can
happen, which may cause the vortex to breakdown while it is inside the premixing duct,
leading to flashback.

Figure 1.4: Figure showing a swirl stabilized premixed flame. A) Stable flame B) Flashback due to CIVB. Figure
from [11]

• Boundary layer flashback: Flashback occurs when the local flame velocity is larger
than the local flow velocity [7, 10]. This can happen in the boundary layer of the flow,
where the flow velocity gradually decreases towards the wall. This is because of the
wall’s no-slip boundary condition which indicates there is no relative motion between
the wall surface and the fluid at the interface. Figure 1.5 shows an example of a flame
undergoing boundary layer flashback.

Figure 1.5: Figure showing a stable flame (left) and the flame undergoing boundary layer flashback (right).
Source: [12]



1.1. Flame Flashback 5

Since this work focuses on boundary layer flashback, the other mechanisms will not be dis-
cussed further.

1.1.2. Boundary Layer Flashback Mechanism

Figure 1.6: Mechanism of boundary layer flashback from [7]

The mechanism behind boundary layer flashback (in a confined geometry) can be explained
using Figure 1.6. The velocity profile represented by (1) is an undisturbed turbulent flow in-
side a channel. Close to the flame tip (denoted by the blue curve), the undisturbed profile (1)
is disfigured (2) due to an increase in pressure upstream of the flame. If this pressure rise
increases above a critical value, then the flow separates from the surface (3) and a backflow
region (light grey colored area) is formed close to the flame tip.

This was investigated by Eichler [10] who studied boundary layer flashback experimentally
using Particle Image Velocimetry (PIV) and OH* chemiluminescence. Inside this backflow re-
gion, the flame propagates upstream with a flame speed VFB. The absolute value of VFB is
greater than the mixture’s burning velocity since the reversed flow velocity inside the backflow
region would help in accelerating the propagating flame front [7].

Eichler [10] also studied flame flashback under the influence of adverse pressure gradients
(with a diffuser channel) and suggested that the frequency of low axial velocity structures
close to the wall may play a role in boundary layer flashback. An increased frequency of such
structures might increase the flashback propensity of the flame.

1.1.3. Boundary Layer Flashback Modelling

Lewis and von Elbe [13] were first to study boundary layer flashback experimentally using
laminar methane-air flames. Using the results of their experiments, they developed a model
which uses the velocity gradients at the wall to identify if flashback happens or not. This model
is known as the critical velocity gradient model (CVG).

Lewis and von Elbe [13, 14] assumed the velocity profile to be linear near the wall. They have
also assumed flow and flame to be uncoupled (flow-flame interaction is neglected). The flame
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Figure 1.7: Figure showing the parameters used in the CVG model from [9].

front is quenched at a distance δq (Unit: [m]) from the wall and when flashback occurs, the
flame speed is equal to the incoming flow speed at distance δp from the wall. This δp is the
penetration distance (Unit: [m]). According to the model, flashback occurs when:

∂u

∂y
<

SL

δp
(1.1)

The term on the right hand side of Equation 1.1 is called the critical velocity gradient and is
denoted by gc (Unit: [s−1]) and the term on the left hand side is the flow velocity gradient which
is denoted by gf (Unit: [s−1]).

Figure 1.8: Figure describing BLF. The white line depicts the flame front. As the streamlines approach the flame
front, they curve due to the presence of adverse pressure gradient in front of the flame. This lowers the flow

velocity which can lead to separation and hence flame flashback. Source: [15]

Eichler [10] showed that the flame has a back-pressure effect on the incoming flow which
was ignored in the critical velocity gradient model. This back-pressure effect causes the flow
upstream to slow down and separate, allowing the flame to propagate upstream. This was
confirmed by Gruber et al. [15] using direct numerical simulations (DNS) and shown in Figure
1.8. Figure 1.8 shows how the streamlines curve as they approach the flame front (indicated
by the white line in Figure 1.8). They [15] found that if the velocity is low enough, separation
will take place which will lead to flame flashback. Large eddy simulations (LES) have also
been used to study boundary layer flashback and the effect of the size of the backflow region,
upstream of the flame was investigated by Endres et al. [16, 17]

Using the assumption that boundary layer flashback occurs due to flow separation upstream



1.2. FlameSheet™ Combustor 7

of the flame front due to adverse pressure gradients, Hoferichter et al. [7, 18, 19] developed
a semi-analytical model which could predict flashback. The model uses Stratford’s turbulent
boundary layer separation criterion [20] which was developed for a flat plate. This approach
was improved at TU Delft [21, 22] by using a generic boundary layer separation criterion. This
modificationmade it possible to predict flashback limits for simple and complex geometries [23].
Similarly, several other models [24, 25] have been developed by various research groups to
predict the flashback limits of gas turbines.

1.2. FlameSheet™ Combustor

The FlameSheet™ combustor, developed by Power Systems Manufacturing (PSM) [26, 27,
28], can use fuel blends with up to 80% per volume of hydrogen [29]. Figure 1.9 shows the
interior design of the FlameSheet™ combustor with its two stages: an outer (main) burner
and a central (pilot) burner. A key feature of the main stage is the presence of a 180 degree
inversion (Figure 1.9b) in flow direction around a tip (inner liner tip). This creates a trapped-
vortex which disrupts the turbulent boundary layer, making the burner more resistant to flame
flashback [30].

(a) (b)

Figure 1.9: (a) Design of the FlameSheet™ combustor from [26]. The airflow through the main and pilot stages
are shown with blue arrows. The red arrow represents the fuel-air mixture. (b) Another image of the

FlameSheet™ burner in which the 180 degree bend regions are marked within the blue boxes

Figure 1.10: Instantaneous temperature field when flashback occurs with different inner liner tips: blunt tip (left)
and sharp tip (right) [30]. The figure shows how the flame follows an inner route, closer to the tip, when the tip is

blunt and an outer route when it is sharp

Gruber et al. [30] performed LES simulations on a simplified FlameSheet™ combustor, vali-
dated with experimentally obtained data, to gain valuable information on boundary layer flash-
back inside the combustor. They performed simulations with different shapes (blunt and sharp)



1.3. Trapped Vortex Burner 8

of the inner liner tip, around which the flow makes the 180 degree turn. From their results,
they observed that the flame follows an inner route, closer to the tip, when the tip is blunt and
an outer route, away from the tip, when it is sharp (Figure 1.10). They also found that the
ratio of the channel thickness (ratio H2/H1 in Figure 5.3), upstream and downstream of the
U-bend, can be an important parameter in controlling flashback. Further development of the
FlameSheet™ burner is in progress within the Helios project, which is a cooperation between
TU Delft and Thomassen Energy.

1.3. Trapped Vortex Burner

The trapped vortex burner is inspired by the FlameSheet™ design, but exhibits significant
differences in its main features such as a simplified inner liner tip geometry and a flattened
channel-way. It is a simplified, two dimensional burner which also has a U-bend shape to
create a trapped vortex in its main stage to help in stabilizing the flame. Figure 1.11 shows
the isometric view of the trapped vortex burner which will be used in this work.

Figure 1.11: Isometric view of the trapped vortex burner

Figure 1.12: Side view of the trapped vortex burner showing the main parts - inner liner tip, the outer wall (or
U-bend) and the channel heights H1 and H2. The inlets (main and core flow) are shown with blue arrows.

Figure 1.12 shows the side view of the burner with some of the relevant parts which will be
studied in this work. The blue arrows show themain and core flow inlets. Our research focuses
on optimizing the geometry of the trapped vortex burner to mitigate flashback risks, while
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expanding its operational capabilities. This can be done by utilizing numerical simulations.
The results from a base-case simulation (non reactive) will help in understanding the turbulent
flow dynamics inside the burner, particularly in the U-bend region since this is where the flame
propagates upstream [30]. Once we understand the role played by the near-wall turbulent
structures in flame flashback, we can investigate the impact of various geometry features
(such as distance of the outer wall from the tip, shape of the inner liner tip and height of the
channel H2, etc.) and look at ways in which the design can be modified to improve flashback
resistance.

1.4. Research Objectives

The current work will aim to accomplish the following objectives:

• What are the computational model requirements necessary to study the boundary layer
in the U-bend section of the trapped vortex burner?

– It is necessary to have a computational model which can accurately simulate the
flow inside the combustor. This includes selecting appropriate turbulence models,
mesh resolutions, and numerical schemes. Initially, the simulations will be con-
ducted for non-reacting flows. Validation against experimental data (PIV data avail-
able for burner) will be done to ensure the accuracy of the computational simula-
tions. This objective will help in identifying the turbulent structures near the wall
using numerical simulation.

• What effect does the geometry of the U-bend and inner liner tip have on the turbulent
structures and how can this be used to reduce flashback tendency of the flame?

– The distance of the U-bend from the inner liner tip is one of the parameters that can
be altered to observe its effect on the turbulent flow inside the combustor, particu-
larly in the area adjacent to the wall as this is the region where the flame tends to
propagate upstream. Other parameters could be the shape of the tip liner and the
height of the main flow inlet which were investigated in [30]. These two parameters
were found to be important in deciding the route taken by the flame to flashback in
the main stage.

1.5. Thesis Outline

This thesis report is divided into eight chapters (including this chapter). In Chapter 2, the
concepts related to turbulent flows and premixed combustion will be discussed. This chapter
will introduce topics such as turbulent boundary layers, laminar and turbulent flames which
are necessary to understand turbulence modeling and flame flashback. Chapter 3 details the
various methodologies used in numerical simulations for both cold (absence of combustion)
and reactive flows. There, we introduce the basics of modeling turbulent flows using RANS
(Reynolds-averaged Navier Stokes) and LES (Large Eddy Simulation) and also some of the
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combustion closure models used in LES.
The numerical assumptions used in this work are argued in Chapter 4. Along with the descrip-
tion of the numerical trapped vortex burner setup, the validation of the model with experimental
data is also shown in this chapter. A numerical study with different geometry modifications us-
ing RANS is shown in Chapter 5. Using these results, some of the interesting cases were
selected for an analysis with LES which is shown in Chapter 6. Chapter 7 shows the reactive
simulations done on the trapped vortex burner. Finally, Chapter 8 includes the conclusion
along with recommendations for future work.



2
Turbulent flows and Combustion

In this chapter, the theory behind turbulent flows and combustion will be discussed. Since this
thesis investigates a turbulent hydrogen combustion setup, it is necessary to understand the
basic principles and concepts which will be useful while performing and analyzing turbulent
flow simulations.

Section 2.1 discusses the conservation equations needed for reacting and non-reacting flows.
Turbulent flows will be discussed in Section 2.2. Section 2.3 explains how the reaction rates
are computed in chemical kinetics and finally Section 2.4 discusses the relevant topics in pre-
mixed combustion.

2.1. Governing Equations

In this section, the various conservation equations (mass, momentum, species and energy),
required to study reacting and non-reacting flows will be discussed.

2.1.1. Mass Conservation

The conservation of mass, also known as the continuity equation, applied to a fluid passing
through an infinitesimal control volume is shown below [31]:

∂ρ

∂t
+

∂ρui
∂xi

= 0 (2.1)

where ρ is the fluid density [kg/m3], which refers to only gas in this work and ui is the fluid
velocity component [m/s].

11
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2.1.2. Momentum Conservation

Momentum conservation, also known as the Navier-Stokes equation, is derived by applying
Newton’s Second Law to a fluid passing through an infinitesimal control volume, describing the
changes of the flow momentum in space and time. For a Newtonian fluid, the Navier-Stokes
equation is given by [31]:

∂ρuj
∂t

+
∂ρuiuj
∂xi

= − ∂p

∂xj
+

∂τij
∂xi

+ SM,i (2.2)

where p is the pressure [Pa], SM,i is the volumetric source term or the body force and τij is
the viscous stress tensor [N/m2] given by:

τij = −2

3
µ
∂uk
∂xk

δij + µ(
∂ui
∂xj

+
∂uj
∂xi

) (2.3)

where µ is the dynamic viscosity and δij is the Kronecker symbol (δij = 1 if i = j and 0 otherwise).

The left hand side of Equation 2.2 shows the inertial effects where the first term represents
the change in momentum with time and the second term denotes the convective effects on
momentum. On the right hand side, the first two terms show the influence of surface forces
and the last term denotes the body force effects on momentum.

2.1.3. Species Conservation

Conservation of mass for species k is given by [31]:

∂ρYk

∂t
+

∂

∂xi
[ρ(ui + Vk,i)Yk] = ω̇k (2.4)

where Yk is the mass fraction of species k in an N - species mixture, Vk,i is the i - component of
the diffusion velocity Vk for species k and ω̇k is the reaction rate (explained further in Section
2.3.1). Equation 2.4 can also be written in the following form:

∂ρYk

∂t
+

∂

∂xi
(ρuiYk) = − ∂

∂xi
(ρVk,iYk) + ω̇k (2.5)

In this form, the left hand side contains a transient term and a convective term, which was also
observed in the Navier-Stokes equation (Equation 2.2). The first term on the right hand side
is also a convective term but with the diffusion velocity Vk,i instead of the mixture velocity ui.

The diffusion term Vk,iYk can be approximated by Fick’s law which assumes the pressure
gradients to be small and neglects volume forces [31], assumes binary diffusion coefficients
are equal (diffusion coefficient between any two species is D). This is expressed by:
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Vk,iYk = −D
∂Yk

∂xi
(2.6)

For this thesis Fluent’s Full Multicomponent Diffusion Model [32], which is a more detailed
approach for calculating the diffusion term, is used. Thismodel usesMaxwell-Stefan equations
to compute the diffusion term which is given in Equation 2.7.

Vk,iYk = −
N−1∑
j=1

Dij
∂Yk

∂xi
−DT,i

1

T

∂T

∂xi
(2.7)

whereDij is the binary mass diffusion coefficient of species i in species j andDT,i is the thermal
(Soret) diffusion coefficient, which considers the diffusion of mass caused by temperature
gradients. This thermal diffusion is important for a light species like H2 [33].

2.1.4. Energy Conservation

In energy conservation, both total enthalpy and sensible enthalpy can be applied. The relation
between the two terms is given below [31]:

hk =

∫ T

To

CpkdT +∆hof,k (2.8)

where hk is the total enthalpy, first term on the right hand side (
∫ T
To

CpkdT ) is the sensible
enthalpy hsk and the second term is the chemical enthalpy, which is the enthalpy of species k
at a reference temperature To. Cpk is the specific heat of species k.

The energy conservation equation is derived by applying the First Law of Thermodynamics to
a fluid passing through an infinitesimal control volume. The enthalpy used here is the sensible
enthalpy [31]:

∂ρhs
∂t

+
∂

∂xi
(ρuihs) =

Dp

Dt
− ∂qi

∂xi
+ τij

∂ui
∂xj

+ ω̇T + Q̇+ SH (2.9)

where the third term on the right hand side is the viscous dissipation term, Q̇ is the heat source
term and the last term is the body force. The energy flux term (second term on the right side)
includes a heat diffusion term from Fourier’s law and a species diffusion related enthalpy term
(Equation 2.10).

qi = −λ
∂T

∂xi
+ ρ

N∑
k=1

hs,kYkVk,i (2.10)

The heat release ω̇T is given by:

ω̇T = −
N∑
k=1

∆hof,kω̇k (2.11)
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2.2. Turbulent Flows

2.2.1. Introduction to Turbulent flows

Turbulent flows are quite relevant in our surroundings. Unlike laminar flows which are smooth
and orderly [34], turbulent flows are characterized by irregular, chaotic patterns which also
contain structures like eddies and vortices in them [34, 35]. The velocity field for a turbulent
flow varies significantly in space and time. Figure 2.1 shows how the variation in velocity field
at a point in a turbulent flow looks like.

Figure 2.1: Velocity recorded at a point in a turbulent flow over a period of time. u and v represent two
components of the velocity field. ū and v̄ represent the mean values of the two velocity components. Source: [36]

The Reynolds number is a non-dimensional number which is used to indicate whether a flow
is laminar or turbulent. It is the ratio of inertial forces to viscous forces and this ratio is large
for a turbulent flow (for example, Re > 2900 for turbulent pipe flows). Equation 2.12 shows
how Re is calculated for a flow with density ρ, dynamic molecular viscosity µ, velocity u and
length scale L.

Re =
ρuL

µ
(2.12)

Turbulent flow consists of eddies, which are vortex-like structures, of various sizes. The largest
eddies define the macrostructure and are described by a length scale L, velocity scale U and
time scale T (T ∼ L/U ) which depend on the geometry of the flow [35]. Similarly, the smallest
eddies are described by a length scale η, time scale τ and a velocity scale v which are also
called the Kolmogorov scales [35] and are given by:

η =

(
ν3

ϵ

) 1
4

, τ =
(ν
ϵ

) 1
2
, v = (νϵ)

1
4 (2.13)

Turbulent kinetic energy is produced at the macrostructure through instability processes in the
average flow. This energy makes the large eddies unstable and causes them to break up into
smaller eddies. This breakup of larger eddies into smaller eddies continues until it reaches the
Kolmogorov scales where it is dissipated into heat through viscous friction. This phenomenon
is called energy cascade [35].
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2.2.2. Turbulent Boundary Layer

When a fluid flows past a wall, a thin layer where the viscous forces are significant starts (due
to the no slip boundary condition at the wall) to develop adjacent to the wall. This layer is
called the boundary layer [34] and Figure 2.2 shows an example of a boundary layer formed
when a fluid flows past an airfoil.

Figure 2.2: Boundary layer over a solid surface from [34]. U∞ is the free-stream velocity in m/s, δ is the
boundary layer thickness in m

In turbulent boundary layer flows, non-dimensional variables like wall distance y+ (Equation
2.14) and velocity u+ (Equation 2.15) are used to describe and separate the boundary layers
into different regions or sub layers [35]. When wall distance and velocity is expressed in terms
of these non-dimensional variables, the flow patterns and behavior becomes universal which
helps while developing numerical models.

y+ =
ρuτy

µ
(2.14)

u+ =
u

uτ
(2.15)

The shear stress velocity uτ (m/s) is calculated using Equation 2.16, where τw is the wall shear
stress (N/m2).

uτ =

√
τw
ρ

(2.16)

The turbulent boundary layer can be divided into different regions depending on the value of
y+ [35].

• Viscous sublayer (y+ < 5): The viscous forces are very significant and the velocity
profile is given by the following relation:

u+ = y+ (2.17)

• Buffer layer (5 < y+ < 30): This is a transition region between the viscous sublayer and
the logarithmic region where both viscous and turbulent stresses are important

• Logarithmic region (30 < y+ < 100): The velocity profile follows a logarithmic relation
and both viscous and turbulent stresses are significant in this region. The velocity profile
is given by Equation 2.18 where κ is 0.4 and Π is 2.0 [35].

u+ =
1

κ
[ln(y+) + Π] (2.18)
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• Core region (y+ > 100): Flow is completely turbulent in this region.

Figure 2.3 shows how the velocity profile varies with distance from the wall. Accurate determi-
nation of this velocity profile in our simulations is crucial since we focus on near wall turbulent
structures close to the wall. This will determine how accurately we capture flame flashback in
our non-reactive flow simulations.

Eq. 2.8

Eq. 2.7

Experimental Data

y+

u+

Figure 2.3: u+ as a function of y+ for a fully developed turbulent pipe flow. The figure shows how Equations 2.17
and 2.18 compare with experimental data. Source: [37]

2.3. Chemical Kinetics

Chemical kinetics deals with the reaction rates of different chemical reactions. This information
is crucial in understanding how fast a species is produced or consumed during a reaction.
Section 2.3.1 will explain how the reaction rate ω̇k in Equation 2.4 is calculated and Section
2.3.2 will discuss the details included in a mechanism file.

2.3.1. Computation of Reaction Rate

A chemical mechanism usually contains several elementary reactions. Let us consider an N-
species chemical mechanism which contains M elementary reactions, then a reaction can be
represented by [31]:

N∑
k=1

v′kjMk ⇌
N∑
k=1

v′′kjMk for j ∈ [1,M ] (2.19)

where Mk denotes species k, v′kj and v′′kj are the molar stoichiometric coefficients of species
k in reaction j. The total reaction rate of a species ω̇k [kg s−1 m−3] is the sum of all rates ω̇kj

in M reactions [31]:
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ω̇k =

M∑
j=1

ω̇kj = Mk

M∑
j=1

(v′′kj − v′kj)Qj (2.20)

where Mk is the molecular weight of species k and Qj is the rate of progress of reaction j. It
is important to remember that the overall mass conservation remains conserved, therefore:

N∑
k=1

ω̇k = 0 (2.21)

The progress rate Qj of reaction j is given by:

Qj = Kfj

N∏
k=1

[Xk]
v′kj −Krj

N∏
k=1

[Xk]
v′′kj (2.22)

where [Xk] is the molar concentration ([Xk] = ρYk/Mk), Kfj and Krj are the forward and
reverse rates of reaction j. The reaction rates Kfj and Krj are calculated using empirical
Arrhenius law [31]:

Kfj = AfjT
βj exp

(
− Ej

RT

)
(2.23)

where Afj is the preexponential constant, βj is the temperature exponent and Ej is the acti-
vation energy. All these constants are provided in a mechanism file which will be described in
the next section. Krj is calculated from Kfj using the following relation [31]:

Krj =
Kfj( pa

RT

)∑N
k=1(v

′′
kj−v′kj) exp

(
∆So

j

R − ∆Ho
j

RT

) (2.24)

where pa is the atmospheric pressure, ∆Ho
j and ∆So

j are the enthalpy and entropy changes
for reaction j.

2.3.2. Mechanism File

The previous section explained how the reaction rate ω̇k for a species k is calculated from
elementary reactions. In Equation 2.23, there are three constants (the preexponential constant
Afj , the temperature exponent βj and the activation energy Ej) which need to be provided.
These constants for all the reactions are provided in a reaction mechanism file.

A reaction mechanism file has N number of species and M reactions. For each reaction, Afj ,
βj and Ej values are provided. Figure 2.4 shows an example of a reaction mechanism file,
the LiDryer mechanism [38] used for H2/O2 combustion. The mechanism has 9 species and
19 reactions.
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In chemical kinetics, identifying the species and reactions that need to be considered is a
challenge. The presence of certain species or reactions can significantly impact the the com-
putation of reaction rates and also alter the overall chemistry observed in a process like com-
bustion.

A� Ejβj

Figure 2.4: An example of the data provided in a mechanism file for all the reactions. This is the LiDryer
mechanism for H2/O2 combustion which has 9 species and 19 reactions [38]

Several mechanisms are available for computing hydrogen combustion and some of them
have been summarized in Table 2.1.

Mechanism No. of species No. of reactions Reference

LiDryer 9 19 [38]
San Diego 9 21 [39]
O Conaire 9 19 [40]
Boivin 9 12 [41]

Table 2.1: Description of some of the mechanism files available for combustion of hydrogen

These mechanism files can be used in CFD simulations to study the reactive flow field inside
a combustor. Since this work focuses on hydrogen combustion using lean mixtures, only
mechanisms developed for H2/O2 combustion are considered, and N2 is treated as an inert
gas. Therefore the emission of NOx is completely ignored in our work. A typical mechanism file
for methane combustion consists of 50 species and over 300 reactions (like GRI 3.0 [42]). But
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since we are not considering any hydrocarbon in our fuel-air mixture, the size of the reaction
mechanism for hydrogen combustion is reduced to 9 species and about 19-21 reactions.

2.4. Premixed Combustion

In this section, the fundamental theory of combustion related to this research will be discussed.
The basic combustion concepts are discussed in Subsection 2.4.1. Sections 2.4.2 and 2.4.3
deal with laminar and turbulent premixed flames respectively. The section on laminar premixed
flame introduces topics which will help in understanding the concepts discussed in turbulent
premixed flames.

2.4.1. Introduction to Combustion

Combustion is best described as an exothermic reaction between a fuel (H2 in our case) and an
oxidant (like air). Equations 2.25 and 2.26 represent global CH4 and H2 combustion reactions
taking place under stoichiometric conditions [33]. Stoichiometry is when the fuel and oxidizer
consume each other completely. When there is an excess of fuel, the condition is called fuel-
rich and the opposite (excess of oxidizer) is called fuel-lean [33].

CH4 + 2 O2 + 2× 3.76 N2 → CO2 + 2H2O+ 2× 3.76 N2 (2.25)

H2 + 0.5 O2 + 0.5× 3.76 N2 → H20+ 0.5 × 3.76 N2 (2.26)

The nature of combustion (fuel-rich, fuel-lean or stoichiometric) can be described by the equiv-
alence ratio of the mixture, which is typically denoted by ϕ. ϕ is the ratio of actual fuel-air ratio
to the stoichiometric fuel-air ratio [33]:

ϕ =
(
Xfuel

Xair
)

(
Xfuel

Xair
)st

(2.27)

When ϕ > 1, the mixture is said to be fuel-rich and when ϕ < 1, it is fuel-lean.

Depending on how the fuel and oxidizer is mixed, flames can be divided into two categories
[33]. If the reactants are mixed first to form a homogeneous mixture and then burned it is
called premixed. If combustion and mixing occurs at the same time, it is called non-premixed.

2.4.2. Laminar Premixed Flames

Figure 2.5 shows a one-dimensional, planar premixed flame [43]. The propagation speed of
a laminar flame, relative to the mixture flow is called its laminar flame speed and it is denoted
by SL. The thickness of a laminar flame is denoted by δL. From this figure, we can identify
four regions in laminar premixed flames [44].

• Unburnt side: The air-fuel mixture moving from left to right with an inlet velocity u to-
wards the flame front. The mixture has a temperature Tu which denotes the value of the
incoming (unburned) mixture temperature. When the inlet velocity is the same as the
flame speed (like Figure 2.5), the flame is stationary.
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• Preheat or Diffusion region: In this region, heat and mass transfer takes place. Heat
is transferred from the burnt section to the unburnt mixture and the incoming mixture is
convected into this preheat zone. From Figure 2.5, we can see that the temperature of
the mixture starts to increase from Tu to TB due to the diffusion of heat. δPR in Figure
2.5 represents the thickness of the preheat zone.

• Reaction zone: Within this zone, most of the energy production takes place due to
combustion of the fuel. Also, the thickness of this zone is lesser than the diffusion zone
and is denoted by δR.

• Post-flame zone: This zone consists of the high temperature products of combustion.

Figure 2.5: One-dimensional, laminar flame structure from [43]

The laminar flame thickness δL is the sum of the preheat zone thickness δPR and reaction
zone thickness δR.

The relative strength of thermal diffusion and species mass diffusion is described by a non-
dimensional number called the Lewis number. It is defined by Equation 2.28 for an i−th
species in the mixture:

Lei =
αmix

Di,mix
(2.28)

where αmix is the thermal diffusivity [m2/s] of the mixture which is a measure of heat transfer
in the mixture and Di,mix is the mass diffusivity [m2/s] of an i−th species in the mixture which
indicates the rate at which a component can diffuse in the mixture. These quantities can be es-
timated using several approaches. The diffusivities can either be defined as a constant value
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for the entire mixture, or as a polynomial function of temperature, or using a multi component
model which uses the kinetic theory to calculate the diffusivities [45, 46].

Cantera [47], which is an open source chemical kinetics software, can be used to calculate
flame properties like SL and δL by performing one-dimensional, steady state simulations using
a reaction mechanism (explained in Section 2.3.2).

2.4.3. Turbulent Premixed Flames

Under the influence of an incoming turbulent flow, the flame front will wrinkle, which leads to
an increased surface area and a change in laminar flame properties such as laminar flame
velocity. To describe the different regimes in turbulent premixed flames, three time scales need
to be computed:

• Integral time scale: It is the ratio of the integral length scale of the large eddies lo to the
velocity fluctuation u′ of the large eddies.

tt =
lo
u′

(2.29)

• Kolmogorov time scale: It is the ratio of the kolmogorov length scale of the smallest
eddies ηk to the velocity fluctuation u′ of the smallest eddies.

tk =
ηk

u′(ηk)
(2.30)

• Chemical time scale: It is the ratio of flame thickness δL to the laminar flame speed SL.

tc =
δL
SL

(2.31)

Using these three time scales, two non-dimensional numbers can be derived for turbulent
premixed flames. The Damkohler number compares the integral time scale to the chemical
time scale.

DaT =
tt
tc

(2.32)

And the Karlovitz number compares the chemical time scale to the kolmogorov scale.

KaT =
tc
tk

(2.33)

Along with these two numbers, the turbulent Reynolds number can also be computed using
the following relation:

ReT =
u′lo
ν

(2.34)
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Using the three non-dimensional numbers defined above, Peters [48] described different regimes
in turbulent premixed combustion (Figure 2.6). Various characteristic scales, such as veloc-
ity fluctuation u′ and an integral length scale of the eddies lo, were used to classify turbulent
flames into different regimes. Figure 2.6 shows the regime classification for premixed turbulent
combustion given by Peters [48].

• Laminar flames: In this region, where ReT < 1, the flame is laminar in nature

• Wrinkled flames: These flames show a wrinkled flame front due to the effect of the in-
coming turbulent flow. Because of this, they have a higher surface area which increases
the burning intensity.

• Corrugated flames: In these flames, the velocity fluctuations is higher than the flame
velocity which leads to increased wrinkling compared to wrinkled flames. However the
internal structure remains unaffected since the KaT < 1 which indicates that the flame
thickness is less than turbulent length scales and thus the turbulent eddies cannot pen-
etrate into the flame.

• Thin reaction zone (Thickenedwrinkled flames): In this zone, the kolmogorov eddies
can penetrate the preheat zone of the flame (KaT > 1). This interaction enhancesmixing.
The reaction zone remains unaffected.

• Broken reaction zone (Well-stirred reactor): For these flames, the kolmogorov ed-
dies can penetrate into the flame and alter the internal structure of the flame.
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Figure 2.6: Flame regime diagram for premixed turbulent combustion based on Peters [48]. Figure from [43]

In turbulent flames, when the chemical timescale is lesser than the convection and diffusion
timescale, combustion can be assumed to take place in thin layers called flamelets [49] which
are embedded in turbulent flow. This assumption allows us to treat the turbulent flame as an
ensemble of laminar flamelets and such models are called laminar flamelet models which can
be used to model wrinkled, corrugated flames and also flames in the thin reaction region.
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When the flow becomes turbulent, the flame will propagate with a speed which is also in-
fluenced by the incoming turbulent flow [33]. A correlation for turbulent flame speed, denoted
by St, was first developed by Damköhler in 1940 [23, 33]. Damköhler proposed that the ratio
of the wrinkled, total flame surface area AT (m2) and the cross-sectional area A (m2) can be
used to obtain the turbulent flame speed [48].

St

Sl
=

AT

A
(2.35)

2.4.4. Flame Instabilities

In reality, and under specific conditions, several instabilities can be seen to develop and influ-
ence the flame surface shape. Examples are hydrodynamic instabilities and thermo-diffusive
instabilities which give the flame a cellular structure like the ones shown on the right of Figure
2.7.

Figure 2.7: Flames formed by burning lean butane-air mixture (left) and lean hydrogen-air mixture(right) from
[44], showing a cellular flame structure being formed when hydrogen is used

Hydrodynamic or Darrieus Landau (DL) Instability

Figure 2.8 shows how a planar flame would look when perturbed by an incoming turbulent flow.
The flame front shows alternating convex-concave regions. The DL instability occurs due to
the expansion of the reactant flow in front of the flame front due to a temperature jump and
expansion of the flow over the flame front. The incoming flow will expand sooner in front of the
convex regions (towards the reactants) of the flame front. This leads to increase in pressure in
front of the convex parts of the flame, which causes the flow to decelerate [44]. In the concave
region, the opposite is observed which increases the velocity of the flow. These alternating
high pressure (convex) and low pressure (concave) regions allow the flame to move upstream
(convex) and downstream (concave), leading to an unstable flame.
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Figure 2.8: Hydrodynamic instability from [50]
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Figure 2.9: Thermo-diffusive instability from [31]. Grey arrow represents diffused heat and the white arrows
represent diffused mass.

Thermo-diffusive instabilities occur due to unequal thermal and mass diffusivities (Lewis num-
ber ̸= 1). Let us consider Figure 2.9. The grey arrows represent diffusion of heat from the
product side into the reactants. The white arrows represent mass diffusion of the reactants
into the flame. The relative strength of thermal diffusion to mass diffusion is determined by the
Lewis number. When Lewis number is less than one, mass diffusivity is greater than thermal
diffusivity (reactants diffuse into the flame faster than heat diffuses towards the fresh gases).

The left side of Figure 2.9 shows the case for a flame with Le < 1. In such flames, at the
convex regions (towards the reactants), we can see that the white arrows (mass flux) are con-
verging into the curved region. This would indicate an enrichment of reactants at these convex
regions, which tends to increase the flame speed. At the concave regions, the opposite effect
is observed due to the diverging arrows of mass flux into the flame. This leads to an unstable,
wrinkling flame front with growing perturbations [51].
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The right side of Figure 2.9 shows a flame front with Le > 1. In such flames, the strength
of thermal diffusion is greater than mass diffusion. At the convex sections, the diverging ac-
tion of the heat flux arrows (grey) would lead to reduced flame speeds due to cooling of the
flame. At the concave regions, the grey heat flux arrows converge, which would increase the
temperature of the flame, leading to higher flame speeds. This would give a stable flame for
Le > 1 [44].



3
Numerical Modeling of Turbulent

Flows

In this chapter, the numerical models employed to make the simulation of the cold and reac-
tive flow inside the trapped vortex hydrogen burner will be discussed. Section 3.1 introduces
the different approaches to Computational Fluid Dynamics (CFD). Section 3.2 explains how
Reynolds-averaged Navier-Stokes (RANS) equations are derived and used in simulations. Fi-
nally, Section 3.3 focuses on Large Eddy Simulation (LES), where the equations for both non-
reactive and reactive simulations are discussed. These sections will help in understanding the
key differences between the various approaches and models.

3.1. Introduction

Computational Fluid Dynamics (CFD) can be used to simulate turbulent flows using three
different approaches [31] as can be seen in Figure 3.1

• Reynolds Averaged Navier Stokes (RANS): Solve for the mean (ensemble-averaged
[35]) flow. The equations are obtained by time averaging the instantaneous governing
equations. RANS is extensively used, for instance as a tool in the industry since they
utilize less computational resources compared to the other two approaches.

• Large Eddy Simulations (LES): The large turbulent scales are calculated explicitly
while the smaller scale effects are modeled using subgrid scale models. The equations
for LES are obtained by performing filtering operations on the instantaneous governing
equations. Only the largest spatial frequencies (up to a cut-off frequency) in the energy
spectrum are resolved in LES. LES requires finer grids compared to RANS but coarser
grids when compared to DNS.

• Direct Numerical Simulations (DNS): All scales of turbulence are solved without any

26
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E(k)

kc k

Modeled in RANS

Computed in DNS

Computed in LES Modeled in LES

Figure 3.1: Turbulence energy spectrum vs wave number from [31]. E(k) is the turbulence energy spectrum
[m3/s2] and k is the wavenumber [1/m]. kc is the cut-off wave number used in LES

model. All spatial frequencies in the energy spectrum are resolved in DNS. DNS requires
the most computational resources among the three approaches and are usually limited
to low Reynolds numbers. According to Pope [52], the total number of grid nodes needed
to resolve a turbulent flow using DNS is given by the following relation:

N ∼ 4.4Re
9
4 (3.1)

where N is the total number of grid nodes. For an Re value of 7000, approximately
2 × 109 nodes will be required. Due to such expensive computational requirements,
DNS is usually limited to low Re values.

3.2. Reynolds Averaged Navier-Stokes Equations (RANS)

3.2.1. Reynolds Decomposition and Favre Averaging

DNS solves all turbulent scales which makes it the best method in principle but the problem
with DNS is that the mesh must be very fine and resolved down to the Kolmogorov scales
(the smallest turbulent scales). This increases computation costs and is not suitable for all
applications. On the otherhand, RANS is less computationally expensive and can be easily
used for a lot of industrial applications. This is done by splitting the instantaneous components
into two components: a mean (time averaged) quantity and a fluctuating quantity which is
shown below for a property f [35].

f = f + f ′ (3.2)

Where the symbol denotes an averaged quantity and ’ denotes a fluctuating quantity and this
splitting into two parts is called Reynolds decomposition. Also, the averaging operator has the
following properties (useful in deriving the RANS equations):

a′ = 0 (3.3)

ab = ab (3.4)
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a′b′ ̸= 0 (3.5)

This description is sufficient when studying constant density flows. For varying density flows,
like combustion, this approach will introduce additional terms because density also needs to
be split into a mean and fluctuating term. To avoid this in CFD codes, mass-weighted averages
called Favre averages [53] are used:

f̃ =
ρf

ρ
(3.6)

The tilde operator represents Favre averaging. With this, any quantity f can be split into mean
and fluctuating components:

f = f̃ + f ′′ (3.7)

3.2.2. RANS Equations

The RANS equations can be derived by applying favre averaging to the governing equations
explained in Section 2.1 [31]:

• Mass:
∂ρ

∂t
+

∂

∂xi
(ρũi) = 0 (3.8)

• Momentum:
∂ρũi
∂t

+
∂

∂xi
(ρũiũj) = − ∂p

∂xj
+

∂

∂xi
(τ ij − ρũ′′i u

′′
j ) (3.9)

• Species:
∂ρỸk
∂t

+
∂

∂xi
(ρũiỸk) = − ∂

∂xi
(Vk,iYk + ρũ′′i Y

′′
k ) + ω̇k (3.10)

• Energy:

∂ρh̃s
∂t

+
∂

∂xi
(ρũih̃s) = ω̇T +

Dp

Dt
+

∂

∂xi

(
λ
∂T

∂xi
− ρu′′i h

′′
s

)
+τij

∂ui
∂xj

− ∂

∂xi

ρ
N∑
k=1

Vk,iYkhs,k


(3.11)

From Equation 3.8 to 3.11, the following unknown terms remain unclosed:

• Reynolds stresses (ũ′′i u′′j ): These terms require a turbulence model which will discussed
in Section 3.2.3.

• Species (ũ′′i Y ′′
k ) and enthalpy (u′′i h′′s ) turbulent fluxes: These fluxes are closed using a

gradient assumption [31].

• Laminar diffusive fluxes for species (Vk,iYk) or enthalpy (λ ∂T
∂xi

): These are also closed
using a gradient assumption.
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• Species chemical reaction rates ω̇k: This term can be closed using a combustion model.
In our work, we are using finite rate chemistry with RANS to compute the reaction rate
terms.

3.2.3. Turbulence Models for Reynolds Stresses

In the above equations, we can see the appearance of a new term, ũ′′i u′′j . This term is called the
Reynolds stress and in order to use RANS equations, additional closure models are required to
solve them. Eddy viscosity models use the Boussinesq hypothesis, which define an effective
eddy viscosity µt [kg/m/s] to describe the momentum transfer of turbulent eddies:

−ρũ′′i u
′′
j = µt

(
∂ũi
∂xj

+
∂ũj
∂xi

)
− 2

3

(
ρk + µt

∂ũk
∂xk

)
δij (3.12)

Where k is the turbulent kinetic energy per unit mass [m2/s2]. Some popular eddy viscosity
models are the k − ϵ, k − ω , k − ω SST turbulence models [54, 55, 56]. However, the main
drawback of thesemodels is that the turbulence is assumed to be isotropic. In order to consider
anisotropic turbulence, the Reynolds Stress Model (RSM) can be used where the transport
equations for Reynolds Stress are solved. For this thesis, realizable k− ϵmodel, which will be
explained in the next section, will be used. In this model, µt is estimated using the following
relation:

µt = ρCµ
k2

ϵ
(3.13)

where k is the turbulent kinetic energy, ϵ is the turbulent energy dissipation rate, Cµ is a model
constant set to 0.09. In order to obtain µt, additional equations are required to calculate k and
ϵ which will be discussed in the following sections for k − ϵ.

Standard k − ϵ Model

The standard k − ϵ model is a two-equation closure model for estimating turbulent kinetic
energy k and turbulent energy dissipation rate ϵ. The two equations are given below:

∂

∂t
(ρk) +

∂

∂xi
(ρũik) =

∂

∂xi
[(µ+

µt

σk
)
∂k

∂xi
] + Pk − ρϵ (3.14)

∂

∂t
(ρϵ) +

∂

∂xi
(ρũiϵ) =

∂

∂xi
[(µ+

µt

σϵ
)
∂ϵ

∂xi
] + Cϵ1

ϵ

k
Pk − Cϵ2ρ

ϵ2

k
(3.15)

Pk accounts for the production of turbulent kinetic energy due to the mean velocity gradients
and it is given by:

Pk = −ρũ′′i u
′′
j

∂ũi
∂xj

(3.16)

The equation has four constants whose default values are given below [54]:
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σk = 1.00, σϵ = 1.30, Cϵ1 = 1.44, Cϵ2 = 1.92 (3.17)

This model is popular because it is simple and also provides k/ϵ and
√

ϵ/ν which are needed
to compute the integral and Kolmogorov scales [31]. However, this model also has some
drawbacks. It assumes high Reynolds number, homogenous and isotropic turbulence. The
velocity fluctuations due to low frequency motions are underestimated.

Realizable k − ϵ Model

The realizable k− ϵ model has two main improvements compared to the standard model [57]:

• A different formulation for turbulent viscosity is used.

• It uses a modified dissipation rate equation by deriving it from an equation for the trans-
port of the mean-square vorticity fluctuation.

The equation for turbulent kinetic energy is the same as Equation 3.14. The modified equation
for the dissipation rate is given below [57]:

∂

∂t
(ρϵ) +

∂

∂xi
(ρũiϵ) =

∂

∂xi
[(µ+

µt

σϵ
)
∂ϵ

∂xi
] + ρC1Sϵ− ρC2

ϵ2

k +
√
νϵ

(3.18)

The eddy viscosity is calculated using Equation 3.13 but instead of using a constant value for
Cµ, the following relation is used:

Cµ =
1

A0 +AS
kU∗

ϵ

(3.19)

where U∗ is calculated using the mean deformation tensor Sij and mean rotation tensor ω̃ij .
With this, the model takes solid body rotation or reference frame rotation effect on turbulence.
They are calculated using the following relations:

U∗ =
√
SijSij + ω̃ijω̃ij (3.20)

Sij =
1

2
(
∂ũi
∂xj

+
∂ũj
∂xi

) (3.21)

ω̃ij = ωij − 2ϵijkωk, ωij = ωij − ϵijkωk (3.22)

ωij =
1

2
(
∂ũi
∂xj

− ∂ũj
∂xi

) (3.23)

where ωij is the mean rotation rate viewed in a reference frame with angular velocity ωk, ϵijk
is an alternating tensor and is equal to 1 if ijk is in cyclic order, -1 when it is anti-cyclic and 0
if any two indices are equal. C1 = max[0.43, η/(η+5)], C2 = 1.9, A0 = 4.04 and AS =

√
6 cosϕ,

where
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η = k
√
SijSij/ϵ (3.24)

ϕ =
1

3
cos−1(

√
6
SijSjkSki√

SijSij
3 ) (3.25)

With these modifications, the realizable k− ϵmodel includes the effect of rotation rate, making
it perform better than the standard model in a lot of cases like rotating shear flows, channel
flows, flows with pressure gradients and backward step flows [57].

3.3. Large Eddy Simulation (LES)

3.3.1. LES Equations

Typically, the small eddies are isotropic in nature and the large eddies are anisotropic and
depend on the surrounding geometry and boundary conditions [58]. This principle is used in
LES, where the large scale eddies are resolved and the small scale eddies are modeled using
models called subgrid scale models.

LES use a spatial filtering operation which is given by:

ϕ(x, t) =

∫∫∫
G(x, x′,∆)ϕ(x′, t)dx′ (3.26)

Where ϕ represents a filtered quantity, G is the spatial filtering operation and ∆ is the filter
cut-off length (for implicit LES) which is given by:

∆ = (∆x∆y∆z)
1
3 (3.27)

The filtering operation is applied to the governing equations (conservation of mass, momentum,
chemical species and enthalpy from Section 2.1) for LES. The tilde operator represents Favre
averaging [31].

• Mass:
∂ρ

∂t
+

∂

∂xi
(ρũi) = 0 (3.28)

• Momentum:

∂ρũi
∂t

+
∂

∂xj
(ρũiũj) +

∂p

∂xi
=

∂

∂xj
[τij − ρ(ũiuj − ũiũj)] (3.29)

• Chemical species:

∂(ρỸk)

∂t
+

∂

∂xj
(ρũj Ỹk) =

∂

∂xj
[Vk,jYk − ρ(ũjYk − ũj Ỹk)] + ω̇k (3.30)
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• Enthalpy:

∂ρh̃s
∂t

+
∂

∂xj
(ρũj h̃s) =

Dp

Dt
+

∂

∂xj

[
λ
∂T

∂xj
− ρ(ũjhs − ũj h̃s)

]
+τij

∂uj
∂xi

− ∂

∂xj

ρ
N∑
k=1

Vk,iYkhs,k

+ω̇T

(3.31)

In the above equations, the following quantities are unclosed and require modeling:

• Unresolved Reynolds stresses, (ũiuj − ũiũj), which require a subgrid scale turbulence
model.

• Unresolved species fluxes (ũjYk − ũj Ỹk) and enthalpy fluxes (ũjhs − ũj h̃s)

• Filtered laminar diffusion fluxes for species Vk,jYk and enthalpy λ ∂T
∂xj

which are either
neglected or modeled using a simple gradient assumption.

• Filtered chemical reaction rate, ω̇k.

3.3.2. Subgrid Scale Turbulence Models for the Reynolds Stresses

In LES, τsgs is used to represent the subgrid stress [N/m2] which is given by:

τsgs = ρ(ũiuj − ũi ũj) (3.32)

In order to solve our governing equations with LES, we need an additional model to compute
the subgrid stress which includes the effect of the smaller eddies which have been filtered on
the larger eddies. Since they are isotropic in nature, eddy viscosity models can be used by
using the following relation:

τsgs = −νsgs

(
∂ũi
∂xj

+
∂ũj
∂xi

− 2

3
δij

∂ũk
∂xk

)
+

1

3
τkkδij (3.33)

Where νsgs is the subgrid eddy viscosity [m2/s] which can be calculated using models like the
Smagorinsky model [59] and the wall-adapting local eddy-viscosity (WALE) model [60].

Smagorinsky Model

The Smagorinsky model [59] uses the Boussinesq hypothesis since the smallest eddies are
isotropic in nature. It assumes equilibrium between the production and dissipation of subgrid
turbulent kinetic energy. The subgrid eddy viscosity is given by:

νsgs = L2
s(2S̃ijS̃ij)

1
2 (3.34)

Where Ls is the Smagorinsky length scale and Sij is the strain rate tensor. The Smagorinsky
length scale is given by:

Ls = Cs∆ (3.35)

The Smagorinsky model is very fundamental and has certain drawbacks. It does not per-
form accurately in near wall regions because the length scale does not tend to zero and the
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Smagorinsky constant Cs is treated as a constant.

The behavior of the model close to the walls can be fixed by using a damping function like
the Van Driest damping function which alters the filter length close to the walls.

WALE Model

The wall adapting local eddy-viscosity (WALE) [60] model is another approach to calculating
the subgrid eddy viscosity. It is an algebraic model which not only performs well close to the
wall, but is also computationally less expensive. The subgrid eddy viscosity is calculated using
the following relation:

νsgs = (Cw∆)2
(Sd

ijS
d
ij)

3
2

(S̃ij S̃ij)
5
2 + (Sd

ijS
d
ij)

5
4

(3.36)

Where Cw = 0.325 and Sd
ij is the traceless symmetric part of the square of the velocity gradient

tensor:
Sd
ij =

1

2
(g̃ij

2 + g̃ji
2)− 1

3
δij g̃kk

2 (3.37)

Where g̃ij is the filtered velocity gradient tensor ∂ũi
∂xj

3.3.3. Combustion Modeling with LES

Two main challenges exist in LES for turbulent premixed combustion [31]:

• The thickness of the flame is small compared to the mesh size (Figure 3.2). Therefore,
it is difficult to resolve the the flame thickness on an LES mesh.

• An important contribution to the reaction rates occur at subgrid scale level, which is not
resolved. These contributions must be modeled carefully in order to accurately simulate
premixed combustion using LES.

LES 
computational 
mesh size (�x)

Fresh 
gases

Burnt 
gases

�ame front

� = 1

Figure 3.2: Comparing the premixed flame thickness with the LES mesh size from [31]
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In the previous section, the closure models for the subgrid stress were discussed. However,
in reactive flows, an additional closure model is needed to determine the filtered reaction rate
ω̇k which appears in the conservation of species mass fraction equation shown in Equation
3.30.

Several models [31] are available to calculate this filtered reaction rate and will be discussed
in the following sections.

The Eddy Break-up Model (EBU)

The Eddy Break-up model assumes very fast chemistry [31] and it considers the reaction
zone to be made up from a collection of fresh and burnt gas pockets, transported by eddies.
Therefore, it is only the turbulence parameters that control the reaction rate. This type of
assumption is suitable only for fast chemistry reactions with high Re and Da. Using these
assumptions, the filtered reaction rate is calculated using the following equation:

wk = CEBUρ
c̃(1− c̃)

τSGS
t

(3.38)

Where CEBU is a model constant,c is the reduced temperature of the mixture and τSGS
t is the

subgrid turbulent time scale given by:

τSGS
t =

∆√
kSGS

(3.39)

Where kSGS is the subgrid turbulent kinetic energy which is calculated using algebraic expres-
sions or an additional transport equation for kSGS is solved [31].

The model is simple but it has several drawbacks. Firstly, it does not include any chemical ki-
netics effects (assumes chemistry is quasi instantaneous). Another drawback is the constant
CEBU which depends on several parameters and hence becomes dependent on the case
setup.

Artificially Thickened Flame (ATF) Model

One of the challenges of performing LES simulations for reactive flows is that the flame thick-
ness cannot be resolved on a given mesh unless it is made very fine. The ATF model by-
passes that difficulty by artificially thickening the flame (Figure 3.3) which makes it possible
to be resolved on the LES mesh [31] but unfortunately also modifies the turbulence-chemistry
interaction. The model consists in multiplying the thermal diffusivity with a factor and dividing
the reaction rate with the same factor. This approach should give us the same flame speed
as the un-thickened case.

SL ∝
√
αwk (3.40)

δL ∝ α

SL
=

√
α

wk
(3.41)
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Fresh 
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gases

real �ame 
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LES computational 
mesh (�x)

Figure 3.3: Artificially thickened flame from [31] showing the difference between the actual and modified flame
thickness, allowing it to be resolved on the LES mesh.

From the above equations, we can see that when the thermal diffusivity α is multiplied and the
filtered reaction rate wk is divided by the same factor F , the flame speed remains unchanged
and the flame thickness becomes Fδl.

This approach unfortunately modifies the turbulent-chemistry interactions by decreasing the
Damköhler number, making the flame more insensitive to turbulence. This can be rectified by
multiplying the reaction rate in Equation 3.30 with an efficiency function E [58], which models
the subgrid scale flame wrinkling, countering the flame surface wrinkling reduction caused by
the introduction of thickening factor F .

The G - Equation

LES mesh 
size

G < G*G > G*

Fresh 
gases

Burnt 
gases

Sd

�ame front 
( G = G*)

Figure 3.4: G-equation model from [31]. The flame front (represented by the dark curve) is associated with
G̃=G∗. The figure also shows the G field and what it looks like on either side of the flame front.
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This method is based on an approach which is opposite to the thickened flame model. It as-
sumes the flame thickness to be very thin and describes it with an iso-level G∗. This is seen
in Figure 3.4, where the flame front is thinner compared to the flame front from ATF Model
(Figure 3.3). The flame separates the burnt and unburnt sections which are represented with
the field G̃.

The burnt gases have G < G∗ and the fresh gases have G > G∗. The field G̃ is obtained
by solving the following equation:

∂ρG̃

∂t
+

∂ρũiG̃

∂xi
= ρ0St∇|G| (3.42)

Where turbulent flame speed St is obtained using a correlation or a model [58].

The three models (Eddy Breakup, ATF and G-Equation) discussed in this subsection have
their advantages and drawbacks. The Eddy Break-up Model is simple compared to ATF and
G-Equation but it assumes very fast chemistry and the constant CEBU also depends on vari-
ous parameters [31].

The G-Equation model also has its own drawbacks. In Equation 3.42, a turbulent flame speed
St is required which is found using a flame speed correlation or a model. Therefore it lacks
universality. Also, it is known to exhibit numerical instabilities [58] which will require the use
of an artificial diffusion scheme.

The ATF model is widespread in the literature and allows the flame front to be resolved on
an LES mesh. It is however limited by the use of an efficiency function [58] which is required
to retrieve the proper turbulence-flame interactions.



4
Modelling Approaches and Validation

for Cold Flow Analysis

This chapter will include the description of the numerical modelling approaches used in Ansys
Fluent. Section 4.1 will present the geometry of the trapped vortex burner and describe the
model settings used in Fluent for the RANS and LES models. The boundary conditions, in-
cluding the specification of the turbulent inlet for LES simulations, will be explained in Section
4.2. Section 4.3 will justify the choice of mesh used for the cold flow (non-reactive) simulations.
Finally, Section 4.4 will show validation results consisting of comparisons of velocity profiles
with PIV data obtained in the lab, and also comparisons with previous numerical work done
by Gruber et al. [30].

Figure 4.1: Side view of the trapped vortex burner with dimensions

4.1. Model Setup

The side, front and isometric views of the geometry used in this work are shown in Figures 4.1,
4.2 and 1.11. This two-dimensional design helps in simplifying the physics in the spanwise

37
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direction, effectively making it a two-dimensional version of the FlameSheet™ burner. Gruber
et al. [30] used a similar computational domain for their reactive and non-reactive LES simu-
lations but have scaled down their channel heights by half (scaled down dimensions H1 and
H2 by a factor of 2 in Figure 5.3). The same geometry is also studied experimentally with PIV
at TU Delft’s Combustion Lab in the Process and Energy Department.

25 mm

Figure 4.2: Front view of the burner geometry with the span wise width

In Figure 4.1, the inlet for the main stage is represented by Umain and the inlet for the core flow
is represented by Ucore. The main stage also features the 180-degree (U bend) bend around
a tip (inner liner tip). Such a design helps disrupt the turbulent boundary layer in the main
stage, by creating a trapped vortex (or a recirculation zone), which makes it more resistant to
boundary layer flashback.

For cold flow simulations, the equivalence ratio of the incoming mixture is fixed at zero (only
air). The experimental data which which will be used for validation is also collected for a mix-
ture with ϕ = 0 (only air). The target bulk velocities Umain and Ucore are kept at 10.2 m/s to
ensure the Reynolds number of the flow is 7000. Similar to the experimental setup, the air
was supplied at a temperature of 298 K and atmospheric pressure.

For this work, Ansys Fluent, which is a commercial CFD software [61], is used. It uses fi-
nite volume method (FVM) to discretize the governing equations of fluid flow and has various
RANS and LES models available.

The RANS simulation is performed using the realizable k−ϵmodel in Fluent. For the pressure-
velocity coupling, the Coupled algorithm is used.

For the LES simulation, the wall adapting local eddy-viscosity (WALE) model is used. The
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SIMPLE algorithm [62] is used to solve the pressure-velocity coupling. The CFL based, adap-
tive time step option was used in Fluent and the maximum CFL number (Equation 4.1) was
kept below 1. This restriction ensures that the fluid particle does not cover more than one grid
cell in a single time step, allowing stable simulations [62]. Table 4.1 compares some of the
computational options selected in Fluent for both RANS and LES models.

C =
u∆t

∆x
(4.1)

RANS LES

Turbulence model Realizable k − ϵ LES with WALE
Solver Type Pressure - based Pressure - based

Time Steady Transient
Pressure - Velocity Coupling Coupled SIMPLE

Gradient Discretization Least Squares Cell Based Least Squares Cell Based
Momentum Discretization Second order Upwind Bounded Central Differencing

Initialization Hybrid Initialization RANS Solution

Table 4.1: Table comparing some of the computational settings used in Fluent for RANS and LES

4.2. Boundary and Initial Conditions

4.2.1. Precursor Simulation

In order to obtain a fully developed turbulent flow in the U-bend region, the experimental setup
has a long inlet (about 1 m in length). Simulating turbulent flow inside such a long channel
together with the burner domain shown in Figure 4.1 would utilize a lot of computational re-
sources. Lund et al. [63] proposed an approach in which a separate simulation is performed
in parallel with the main simulation, using a domain created by extruding the inlet upstream by
a short distance and applying periodic boundary conditions in the streamwise direction. The
velocity profiles obtained in the auxiliary simulation are then introduced at the inlet of the main
simulation. This makes it possible to obtain the inlet conditions using LES. However, such an
approach is not easy to implement for all cases as it can be too expensive in terms of computer
resources and effort [64]. To overcome this, several approaches have been proposed which
generate fluctuating turbulence at the inlet using mean quantities [65].

In Fluent, Spectral Synthesizer is a method to generate fluctuating velocity components at
the inlet for an LES simulation [66]. It is based on a random flow generation method described
by Smirnov et al. [67]. To use this algorithm, realistic velocity (u), turbulent kinetic energy (k)
and turbulent dissipation rate (ϵ) profiles must be provided at the inlet using a separate RANS
simulation. For this work, a precursor simulation of a turbulent channel flow using RANS which
has the same bulk inlet velocity as Umain (10.2 m/s for this cold flow case) is performed. Fig-



4.2. Boundary and Initial Conditions 40

ure 4.3 shows the velocity profile obtained from such a precursor simulation. This profile is
then given as an input to the spectral synthesizer algorithm in Fluent to generate turbulent
fluctuations at the inlet for the LES simulation. These inlet profiles can also be used as inputs
for the RANS simulation.

(a) Velocity magnitude (b) Turbulent kinetic energy

(c) Turbulent dissipation rate

Figure 4.3: Profiles provided as an input for the spectral synthesizer algorithm in Fluent. The algorithm uses this
velocity profile along with the turbulent kinetic energy and dissipation rate profiles to add fluctuating turbulent

profiles at the inlet of the domain

The precursor simulation was run using the realizable k−ϵmodel which needed 16 CPU cores
and required 6 CPU hours to reach convergence. The mesh was a wall-modeled mesh having
1 million cells.
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4.2.2. Boundary Conditions for RANS

For the RANS simulation, the main and core inlets are defined as velocity inlets by providing
the velocity profiles obtained using the precursor simulation (Figure 4.3). Along with velocity,
k and ϵ profiles are also provided to calculate the turbulence parameters. By following this,
the bulk velocity at both inlets is maintained at 10.2 m/s, giving an Re value of 7000.

The exit is defined using an Outflow boundary condition and periodic boundary conditions are
imposed in the spanwise direction. All the walls in the geometry are assumed to be no-slip
and maintained at room temperature (298 K).

4.2.3. Boundary Conditions for LES

At the main inlet, Spectral Synthesizer algorithm was used to add turbulence at the inlet. To
use the algorithm, the profiles shown in Figure 4.3, obtained from the precursor simulation,
were used as inputs. This ensures that the bulk velocity is maintained at 10.2 m/s.

At the core flow inlet, the same inlet conditions are imposed with Ucore having a bulk veloc-
ity of 10.2 m/s. Outflow boundary condition is imposed at the exit and a periodic boundary
condition is imposed in the span-wise (or z direction) direction. All walls are assumed to be
no-slip and maintained at room temperature (293 K).

For the initial condition, a RANS simulation using realizable k-ϵ model in Fluent is used to
obtain the initial velocity field inside the burner. Once the simulation has converged, the av-
eraged velocity field is taken as the initial condition for the LES simulation. When the flow is
fully developed with LES, data sampling is initiated.

4.3. Mesh Analysis

Fluent’s meshing tool is used to generate an unstructured mesh with polyhedral cells (shown
in Figure 4.4). A uniform boundary layer mesh with 10 layers was also added adjacent to the
walls in order to capture the near wall turbulent flow features (Figures 4.5 and 4.6). Since
we are not using any wall function, the average y+ value was maintained around 0.9 for the
cells adjacent to the wall boundaries to ensure the near wall structures are sufficiently resolved.

In LES, it is necessary to ensure that the computational mesh is fine enough to capture the nec-
essary details of the turbulent flow while avoiding excessive use of computational resources
(CPU cores). This balance ensures that enough simulations, including those with modified
geometrical features, can be performed within the time constraints of this research work. In
order to come up with such an optimum mesh, the following three meshes were made and
analyzed:

• Mesh M1: This is a highly resolved mesh with approximately 2.8 million cells. The cells
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were kept very fine (a constraint of 0.3 mm) throughout the U-bend region.

• Mesh M2: This mesh contains less than 1 million cells. It has coarser cells (0.6 mm
constraint) in the U-bend.

• Mesh M3: Containing only 1.1 million cells, this mesh has lesser cells than M1 but still
contains fine cells (0.4 mm constraint) in the region around the inner liner tip.

Figure 4.4: Unstructured mesh generated on Ansys Fluent. The yellow boxes show the areas magnified in
Figures 4.5 and 4.6 to show the boundary layer mesh added adjacent to the walls

Figure 4.5: Cells adjacent to the outer wall in the U
bend region

Figure 4.6: Cells around the inner liner tip of the
burner

Figures 4.7a, 4.7b and 4.7c show the normal velocity profiles obtained along curves A, B
and C (see Figure 4.8) using the three meshes. From these plots, qualitatively, we can see
that there isn’t a big difference between meshes M2 and M3. With M1, we can see slightly
different profile close to the inner liner tip (between normalized distances 0.0 and 0.4). This
difference maybe because of the different averaging times. Mesh M1 was averaged for 0.05s
while meshes M2 and M3 were averaged for 0.2s. A huge difference in computational time
was observed while running simulations with these meshes. Meshes M2 and M3 were using
18 and 20 CPU cores respectively and required around 4300 CPU hours to run 0.2 seconds
of turbulent flow in the burner which was sufficient to reach a statistically steady state. Mesh
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M1 on the other hand, required 28 CPU cores and 8000 CPU hours to run 0.05 seconds,
making it more expensive than M2 and M3. Given the time constraints at play for this work
and our ultimate goal of running multiple LES with different geometry modifications, mesh M1
was discarded for further analysis.

(a) Curve A (b) Curve B

(c) Curve C

Figure 4.7: Comparison of normal velocity profiles along curves A, B and C (Refer to Figure 4.8 for curve
locations) from LES using the three meshes M1, M2 and M3

Between the remaining two meshes, M3 was selected for future investigations since it has
finer cells in the region around the inner liner tip, compared to M2. This area is one of the
main regions of interest in our work and a finer mesh would allow us to resolve the turbulent
structures more accurately.
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4.4. Validation of the methodology

From the Combustion Lab at TU Delft’s Process and Energy Department, velocity data for the
curves shown in Figure 4.8 inside the main stage of the burner is available. This information
can be used to validate both our RANS and LES simulation setups used for cold flow analysis.
This is important as it ensures that our choice of options to simulate cold flow is adapted and
can accurately capture the turbulent flow inside the burner.

Figure 4.8: Profiles (named A to G) along which normal velocities, obtained using PIV, are available for validation

4.4.1. Validation of the RANS Model

Figure 4.9: Velocity magnitude contours obtained using RANS. The contours are drawn on a plane created in
the domain’s midsection in the span-wise direction.
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The RANS model used in this work serves two purposes. Firstly, the solution obtained from
this model is used as the initial condition for the LES simulation. And secondly, because of
its inexpensive computational cost, RANS computations can be used to perform quick cold
flow simulations with different geometrical modifications. From these RANS results, general
tendencies can be observed and a few interesting cases can be selected for additional analysis
with LES. The RANS simulation was run using 20 cores, requiring a total of 15 CPU hours
(which is the total simulation time times the number of CPU cores used) and 353 iterations.

Figure 4.9 shows the velocity magnitude contours obtained using RANS. Figure 4.10 is a
streamline plot, coloured with velocity magnitude values. Both figures clearly shows the pres-
ence of a recirculation zone in the main stage. Such a structure helps in stabilizing the flame
and making the burner more resistant to flashback as it disrupts the turbulent boundary layer
close to the inner liner tip.

Figure 4.10: Velocity magnitude streamlines obtained using RANS. The streamlines are drawn on the same
plane used in Figure 4.9

(a) Along curves A, B and C (b) Along curves D, E, F and G

Figure 4.11: Comparison of normal velocity profiles from RANS with PIV data

The validation results are shown in Figures 4.11a and 4.11b. In these plots, the normal velocity
along the curves shown in Figure 4.8 are non-dimensionalized using the bulk velocity (10.2
m/s). The first and the last point in the PIV data is discarded due to inaccuracies in measuring
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values close to the wall. From these results, we can see that our RANSmodel is quite accurate
and can be used as an appropriate initial solution for LES. This allows us to extend our model
to perform RANS simulations with modified burner geometries (which will be shown in Chapter
5).

4.4.2. Validation of the LES Model

Now that an appropriate mesh has been selected (M3), validation of our LES model can be
done by comparing the velocity data with the PIV measured velocities along the curves shown
in Figure 4.8.

Figure 4.12: Velocity magnitude contours obtained using LES. The contours are drawn on a plane created in the
domain’s midsection in the span-wise direction.

Figure 4.12 shows a contour of the instantaneous velocity magnitude inside the burner, taken
after a statistically steady state has been reached. Clearly, from these LES simulations, more
information can be gained about the turbulent flow inside the U-bend when compared to a
RANS simulation. Certain structures like vortex shedding in front of the inner liner tip, flow
separation from the outer bend as the flow is inverted in the bend may play a role in flame flash-
back. Chapter 6 will contain a more thorough discussion about such features. The present
objective of this chapter is to simply validate the model against experimental data.

The validation results are shown in Figures 4.13a and 4.13b. The normal velocities are non-
dimensionalized using the bulk velocity (10.2 m/s). Figure 4.13a shows the results for the
curves A, B and C which are located in the bend region while Figure 4.13b contains the curves
further downstream in the main channel. All the profiles show a slightly higher peak velocity
than the PIV data, close to the outer wall of the bend. Apart from this difference the LES
simulations show a good agreement with the PIV velocity profiles and the model can be used
for other LES cold flow simulations.
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(a) Along curves A, B and C (b) Along curves D, E, F and G

Figure 4.13: Comparison of normal velocity profiles from LES (with Mesh M3) with PIV data

4.4.3. Comparison with Previous Numerical Work

Our work Gruber et al. [30]

CFD Solver Fluent OpenFOAM
Turbulence model LES with WALE LES with dynamic K equation

Pressure - Velocity Coupling SIMPLE PIMPLE
Re 7000 3500

Velocity inlet Spectral Synthesizer Synthetic Eddy Method
Mesh size 1.1 million 60 million

Initialization Method RANS Unsteady RANS

Table 4.2: Table comparing Gruber et al.’s model setup [30] with our work

In this subsection, a comparison with previous numerical work done on the FlameSheet™
burner by Gruber et al. [30] is shown. From our literature review, this was the only numerical
work done on such a burner which was available. For their non-reactive simulation, a similar
computational domain was used but with channel dimensions scaled down by a factor of 2.
This would mean that their Reynolds number is 3500 instead of 7000 at the inlet, since the
channel height at the inlet is reduced by half. Table 4.2 compares their model setup with our
Fluent LES model. Using slightly different inlet bulk velocity compared to the experiments,
Gruber et al. [30] have a higher peak velocity value compared to the PIV data but still show
satisfactory agreement and are able to predict the general flow patterns and position of the
peak velocity regions quite well. The over-prediction of their peak velocity value and also the
difference we see in the middle of the domain might be because of the reduced channel height.

Figures 4.14a, 4.14b and 4.14c show how our LES results compare with PIV values and also
with the LES simulations performed by Gruber et al. [30]. From these curves, we can see that
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our current LES results are much closer to the experimental results than the previous numer-
ical simulations and this is probably because the exact domain dimensions were used in our
work.

(a) Curve A (b) Curve B

(c) Curve C

Figure 4.14: Comparison of normal velocity profile along curves A, B and C with Gruber et al. [30] and PIV
values



5
Parameter Study with RANS

In the previous chapter, the validation of the RANS and LES models was discussed, which
showed good agreement with experimental results. With this, we have a model which can be
used to analyze the main features of the turbulent flow inside the trapped vortex burner. Using
a similar mesh and setup in Fluent, numerical simulations can be performed on modified ver-
sions of the burner’s geometry. This chapter will describe the various parameters considered
for cold flow analysis and also show the results obtained from the simulations, which were per-
formed using RANS. RANS was selected because of its affordable computational cost, which
will help when running several cases and enable to perform a preliminary analysis with the
results.

Figure 5.1: Geometry of the trapped vortex burner with the blunt shaped tip. The red box shows the focus
location which will be studied with the first parameter.

49
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5.1. Geometrical Parameters

In this work, three geometrical features were selected for analysis. The first feature was the
shape of the inner liner tip which is shown in Figure 5.1. This feature was also studied by
Gruber et al. [30], they have investigated two shapes: blunt and sharp tip (see Fig. 5.2c). For
our work the following tip shapes have been considered which are also shown in Figure 5.2:

• T1 - Blunt: This shape, which has already been simulated will be the base case with
which comparisons will be made.

• T2 - Semi-circular: The blunt faces are replaced with a semi-circular arc having a diam-
eter of 4 mm, same as the thickness of the liner tip (Figure 5.2a).

• T3 - Quarter-circular: Similar to T2 but with a quarter-circular arc having a radius of 4mm
(Figure 5.2b).

• T4 - Sharp tip with a flat top: The top surface of this tip makes a 30◦ angle with the
horizontal (Figure 5.2c).

• T5 - Sharp tip with a curved top: Similar to T4 but the flat top is replaced with a smooth
curved surface whose tangent on the lower end makes a 30◦ angle with the horizontal
(Figure 5.2d).

(a) T2 (b) T3

(c) T4 (d) T5

Figure 5.2: Different tip shapes studied in this work using RANS

Figure 5.3 shows the second feature which was considered. Dimension H1 represents the
height of the channel upstream of the bend. The value of H1 for the base case is 10 mm. H2
represents the height of the channel downstream of the bend and it is 30 mm in length for the
base case. The ratio of these dimensions (H2/H1) is another parameter which was considered
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by Gruber et al. [30]. By reducing the ratio to 2 (base case has a ratio 3), the velocity in the
downstream channel was increased which would help in pushing back the flame and thus,
making it more flashback resistant.

Figure 5.3: Burner geometry with dimensions H1, H2 and D shown. H1 represents the height of the main
channel inlet and H2 represents the height of the channel downstream. D represents the distance between the

inner liner tip and the outer bend of the burner

The third parameter is the distance between the end of the inner liner tip and the outer bend
(denoted by D in Figure 5.3). This distance is 20mm in the base case. Since the flow separates
from the outer wall as it enters the U bend, a lesser D length would help in reducing the size of
this separation layer. This would make it harder for the flame to propagate upstream through
this layer. The D length was reduced by 5 mm and studied with the various tip shapes. Figure
5.4 summarizes the features discussed with a matrix in which each white box represents a
simulated case and the modified parameters are given by the row and column names.

Figure 5.4: Matrix showing the 15 cases designed by varying the three parameters: tip shape, H2/H1 ratio, and
length D. Each white box in the matrix represents a modified case which was simulated with RANS
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5.2. Analysis with different liner tip shapes

In this section, the simulations with different tip shapes will be discussed (first row in Tab. 5.4).
These cases have the same H2/H1 ratio (H2/H1 = 3) and distance D (20 mm) as the base
case. These simulations were all run using 20 CPU cores and required around 15 CPU hours.

(a) T2 (b) T3

(c) T4 (d) T5

Figure 5.5: Velocity magnitude contours for tips T2, T3, T4 and T5 with H2/H1 = 3 and D = 20mm

Figure 5.5 shows the velocity contour plots obtained. On comparing these contours qualita-
tively with the base case (Figure 4.9), we observe similar flow patterns with tips T2 and T3.
The flow separates from the upper edge of the circular arc shaped tip and follows the shape
of the outer bend before entering the downstream channel (channel with height H2). Tips T4
and T5 also follow a similar pattern but we can clearly see a low velocity layer adjacent to the
outer bend in the contour plots (Figures 5.5c and 5.5d). The presence of such a low velocity
layer can act as a low resistance path for the hydrogen flame to propagate upstream, leading
to flashback.

The velocity profiles along curves A and C (from Figure 4.8) are shown in Figure 5.6. These
profiles clearly highlight differences in normal velocity fields between different tips. Tips T1, T2
and T3 show similar trends in their velocity profiles and T4 and T5 seem to behave differently,
especially in the region close to the tip. Tip T1, the base case has the highest peak velocity
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in the layers adjacent to the outer bend for both location. Sharper tips T4 and T5, exhibit the
lowest peak velocity among the different tip shapes. However, in Figure 5.6a, the sharp tips
have a higher velocity profile close to the inner liner tip, since the flow seems to follow the liner
tip shape more closely compared to the other cases. The other tips (T1, T2 and T3) show a
lower velocity profile in this region (even becoming negative) since the flow separates from
the liner tip at a more upstream position compared to the sharp tips.

(a) Along curve A (b) Along curve C

Figure 5.6: Normal velocity profiles along curves A and C with different liner tip shapes

5.3. Analysis with H2/H1 = 2

Figure 5.7: Velocity magnitude contour for tip T1 with H2/H1 = 2 and D = 20 mm

In the previous section, we discussed the importance of the velocity layer adjacent to the outer
bend in preventing flame flashback. Using the continuity equation, we know that the velocity
profile through a channel can be increased by decreasing the height of the channel. Gruber
et al. [30] reduced the ratio H2/H1 to 2 and found that the burner, with a sharp liner tip and a
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preheated hydrogen-air mixture, was more resistant to flame flashback. This was because of
the increased resistance offered by the increased flow velocity. In our work, a similar cold flow
analysis was performed with H2/H1 = 2 for the various tips, and distance D having a value of
20 mm (same as the base case).

(a) Along curve A (b) Along curve C

Figure 5.8: Normal velocity profiles along curves A and C with tip T1 for different values of H2/H1

Figure 5.7 shows the velocity contours with H2/H1 = 2 and the base case tip shape (blunt).
Qualitatively, we see the same features as for the base case, Figure 4.9 (H2/H1 = 3). However,
on observing the velocity magnitudes, we can see a higher flow velocity close to the outer wall
in the lower channel. Figure 5.8 also confirms this. From the non-dimensionalized lengths, we
also see that the percentage of the curve having a high flow velocity is also increased which
is useful in making a more flashback resistant burner.

The velocity contours for the different liner tips with H2/H1 ratio of 2 are shown in Figure
5.9. Similar to the analysis done with T1, we observe the same flow patterns with the other
tips when compared with the contours obtained in Figure 5.5 (with H2/H1 = 3). We also see
the increased flow velocity in the bend region, similar to Figure 5.7.

The normal velocity profiles along curves A and C are shown in Figure 5.10. Here we also
compare the results with the profiles shown in Section 5.2 (H2/H1 = 3). The higher flow ve-
locity especially in this bend region is an improvement since we know that this should help in
reducing the flashback tendency of the hydrogen flame. Apart from the higher flow velocity,
we notice that the sharp tips (T4 and T5) have velocity profiles which are now comparable with
tips T2 and T3. From this, we can conclude that the ratio of the channel heights (H2/H1) is an
important parameter in increasing the flashback resistance of the trapped vortex burner.
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(a) T2 (b) T3

(c) T4 (d) T5

Figure 5.9: Velocity magnitude contours for tips T2, T3, T4 and T5 with H2/H1 = 2 and D = 20mm

(a) Along curve A (b) Along curve C

Figure 5.10: Normal velocity profiles along curves A and C with different liner tip shapes and H2/H1 ratios
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5.4. Analysis with D = 15 mm

From the previous two sections, we noticed a layer of low velocity adjacent to the outer bend
in most of our simulations, especially the ones with the sharp tips (T4 and T5). By pushing the
inner liner tip some distance inside the bend, it might be possible to reduce the size of this low
velocity layer. In the base case, the liner tip is located at a distance of 20 mm horizontally from
the outer bend. The geometries in this section have been modified by reducing this distance
D to 15 mm. This change would cause the flow to ’stick closer’ to the outer bend, making the
velocity layer adjacent to the bend more flashback resistant due to the increased flow velocity
in this region.

Figure 5.11: Velocity magnitude contour for tip T1 with H2/H1 = 3 and D = 15 mm

(a) Along curve A (b) Along curve C

Figure 5.12: Normal velocity profiles along curves A and C with tip T1 for different values of D

Figure 5.11 shows the velocity contours when the base case was modified by reducing D to
15 mm. We observe the same flow pattern as the previous simulations with tip T1. But when
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we look at the velocity profiles along the curves A and C (Figure 5.12), we notice that the flow
velocity has increased close to the outer bend. This increase in velocity values close to the
outer wall of the U-bend would ’improve’ the boundary layer flow adjacent to the wall as it
reduces the frequency of the low-velocity streaks in these layers. This might help in making
the burner more flashback resistant.

The same change was done to the geometries used in Section 5.2, reducing D from 20 mm
to 15 mm (last column in Tab. 5.4). Figure 5.13 has the velocity contour plots for all the other
tips (T2, T3, T4 and T5). When we compare these contours with Figure 5.5, we notice that
the low velocity region next to the outer bend has reduced in thickness.

The velocity profiles along curves A andC for the different tip shapes with D = 15mmare shown
in Figure 5.14. The data from Section 5.6 was also plotted for comparison. From Figure 5.14a,
we can see that the velocity profile close to the tip at the A location remains almost the same
while in the region close to the outer bend it has increased, showing an improvement. For
curve C, we don’t see a large difference in velocity values except for tips T1 and T2, which
have very clearly increased.

(a) T2 (b) T3

(c) T4 (d) T5

Figure 5.13: Velocity magnitude contours for tips T2, T3, T4 and T5 with H2/H1 = 3 and D = 15mm

These results show that the distance D between the inner liner tip and the outer wall of the
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bend is another important parameter which can be considered while optimizing the shape of
the trapped vortex burner to make it more flashback resistant.

(a) Along curve A (b) Along curve C

Figure 5.14: Normal velocity profiles along curves A and C with different liner tip shapes and distances D

5.5. Discussion

A total of 15 simulations have been performed using RANS. Parameters like shape of the
inner liner tip, the ratio of the channel heights (H2/H1) and the distance between the inner
liner tip and outer wall of the bend (denoted by D) have been varied and analyzed. From the
velocity profiles shown in Sections 5.2, 5.3 and 5.4, we can see that all the three parameters
can potentially be leveraged to play a key role in controlling the flashback resistance of the
trapped vortex burner.

However, the drawback from these RANS simulations is that unsteady structures like vortices,
or the presence of low velocity streaks close to the wall surfaces cannot be seen from these
averaged velocity profiles. This is where LES, as a CFD tool, becomes important. Now that we
have an idea of how the averaged air flows through these modified geometries, some amongst
the interesting or relevant designs can be selected for further analysis using LES.

Unfortunately, due to time constraints, it is not possible to study all the cases with LES. Four
out of the fifteen cases (including the base case which was shown in Section 4.4.2) will be
simulated with LES. The sharp tips, T4 and T5, are quite interesting because the spiked shape
changes the way the flow separates from the inner liner tip and may play a role in flashback
if the flame propagates upstream close to that tip. The sharp tip T4 is also being studied
experimentally at TU Delft’s Process and Energy Department. Because of these reasons, T4
is selected for further analysis as the numerical results obtained in this work with LES can be
useful in the future when more insight is required (for example, by experimentalists). So along
with the base case, the sharp tip T4 (with H2/H1 = 3 and D = 20 mm) will be run with LES.

Gruber et al. [30] have already studied the impact of the channel height ratio H2/H1 on flame
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flashback but the third parameter, distance D between the inner liner tip and outer wall of the
bend, is still missing key information especially in the upper part of the U-bend where the flow
separates from the outer wall (this was not visible in curves A to C). Therefore, the remaining
two cases will be run with D = 15 mm and H2/H1 = 3. As for the tip shape in these two cases,
both sharp tips T4 and T5 will be used.

Figure 5.15 summarizes all the cases which have been studied with RANS and the ones
selected for further analysis are shaded in green. This will be discussed in the next chapter.

Figure 5.15: Matrix showing the 4 cases selected for further analysis with LES (shaded in green)



6
Analysis with Large Eddy Simulation

After performing a preliminary study with RANS, four cases have been shortlisted for further
analysis with LES. Table 6.1 provides a description of the LES cases. The first case, Case 1,
has already been discussed in Section 4 and it is included here to serve as a reference case
to compare with the other LES simulations.

Case Name Tip Shape H2/H1 D in mm

Case 1 T1 3 20
Case 2 T4 3 20
Case 3 T4 3 15
Case 4 T5 3 15

Table 6.1: Table describing the shortlisted geometries to be analysed with LES

6.1. Case Setup in Fluent

The LES simulations in this section are run using mesh M3 from Chapter 4, which was able to
capture the turbulent flow accurately in the U-bend. Along with the mesh, the same boundary
conditions discussed in Section 4.2 are used. Since we are only modifying the geometry in
the U-bend region, the same inlet profiles can be used with the spectral synthesizer algorithm
in Fluent. WALE was the subgrid scale model used for the simulations. Since the same inlet
profiles were used, the Reynolds number for all the simulations was 7000.

The RANS simulations obtained in the previous chapter were used as the initial solutions
for the LES simulations. An adaptive time step was used to ensure that the simulations do
not become unstable due to a high CFL number. Table 6.2 contains all the details regarding
the time step size and the maximum CFL number observed in the simulations. The table also
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mentions the number of CPU cores and CPU time (no. of cores × total run time) used for
the simulations. Cases 1 and 3 required shorter run times compared to the other cases due
to a larger time step. Once the flow has fully developed (we see the presence of turbulent
structures) in the burner (which was around 0.05s), data sampling was started and continued
until the simulation ran for a total time of 0.02s (when it has become statistically steady).

Case Name No. of CPU cores Total CPU time [hours] Avg. ∆t [s] max. Courant number

Case 1 20 4300 2.9e-06 0.81
Case 2 22 11600 1.1e-06 0.69
Case 3 18 5600 2.3e-06 0.63
Case 4 20 10000 1.13e-06 0.96

Table 6.2: No. of CPU cores, CPU time (to run 0.2s of flow), time step ∆t and Courant number for each case

6.2. Results and Discussion

(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

Figure 6.1: Instantaneous velocity magnitude contours for Cases 1, 2, 3 and 4

With LES, it is possible to observe and study transient features that may occur when turbulent
air flows through a geometry like the trapped vortex burner. Figure 6.1 shows the instanta-
neous velocity contour plots for all the four cases and we can clearly see the presence of
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some unsteady flow structures in the bend region.

As the flow separates from the inner liner tip, we see vortical structures appearing along the
inner shear layer of the flow in all four cases. We also see the flow separating from the outer
wall of the bend as it enters the U-bend region, something we already observed from the
RANS simulations. However, with these LES results, we notice these thin low velocity ’finger’
like structures or ’streaks’ also present adjacent to the curved wall. These low velocity layers,
which flow downstream along with the high velocity turbulent flow, may serve as a pathway for
flame flashback when it strikes a flame front in the burner.

In order to gain more insight into these near wall structures, a plane was created in Fluent to
visualize the flow from the top as it enters the bend (shown in Figure 6.2).

Figure 6.2: The plane (grey) used for visualizing the flow as it enters the U-bend region of the burner

The velocity contours visualized on this plane are shown in Figure 6.3. From these figures,
a couple of observations can be made qualitatively. Firstly the layers adjacent to the outer
bend show the low velocity ’streaks’ that we noticed in Figure 6.1. For Cases 1, 3 and 4, these
streaks don’t extend as far away from the wall as Case 2. This would suggest that by altering
the distance between the liner tip and the outer wall (distance D), the presence of low velocity
streaks away from the wall can be altered.

The second observation can be made by looking at the layers adjacent to the liner tip, which is
another path through which the flame can propagate upstream. Case 1, which had the blunt
tip T1, has the largest low velocity area in this region and this is because the flow detaches
from the upper edge of the tip as it enters the bend. On the other hand, the flow follows the
surfaces of the sharp tips more closely, which we can clearly see from the size of the low



6.2. Results and Discussion 63

(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

Figure 6.3: Instantaneous velocity magnitude contours, visualized on the plane shown in Figure 6.2 for Cases 1,
2, 3 and 4. The right side of the plots is the liner tip wall and the left side is the outer bend wall.

velocity layers. Case 4, which uses tip T5 (the sharp tip with a curved upper surface), has an
even smaller low velocity area compared to Cases 2 and 3, which uses tip T4 (the sharp tip
with a flat upper surface). This reduction in low velocity layer size can make it harder for a
flame to creep upstream, around the liner tip, making it more resistant to flame flashback.

Figure 6.4: The curved plane (grey) used for visualizing the flow adjacent to the outer wall of the bend
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

Figure 6.5: Instantaneous streamwise velocity [m/s] contours for Cases 1, 2, 3 and 4
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

Figure 6.6: Mean streamwise velocity [m/s] contours for Cases 1, 2, 3 and 4
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In order to perform a detailed analysis on the flow close to the outer bend, several curved
planes were created, offset from the outer bend. One such plane is shown in Figure 6.4 and
it can be used to visualize flow structures close to the outer bend.

For visualizing the velocity contours on this curved plane, the x and y velocities (in Cartesian
system) were converted into tangential and radial (in cylindrical system) velocities using a
Python script. This new velocity system is more appropriate for describing the flow features
since the tangential velocity would be in the streamwise direction of the flow, making it the
streamwise velocity. This streamline velocity from the curved plane is then displayed on a flat
surface on Python to make it easier to visualize the flow (this is similar to taking the curved
surface and flattening it).

Figure 6.5 shows instantaneous streamwise velocity contours obtained at a y+ value of 15
(from the outer wall of the bend). This y+ value was selected for analysis because the inter-
action between the turbulent flow and premixed flame front first occurs around this distance
[15, 7]. Gruber et al. [15], from their DNS simulations, have found that this turbulence-flame
interaction is responsible for the creation of back-flow regions of the flow and are usually found
in near wall regions (y+ ≤ 20). In these contour plots, we can clearly visualize the structures
that are found in the near wall regions.

The contour plots for all four cases show the presence of a recirculation zone in the upper part
of the surface (above the plane shown in Figure 6.2). The size of this recirculation zone (in
blue) is the largest for Case 2 (Figure 6.5b). These recirculation zones and the low velocity
streaks (green coloured structures) may help in allowing the flame to propagate upstream of
the bend as they offer lesser resistance to the flame front compared to the higher velocity
turbulent flow.

The mean streamwise velocity contours along the same curved surface are shown in Figure
6.6. Figure 6.6b also shows how the streamline extend of the recirculation zone adjacent to
the outer bend is the largest in Case 2, compared to the other cases. Both Cases 3 and 4 show
identical instantaneous (Figures 6.5c and 6.5d) and mean (Figures 6.6c and 6.6d) streamwise
profiles in these near wall regions. These sharp tips seem to only influence the velocity layers
close to the liner tip (shown in Figures 6.3c and 6.3d).

In order to quantify these low velocity and recirculation structures, cumulative distribution func-
tions of streamwise velocity in this curved surface (y+ = 15) for all the four cases were made.
These curves are shown in Figure 6.7 and they give us an idea about the frequency of the low
velocity structures found in the near-wall layers. From these curves it is quite clear that Case 2
has the highest frequency of low velocity structures compared to the other cases. Separation
of flow in the boundary layer occurs in these low velocity streaks and an increased frequency
of such structures would mean an increased chance of boundary layer separation in Case
2. And since boundary layer flashback occurs due to separation of the flow upstream of the
flame, Case 2 would show an increased tendency to flashback with hydrogen flames.
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(a) CDF of instantaneous streamwise velocity (b) CDF of mean streamwise velocity

Figure 6.7: CDF of streamwise velocity at y+ = 15 for all cases

An attempt at describing these low velocity structures using two-point correlations of stream-
wise velocity fluctuations was also done. Two point correlation for velocities u1 and u2 at
locations x1 and x2 respectively is given by Equation 6.1 and normalized by Equation 6.2.

Cu1,u2(x1, x2) = u1(x1)u2(x2) (6.1)

Ru1,u2(x1, x2) =
Cu1,u2(x1, x2)

Cu1,u2(x1, x2)
(6.2)

These correlations can also be computed by choosing a location x1 and taking a separation
vector r using Equation 6.3.

Ru1,u2(x1, r) =
u1(x1)u2(x1 + r)

u1(x1)u2(x1)
(6.3)

If the separation vector r is along the streamwise direction (parallel to the streamwise velocity
vector), then we are computing the longitudinal correlations and if r is perpendicular to the
velocity vector, we are computing the transverse correlations.

Figure 6.8 shows the longitudinal two point correlations of streamwise velocity fluctuations at
y+ = 15, on the same curved surface shown in Figure 6.4. Low coefficient values would
indicate uncorrelated velocities and high coefficient values would mean highly correlated ve-
locities at these separation distances. The points in the upper half of the surface (above theta =
0 rad) have been ignored as they mostly contain the recirculation zone. With these coefficient
curves, we notice Case 2 dropping to lower coefficient values at a faster rate compared to the
other cases, implying uncorrelated velocities at these separation distances. This is probably
due to the larger recirculation zone we see in Case 2, which would decrease the size of the
other low and high velocity structures we see on this surface.
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Figure 6.8: Longitudinal two point correlations of streamwise velocity fluctuations at y+ = 15

Cases 1, 3 and 4 show similar correlation trends since they have a similar structure. A higher
correlation coefficient would indicate similar velocity values at the ends of the separation vec-
tor r. Unfortunately, due to these high coefficient values, it is not possible to compute the
approximate length scales of these structures. The turbulent length scales are calculated by
finding the area under these curves (integrating the coefficient functions from 0 to infinity). This
difficulty is probably due to the complex nature of the flow in the bend region, which is inverted
and highly turbulent in nature. Also from the mean plots, it is clear that the simulation has not
reached complete convergence so this might also be an issue.

6.3. Summary

The previous section described the analysis done with the cold flow LES simulations in detail.
Starting with a qualitative description of the flow using the side and top views of the burner, we
observed the presence of certain low velocity structures close to the boundary layers of the
flow adjacent to the outer bend. Visualizing these structures by calculating the velocity in the
streamwise direction of the flow was successfully done which clearly showed the size of the
recirculation zone and also the low velocity streaks appearing like ’fingers’ between the high
velocity turbulent flow.

From the streamwise contour plots and the cumulative distribution curves, we clearly see a
huge difference between Case 2 and the remaining sharp tip cases. Case 2, which has its
inner liner tip at a larger distance from the outer curved wall compared to Cases 3 and 4,
shows a higher frequency of low velocity structures, which may indicate a higher flashback
tendency. The curvature of the upper surface of the liner tip is also shown to influence the
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thickness of the low velocity layer adjacent to the liner wall. Therefore. the size of the tip and
also its distance from the outer bend are important parameters to control flame flashback in
the trapped vortex burner as they influence the nature and size of the low velocity structures
which might come in contact with the flame front.

An attempt at describing the size of these structures was made by using two point correlation
functions. Unfortunately, the complex geometry and highly chaotic, turbulent nature of the
flow makes it difficult to obtain useful information from the coefficient curves. Apart from this
obstacle, we were successful in obtaining a lot of information and details about the flow in
the U-bend region of the burner using the LES simulations and this will be useful in the future
while optimizing the design of the trapped vortex burner.



7
Reactive Flow inside the Trapped

Vortex Burner

This chapter will describe the reactive flow simulation performed on the trapped vortex hydro-
gen burner using LES. Section 7.1 will describe the model setup used in Fluent to run the
reactive flow simulation. It will also include the initial and boundary conditions used. The
validation of the results with PIV data will be shown in Section 7.2. This will be followed by
a comparison with Gruber et al. [30], the only other available numerical work for a trapped
vortex burner. Section 7.4 will include the results and analysis done with the simulation.

7.1. Model Setup

The mesh that was used for the cold flow analysis (M3 from Section 4.4.2) is used here for
the reactive flow simulation. The simulation is performed for Re = 7000 with a hydrogen-air
mixture, having an equivalence ratio of 0.3 at ambient conditions, flowing through the main
inlet and a plain air mixture through the core inlet.

The geometry of the burner has the tip shape T1, H2/H1 ratio of 3 and D value of 20mm. This is
the same geometry for which the validation of the cold flow RANS/LES modelling was done in
Section 4.4.2. In order to include the chemistry via finite rate kinetics, the artificially thickened
flame model in Fluent was used. The LiDryer mechanism file [38], which contains 19 reactions
and 9 species, is used since it has lesser reactions and species compared to mechanisms like
GRI 3.0 or San Diego and it includes more up-to date data to represent hydrogen combustion
under gas turbine conditions [68]. Table 7.1 summarizes the settings used in Fluent for the
reactive flow analysis.

At the main inlet, a bulk velocity of 11.886 m/s was used to ensure the Reynolds number of
flow was around 7000. Similar to the cold flow LES simulations, Fluent’s spectral synthesizer
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algorithm was used to artificially add the turbulence at the inlet. The mean velocity, turbulent
kinetic energy and dissipation rate profiles, which are needed as inputs for the spectral syn-
thesizer algorithm, are obtained from a precursor simulation of a hydrogen-air mixture flowing
through a long channel. An outflow boundary condition was imposed at the outlet and the
walls in the z-direction were defined as periodic boundaries.

LES Model WALE
Chemistry Model Finite rate with Thickened Flame

Tip Shape T1
H2/H1 3
D 20 mm

Mechanism File LiDryer
Pressure-Velocity Coupling SIMPLE

No. of CPU cores 28
CPU time 16500 hours

Table 7.1: Simulation settings for the reactive flow

All the walls were assumed to be no-slip and isothermal, maintained at a constant temperature
of 300K. In real case scenarios, the walls of the burner, especially the liner tip walls would have
a hotter temperature value during combustion. However, due to the lack of information about
the wall temperatures, they were assumed to be isothermal. Note that this is different from
what Gruber et al. assume in their analysis where they used adiabatic condition for all the
walls.

A precursor RANS reactive simulation was performed to obtain the initial solution for the tran-
sient LES simulation. Combustion was initiated by creating a high temperature patch (an area
of high temperature) downstream of the U-bend section at the start of the simulation. This
patch would help in igniting the fuel-air mixture, mimicking the actual ignition process in an ex-
perimental setup. Figure 7.1 shows the temperature field of the initial state. The next section
will discuss the validation of the LES reactive model.

Figure 7.1: The temperature field of the initial solution, obtained using RANS
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7.2. Validation with PIV

(a) Along curves A, B and C (b) Along curves D, E, F and G

Figure 7.2: Comparison of normal velocity profiles with PIV data along the curves shown in Figure 4.8

The LES simulation ran for around 16500 CPU hours using 28 cores. An adaptable time step
was used to ensure the simulation remains stable by not allowing high CFL numbers. Themax-
imum CFL number was observed to be 1.3 and the average time step was 3.7x10−06 seconds.

In order to validate the approach, PIV results obtained with the same geometry and hydrogen-
air mixture was used for comparison. Figure 7.2 shows how the velocity profiles obtained from
our LES simulation compares with the PIV data. The velocity profiles are obtained along the
curves shown in Figure 4.8. The velocity profiles show good agreement with the PIV data
and seem to describe the velocity field accurately enough, especially in the bend region which
had finer cells. The lack of experimental temperature data makes it difficult to validate our
assumption about the wall temperatures.

We see some difference between the velocity profiles close to the liner wall in Figure 7.2b
and this might be because of the presence of coarser cells (compared to the bend region).
The size of the computational cells is important to accurately capture the chemistry interac-
tions between all the species and hence this might be a reason we see a small deviation in
these parts of the curves. However, the overall agreement with PIV is good and the model
can be used to study the hydrogen flame in the trapped vortex burner.

7.3. Comparison with Previous Numerical Work

From our literature review of the trapped vortex burner, the only available numerical work with
such a design was Gruber et al.’s [30] work using Reactive LES simulations on OpenFOAM’s
reactingFoam solver. They have used PIMPLE, which is hybrid version of SIMPLE and PISO
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schemes, for the pressure-velocity coupling. The source term in the species equation is solved
using a Partially-Stirred Reactor model and the dynamicKEqn eddy viscosity model is used
as the eddy viscosity model for LES, which solves a transport equation for the subgrid scale
turbulent kinetic energy [30].

(a) Curve A (b) Curve B

(c) Curve C

Figure 7.3: Comparison of normal velocity profile along curves A, B and C with Gruber et al. [30] and PIV values

For their main inlet, an algorithm called Synthetic Eddy Method (SEM), is used to generate
synthetic turbulence at the inlet. The walls of the burner are assumed to be no-slip and isother-
mal (same temperature as the reactant mixture) but the liner walls (including the liner tip) are
simulated with adiabatic boundary condition. Because of their scaled dimensions (channel
heights H1 and H2 reduced by half), their simulations are actually performed with a Reynolds
number of 3500 instead of 7000. Gruber et al. used a mesh with 60 million cells while our
mesh M3 had only 1.1 million cells.

Figures 7.3a, 7.3b and 7.3c show the comparison of our LES results with Gruber et al.’s [30]
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work for curves A, B and C respectively. Unlike the cold flow comparisons, where their peak
velocity was higher than our LES profiles, the reactive flow profiles from both LES simulations
seem to have almost the same peak values. A small difference exists in the high gradient
region in the middle of the U-bend, where our results seem to be closer to the PIV results
(Gruber et al.’s exhibit a small recirculation zone). This comparison, along with the validation
shown in Section 7.2, show that our reactive flow model on Fluent is sufficient to provide
some insights on combustion phenomena inside the trapped vortex hydrogen burner, and can
be used for studying the behavior of the hydrogen flame.

7.4. Analysis of the Hydrogen Flame

(a) Velocity Contours from the side (b) Velocity Contours on the plane shown in Figure 6.2

(c) Temperature Contours (d) Mole Fraction of H2

Figure 7.4: Results from the Reactive LES Simulation

Figure 7.4 shows typical instantaneous velocity, temperature and H2 mole fraction contours
obtained from our LES simulation. The contours show how the hydrogen flame is stabilized
in the trapped vortex region which is created due to the separation of the flow from the liner
tip. They also show the presence of instabilities downstream of the U-bend region, in the
shear layer between the secondary flow inlet and the core flow inlet. From these images, it
is also apparent that resolution in the downstream area could be increased, however due to
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the limitation of computational resources this is deemed sufficient for the present exploratory
analysis.

The velocity contour (Figure 7.4a) qualitatively shows the same flow pattern as the cold flow
result obtained in Section 4.4.2. The presence of a separation layer from the outer bend wall
can clearly be seen and a top view like Figure 7.4b shows the low velocity structures adjacent
to the wall (which we also see in our cold flow LES cases in Chapter 6).

The temperature contour in Figure 7.4c gives us an idea of what the flame front looks like inside
the trapped vortex burner. The stabilized flame in the U-bend seems to have a smooth convex
shape upstream, probably helped by the high velocity flow, but this changes downstream as
we see the presence of convex and concave shaped cusps.

Figure 7.4d also shows the presence of unburnt H2 downstream of the U-bend, implying in-
complete combustion. Gruber et al. [30] have also observed the same feature and pointed
out that it might be because of the low equivalence ratio of the hydrogen-air mixture (ϕ = 0.3),
which is close to its lower flammability limit.

From a preliminary study using Cantera, we know that the adiabatic flame temperature for a
hydrogen-air mixture with ϕ = 0.3, using the same LiDryer chemical mechanism and a multi-
component transport model, is around 1180 K. However, the temperature field from our LES
simulation shows a much higher value close to 1400K around the flame front. This might be
a super adiabatic flame temperature, a phenomenon where the temperature of a premixed
flame is higher than its adiabatic flame temperature [69, 70]. Schurr et al. [70] mention that
this phenomenon is caused by the endothermic reactions that occur when H2O dissociates in
the post flame region and also because of the presence of super equilibrium concentrations
of species like H2.

Figure 7.5: Profiles used for analyzing the diffusion of H2 across the flame front
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In order to understand the behavior of the hydrogen flame in the trapped vortex burner, it is
necessary to understand how hydrogen diffuses into the flame. Hydrogen has a non-unity
Lewis number (less than one) which causes it to have unequal thermal and mass diffusion
rates. This property causes the flame to behave differently when compared to other stable
hydrocarbon flames, giving it a cellular structure and developing thermo-diffusive instabilities
on its surface (explained in Section 2.4.4).

To analyze this, 5 profiles (labelled 1 to 5), shown in Figure 7.5, are drawn across the flame
front. For a stationary flame, the convex parts of a flame front (shaped like the parts repre-
sented by curves 2 and 4) would be richer in hydrogen compared to the concave parts (like
profiles 3 and 5). However, in the trapped vortex burner, the presence of a turbulent flow can
alter this behavior by convecting some of the hydrogen into the flame.

The mole fraction of H2 and the temperature along the different profiles are shown in Figure
7.6. The results are also compared with a one-dimensional flame from Cantera. In Figure
7.6a, we observe how the H2 concentration profiles across the flame front in the trapped vortex
burner have a different slope compared to Cantera. The presence of an incoming turbulent
flow which has been inverted due to the structure of the burner (ignored in Cantera) seems to
significantly alter the behavior of the flame. Figure 7.6b shows the flame exhibiting a higher
flame temperature, which is the super adiabatic flame temperature discussed before. This
might be because of the existence of higher concentrations of the reacting fuel species in
these convex/concave cusps, creating regions with a higher local equivalence ratio.

(a) H2 mole fraction (b) Temperature

Figure 7.6: Comparison of H2 mole fraction and temperature along the curves shown in Figure 7.5

In order to investigate the local fuel/air ratio, mixture fraction Z for the flow is computed using
[31]:

Z =
ZH/(nWH) + 2(YO2,u − ZO)/(ν

′
O2

WO2)

ZH,1/(mWH) + 2YO2,u/(ν
′
O2

WO2)
(7.1)
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where Zj is the mass fraction of element j in the mixture, subscript 1 is used to denote the
fuel stream (here assumed to be pure H2), n is the total number of moles,Wj is the molecular
weight of species j and ν ′j is the stoichiometry coefficient of O2. This term is usually used for
non-premixed flames since they have non-homogenous mixtures so an expression for local
fuel/air ratios is more relevant for diffusion flames. The mixture fraction is defined in such a
way that Z has a value 1 in the fuel stream and 0 in the oxidizer stream. Figure 7.7 shows the
mixture fraction contour obtained for our reactive flow.

Figure 7.7: Mixture fraction contour for the reactive flow

In Figure 7.7, we observe regions within the burnt gases having a higher concentration of the
reacting fuel species than the incoming flow. This confirms the presence of higher amounts
of hydrogen diffusing into the convex/concave structures of the flame, leading to significantly
higher temperatures in these structures.

Figure 7.8: Comparison of mixture fraction along the curves shown in Figure 7.5 and Curve A from Figure 4.8
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Figure 7.8 shows the comparison of the mixture fraction values along various curves drawn
across the flame front. The peak mixture fraction for all the curves are different, which would
mean that the diffusion of hydrogen into the flame is non-uniform across the structure of the
flame. Profiles A, 1, 2 and 4 are drawn across the convex parts of the flame and Profiles 3
and 5 across the concave structures. The more downstream locations seem to have a lower
local fuel/air ratio compared to the upstream region.

This analysis of the combustion of hydrogen in the trapped vortex burner gave us interesting
insights into the flame structure and diffusion of the fuel into the flame. From a smooth convex
shaped front in the initial part of the bend, to a wrinkled structure downstream in the channel
of the burner, the diffusion of the reacting hydrogen species seem to be different across these
flame structures. Further analysis might be required to understand this phenomenon better in
the trapped vortex burner.



8
Conclusion and Recommendations

Hydrogen as a fuel has generated a lot of interest due to its ability to not produce any carbon
dioxide during combustion, making it a popular choice as an alternative to fossil fuels. How-
ever, from our literature review, we can see that there are still some challenges, particularly
boundary layer flashback, that need to be overcome in order to safely use it in gas turbines.

The main objective of this work was to study the flow (both non-reactive and reactive) inside
an academic trapped vortex hydrogen burner using RANS and LES, and understanding the
effect of certain design parameters on the flow features. From Eichler’s work [10], we know
that boundary layer flashback happens because of the separation of the flow upstream of the
flame. This makes the turbulent boundary layer important for our study. Hence, the cold flow
(non-reactive) simulations on the trapped vortex burner were used to study the boundary layer
in the U-bend region.

Various geometrical parameters that might affect the boundary layer flashback tendency of
the burner were identified and simulated. Previous numerical study on a similar design [30]
have found the shape of the inner liner tip and channel thickness (H2/H1) to be important pa-
rameters. The distance between the inner liner tip and the outer wall of the U-bend is another
feature which we investigated along with the previous two. A detailed analysis to identify and
study the low velocity structures adjacent to the outer bend was done.

Finally, reactive flow inside the burner was also simulated in Fluent to study the features of
the hydrogen flame. An analysis which involved studying the temperature profile, shape of the
flame front in the burner and also the diffusion of hydrogen into the flame was done and inter-
esting observations were made which showed the hydrogen flame exhibiting super adiabatic
flame temperatures close to the flame front due to the increased fuel/air ratios within the flame.
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This chapter concludes the research work done in this thesis and the concluding remarks
related to the objectives, described in Chapter 1, are given below:

• What are the computational model requirements necessary to study the boundary layer
in the U-bend section of the trapped vortex burner?

– Cold flow RANS and LES models were made with Fluent to describe the flow inside
the trapped vortex hydrogen burner. The RANS model makes it possible to run
different geometrical parameters at a low computation cost and the LES model can
be used for a detailed analysis of the turbulent structures. An optimized mesh was
identified which gave good agreement with experimental results and also saved a
lot of computation effort instead of running a highly refined mesh. The realizable
k − ϵ RANS and WALE LES models were used for the simulations. Both models
could be extended to study different design versions of the trapped vortex burner.

– A reactive LES model was also developed on Fluent to study the hydrogen flame
features inside the trapped vortex burner. For this, finite rate chemistry, combined
with the Artificially Thickened Flame model was used to capture the combustion
chemistry. This Fluent model was also validated with PIV data and could be used
to describe the flow and flame features quite accurately.

• What effect does the inner liner tip, channel height ratio and the distance of the tip from
the outer bend wall have on the turbulent structures and how can this be used to reduce
flashback tendency of the flame?

– Different configurations were analyzed with LES, focusing on the low velocity struc-
tures that were visualized close to the outer wall. Since we know that a flame propa-
gates upstream through the boundary layers of the incoming flow, it was necessary
to find ways to improve the velocity profile in these regions.

– The parametric study done using RANS showed how the modifications impacted
the turbulent flow in the bend. By changing the shape of the tip, the low velocity layer
adjacent to the liner tip could be altered. Sharp tips T4 and T5 showed interesting
results as they had a lower boundary layer thickness adjacent to the liner tip walls,
compared to the initial design of the burner. Among the sharp tips, T5 showed the
lowest boundary layer thickness close to the liner tip.

– Channel height ratio (H2/H1), which was identified by Gruber et al. [30], was an-
other parameter investigated using RANS. By reducing the channel height ratio, the
downstream velocity profile adjacent to the bend could be improved by increasing
the velocity in these layers.

– The distance of the tip from the outer bend wall (parameter D) was the third pa-
rameter investigated with RANS and further analysis was done using LES. This
parameter also improved the velocity profile adjacent to the outer wall by reducing
the thickness of the boundary layer adjacent to the outer wall of the U-bend.
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– With the cold flow LES analysis, the streamwise low velocity structures were visu-
alized along with the size of the recirculation zone adjacent to the outer wall of the
U-bend region. From this analysis, Case 2 showed the least desirable structures
while Cases 1, 3 and 4 showed similar results qualitatively. Cumulative distribution
functions showed that Case 2 had the highest frequency of low velocity structures
compared to the other cases.

8.1. Recommendations

This work opens up several ideas for future investigations. Considering the results, future work
can be directed towards:

• Investigating the remaining geometry configurations from Figure 5.15 (Tips T2 and T3)
that unfortunately could not be done in this work due to time constraints.

• Performing reactive flow simulations with various burner geometries, similar to the cold
flow analysis done in this work. The reactive flow can be studied with different geomet-
rical modifications like tip shape, channel height ratio and distance of the tip from the
outer wall.

• Incorporating the correct liner wall temperature to make the simulations more accurate
especially in the areas close to the liner.

• Simulating reactive flowswith a different combustionmodel to investigate if the turbulence-
chemistry interaction may have been modified significantly because of the use of a thick-
ening factor.

• Performing a transient analysis to investigate the flashback limits of the different config-
urations and also to study the flashback paths taken by the hydrogen flame.

• Study the cold and reactive flow features inside the burner at elevated temperature and
pressure conditions, similar to that of an operating gas turbine.
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A
Mass Diffusivity in Fluent

In this thesis, Fluent’s multicomponent model [45] is used to calculate the mass diffusivity for
a species i in species j. This model uses the kinetic theory (with ideal gas law enabled) to
calculate the diffusivity by using the Lennard Jones parameters, the L-J characteristic length
σi and the L-J energy parameter (ϵ/kB)i.

Fluent uses a modified version of Chapman-Enskog formula to estimate the diffusion coeffi-
cient using kinetic theory:

Dij = 0.00188

[
T 3
(

1
Mw,i

+ 1
Mw,j

)] 1
2

pabsσ
2
ijΩD

(A.1)

where pabs is the absolute pressure,Mw is themolecular weight andΩD is the diffusion collision
integral calculated as a function of T ∗

D, where:

T ∗
D =

T

(ϵ/kB)ij
(A.2)

where kB is the Boltzmann constant and (ϵ/kB)ij for the mixture is given by:

(ϵ/kB)ij =
√
(ϵ/kB)iϵ/kB)j (A.3)

and σij is calculated using:

σij =
1

2
(σi + σj) (A.4)
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B
Thickened Flame Model in Fluent

In Fluent, the thickened flame model first calculates a thickening factor F in the following way:

F =
N∆

δL
(B.1)

where N is the number of points in the flame (default value is 8), δL is the laminar flame
thickness and ∆ is the grid size. The grid size and flame thickness are given by:

∆ = V
1
3 (B.2)

δL =
D

SL
(B.3)

where V is the volume of the cell,D is the thermal diffusivity and SL is the laminar flame speed.

All species diffusion coefficients are multiplied by F and reaction rates are divided by F . In
order to avoid any errors away from the flame, only the region in a narrow band around the
flame front is dynamically thickened. This narrow band is calculated by multiplying F with
another factor Ω, where:

Ω = tanh

(
β

|R|
max(|R|)

)
(B.4)

where β is a constant with value 10 and |R| is the spatially filtered absolute value of reaction
rate. Ω has a value of 1 in the band and 0 outside the band.

Since using a thickened flame model modifies the flame-turbulence chemistry, the reaction
rate must be multiplied with an efficiency function E , which is the ratio of the flame wrinkling
factors with and without thickening, given by:
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E =
1 + αΓ0

u′
∆e
SL

1 + αΓ1
u′
∆e
SL

(B.5)

where u′∆e
is the subgrid scale turbulent velocity, ∆e is the filter width that corresponds to the

thickened flame (default value is 10 times the local cell grid spacing). α, Γ0 and Γ1 are given
by:

α = β
2 ln 2

3cms[ξ
√
Ret − 1]

(B.6)

where β is a parameter of order unity, cms is a constant with value 0.28 and ξ is a correction
parameter that varies from 0 to 1 and it depends on the turbulence.

Γ0 = 0.75 exp(−1.2/(u′∆e
/SL)

0.3)(∆e/δ
0
L)

2
3 (B.7)

Γ1 = 0.75 exp(−1.2/(u′∆e
/SL)

0.3)(∆e/δ
1
L)

2
3 (B.8)

where superscript 1 refers to the thickened flame and 0 refers to the flame without thickening.

(a) Thickening Factor F (b) Ω

(c) Efficiency Function E

Figure B.1: The Thickened Flame model’s thickening factor F, Ω and Efficiency function E obtained from our
reactive LES simulation
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Figure B.1 shows the Thickened flame model parameters used in our simulations with Fluent.
We can clearly see how Fluent uses the model in the region around the flame front by using
the thickening factor F.
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