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A B S T R A C T

In this research, a generalized machine learning (ML) framework is proposed to estimate the fatigue life of epoxy 
polymers and additively manufactured AlSi10Mg alloy materials, leveraging their failure surface void charac-
teristics. An extreme gradient boosting algorithm-based ML framework encompassing Synthetic Minority Over- 
sampling TEchnique (SMOTE), categorical data encoding, and external loop cross-validation is developed to 
evaluate the fatigue life across materials. The influence of different training strategies based on materials, input 
features, encoding method, and data standardization on the model performance is explored. Additionally, the 
importance of anti-data-leakage and anti-overfitting measures over the ML model performance is addressed. The 
result shows that the data-leakage-free, external loop cross-validated model can estimate the fatigue life of se-
lective epoxy polymers and metal alloys with an average R2 of 0.71 ± 0.06 using a mere 12 to 27 experimental 
data points per material category. Whereas the model trained with data-leakage and overfitting results in high R2 

of 0.9.

1. Introduction

Material defects are primarily introduced during manufacturing and 
assembly processes such as casting, additive manufacturing, sintering, 
welding, and adhesive bonding. For instance, manual manufacturing of 
epoxy materials results in more and bigger voids as compared with 
machine-assisted manufacturing techniques [1]. In metals, lack of 
fusion, porosities, shrinkage, and inclusions are the common intrinsic 
defects that are detrimental to fatigue life [2]. These defects can act as 
sources of fatigue crack initiation leading to the development of large 
cracks over the component’s lifetime, ultimately leading to catastrophic 
failure. By understanding the influence of voids and their unique char-
acteristics, the structural integrity of components can be continuously 
monitored and maintained to prevent complete failure.

To evaluate the fatigue performance of materials, specimens of 
different sizes and geometries such as dog bone specimens are typically 
subjected to specified stress levels, load ratios, frequencies, environ-
ments, and geometries [3–7]. The resulting stress level (S) and the 
number of cycles to failure (N) data are then used to plot the S-N curves. 

Materials tested under the same geometry and loading conditions pro-
vide scattered fatigue life that can be primarily attributed to material 
defects, including voids [6]. When the size of the defect in the crack 
initiation point is correlated with the life, the scattering is greatly 
reduced [8]. Several studies have focused on investigating the effects of 
defects and notches on fatigue life, e.g., [9,10] showing that the defects 
or notches decrease the effective load-bearing cross-section and increase 
the stress concentration factor, resulting in higher local stress in the 
material than the applied stress. In epoxy polymers, the fatigue crack 
initiation phase which accounts originally for 60 % to 90 % of the total 
lifetime is shortened by the notches [10].

In addition to the experimental investigations, analytical models 
such as Murukami’s two variables (defect size and applied stress) and Z’s 
three variable parameters (defect size, location, and applied stress) have 
been used to correlate the defect features with fatigue life. The fatigue 
limit of a material is also influenced by the defect type and morphology 
[11]. The 3-dimensional (3D) and 2-dimensional (2D) characteristics of 
the inherent defects or voids can be obtained by computed micro- 
tomography [1] and microscopies, respectively. Following the fatigue 
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failure, the scanning electron microscopic (SEM) images of the fracture 
surface are taken and the 2D void data [6] is retrieved by using an image 
analysis software (Fiji) [12] or interactive machine learning programs 
(ilastik) [13].

Fatigue is a complex phenomenon that is influenced by multiple 
factors, making it challenging to comprehend the interplay between 
these factors using either analytical models or experimental results[14]
Moreover, conducting fatigue experiments is a time-consuming, labo-
rious, and expensive task. The use of data-driven approaches for esti-
mating the fatigue life of materials, particularly in metal alloys 
[9,15–33] and fiber-reinforced polymeric composites [34–39] has 
gained significant attention in the last two decades due to its potential to 
overcome the limitations of traditional analytical and experimental 
methods. Machine learning (ML) models including artificial neural 
networks (ANN) [15–17,21,26,31,34,35], deep neural networks (DNN) 
[29], support vector regression (SVR) [18,21,29–31,40–43], multi- 
graph attention networks (Multi-GAT) [28], random-forest regression 
(RFR) [21,40,43], kernal ridge regression [27], gaussian process 
regression [43], physics informed neural networks (PINNS) [9] and 
gradient boost regression (XGBoost) [23,37], have been utilized in fa-
tigue life estimation. These models aim to estimate the correlation be-
tween different factors such as microstructure-fatigue crack driving 
force [44] and defect features to fatigue life [9,18,20,23,25].

For training and validating the ML models, the data points obtained 
through fatigue experiments are small due to the limited number of 
specimens, and in some cases, additional data points were created with 
virtual sample generators such as Monte Carlo simulations, linear 
interpolation (LI), nearest neighbor interpolation (NNI), and linear 
interpolation with the Gaussian mixture model (LIGMM). For example, 
Monte Carlo simulations were used to increase the original experimental 
data points from 22 to an additional 32,800 points for training an ANN 
model [26]. In another study [32], the experimental data points of 45 
were augmented to 615 using LIGMM for training ANN, RFR, and SVR 
models, with RFR providing the best R2. Typically, ANN is more suitable 
for a large dataset where extrapolation of the available data points is 
possible and for small datasets, the XGBoost model estimates the fatigue 
life very well [23]. XGBoost model is also used in evaluating the influ-
ence of various chemical components and processing parameters on the 
tensile strength and plasticity of the steel [45] and its accuracy is better 
than the linear regression models, K- nearest neighbors (KNN), decision 
trees, and gradient boosting regression models. Despite the success of 
these approaches, there are still several research gaps that need to be 
addressed.

Recent studies [21–23,37] reporting ML models with high R2 

(>0.80) values could be potentially misleading because either these 
models were not cross-validated or prone to data-leakage [46]. This is a 
serious challenge since the model could be overfitted for a selective test 
dataset and often fails to generalize. Therefore, the common pitfalls [47]
need to be addressed while developing a robust and reliable ML 
framework. While existing studies have used ML models to correlate 
fatigue life with various factors such as microstructure, defect features, 
and crack driving force, most of these models are limited to specific 
material systems and cannot be easily extended to other materials with 
different properties. Furthermore, the fatigue life of additively manu-
factured metallic materials is influenced by factors such as printing di-
rection and post-processing techniques, resulting in distinct S-N curves. 
Despite these variations, these materials have been treated as a single 
class in the development of ML models, without a framework for eval-
uating fatigue life across different S-N curves or materials. However, 
recent studies [48,49] show the potential for generalizing ANN models 
to extend predictions for various materials and fatigue scenarios. To the 
best of the authors’ knowledge, there is no framework developed for 
estimating the wide range of fatigue life (102 to 106 cycles) (i) with 
minimal dataset, (ii) across different materials and (iii) with anti-data- 
leakage and anti-overfitting strategies. In ML-based fatigue life predic-
tion, the minimal dataset can comprise 10 to 30 fatigue data points.

To tackle these challenges, an ML approach based on the extreme 
gradient boosting algorithm is introduced in this research, incorporating 
the Synthetic Minority Over-sampling Technique (SMOTE), categorical 
data encoding, and external loop cross-validation techniques. Its pur-
pose is to estimate the fatigue life of distinct epoxy polymers based on 
the fatigue failure surface void features, using relatively limited exper-
imental data points while maintaining its generalizability.

Expanding its applicability, the developed ML framework is subse-
quently applied to a combined dataset encompassing epoxy polymer and 
additively manufactured AlSi10Mg alloy data from literature [23]. The 
model’s performance is evaluated using established metrics like error 
bands, coefficient of determination (R2) and mean squared error (MSE). 
Notably, this framework exhibits remarkable versatility, enabling its 
utilization across an array of materials, even when only small datasets 
are available. Moreover, it showcases the ability to fairly estimate fa-
tigue life over a wide spectrum of cycles, spanning from 102 to 106 cy-
cles. The data-leakage and overfitting sources are identified and their 
effect on model performance is investigated with simplistic models. The 
ML model can be employed to construct reliable S-N curves without 
excluding experimental data from specimens containing voids.

2. Methodology

The proposed ML framework for estimating the fatigue life of ma-
terials is depicted in Fig. 1. The first step was to collect the raw data 
consisting of the void characteristics of the epoxy materials [6,7] and 
metal alloy specimens [23] after fatigue failure. Subsequently, outliers 
within the raw dataset were removed and the dataset was partitioned 
into training and test datasets. The training dataset undergoes four 
preprocessing steps (i) synthetic sampling, (ii) data standardization, (iii) 
data encoding and (iv) feature selection through RFR, before training 
the XGBoost regression model. These preprocessing steps assist the 
framework in handling datasets comprising multiple materials and 
categorical data types, while concurrently reducing dimensionality for 
improved fatigue life estimation. Ultimately, the model’s hyper-
parameters were tuned, and cross-validation procedures were conducted 
to ensure its generalizability. The pre-processing techniques and ML 
training procedures used in this framework are summarized in the 
following sections.

2.1. Data collection

Five different structural epoxy materials (BB, BT, TB, TT and SD) 
used in wind turbine blade and construction applications are considered 
in this study. BB epoxy (SPABOND™ 820HTA) and TT (SPABOND™ 
840HTA) epoxy materials were provided by Gurit (UK) Ltd. SD epoxy 
(Sikadur-330) was supplied by SIKA Schweiz AG, Switzerland.

BB epoxy mainly contains short-glass fiber fillers, while TT is 
formulated with core–shell rubber particles. Both materials contain sag- 
resistance fillers to maintain a high-thickness bond line in wind turbine 
rotor blades. Additionally, two hybrid epoxy materials such as BT and 
TB were developed by combining BB and TT epoxy materials at weight 
ratios of 75:25 and 50:50, respectively. The epoxy base and hardener 
materials (100:34) were manually mixed with a wooden spatula and 
degassed under vacuum for 5 min before applying them inside the mold 
cavity. The mixed epoxy material was cured inside a convection oven at 
70 ◦C for 2 hrs.

SD epoxy is also a thixotropic two-component epoxy adhesive, 
mainly used in construction applications. The base and hardener of SD 
epoxy were mixed at a weight ratio of 4:1, degassed and applied inside 
the mold. After 7 days of room temperature curing (20 ± 1◦C), the epoxy 
panel was de-molded and post-cured at 90 ◦C for 30 min. All five 
different epoxy material panels were cut into ASTM D638-22 Type II 
specimens using a water jet cutting technique. Aluminum end tabs 
having a thickness of 2 mm were bonded at the specimen gripping areas 
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to avoid any slippage during fatigue experiments. Table 1 shows the 
tensile properties of the investigated epoxy materials.

MTS® 810 Landmark servo-hydraulic (5 kN load cell) and MTS® 
Acumen electro-mechanical machines (3 kN load cell) were used to 
perform the tensile-tensile fatigue experiments of ASTM D638-22 Type 
II epoxy specimens. The fatigue experiments were load-controlled and 
conducted at four different stress levels to cover a wide range of fatigue 
lives spanning from 102 to 106 cycles. The fatigue loading frequency of 
10 Hz and stress ratio of 0.1 was maintained for all specimens. The fa-
tigue experiments were conducted at a controlled ambient temperature 
of 23 ± 2◦C and relative humidity of 40 ± 10 %. The quasi-static and 
fatigue performance of the epoxy materials were comprehensively dis-
cussed in [6,7]. The S-N curve slopes of these materials were similar 
(0.075), there was no notable increase in the hysteresis energy and the 
stiffness degradation was between 1 % to 6 % depending on the applied 
load level.

In the previous works [6,7], the fatigue life of specimens with pre-
mature failure due to manufacturing defects was discarded to construct 
reliable S-N curves. In contrast, this research considers the fatigue life of 
all epoxy materials, especially with large defects on the failure surface 
(refer to Fig. 2). There is a total of 81 experimental data points in the 
five-epoxy materials category and the number of data points in each 
material category is also mentioned in Fig. 2.

Following the fatigue failure, a scanning electron microscope (SEM), 
ZEISS Gemini SEM 300 was used to capture images of the fractured 
surfaces of 81 specimens (Fig. 3a). As voids formed due to air entrap-
ment during the manufacturing process, the void shapes were predom-
inantly elliptical with smooth contours. To determine the void 
characteristics, SEM images were analyzed using the open-source soft-
ware ilastik [13] (Fig. 3b). The “pixel classification” workflow was 
employed to label SEM image pixels based on pixel features such as 

smoothed pixel intensity, edge filters, and texture descriptors. The 
software has an in-built Random Forest Classification algorithm that was 
trained at least 16 images with selected pixel features and user anno-
tations. The algorithm was able to classify the annotations such as epoxy 
material (black), void (grey), and specimen edges (white). The exterior 
areas were manually removed using Fiji software [12] to collect void 
data only from the specimen cross-section. ‘Fill holes’, ‘erode’, ‘dilate’, 
and ‘analyze particles functions’ were used to identify voids, remove 
noise, and automatically calculate void parameters such as area, 
perimeter, axes of the fitted ellipse, and angle of the ellipse based on the 
pixel scale of the images (Fig. 3c). Additionally, various features such as 
angle, size, aspect ratio, jaggedness, and location were calculated for the 
critical void (Fig. 3d).

Void size (S): This parameter is obtained by taking the square root of 
the critical void area. The minimum detectable void area was on the 
order of 10− 4 mm2.

Aspect ratio (AR): This parameter is provided by the ratio of the major 

Fig. 1. Proposed ML framework based on XGBoost model.

Table 1 
Averaged tensile properties of epoxies.

Property BB [6] BT [6] TB [6] TT [6] SD [7]

Modulus (GPa) 5.9 4.9 4.3 2.9 4.1
Ultimate strength 

(MPa)
71.4 62.4 55.1 45.7 48.2

Failure strain (mm/ 
mm)

0.0146 0.0159 0.0181 0.0422 0.0146

Fig. 2. Applied maximum stress versus cycles to failure of epoxy polymers.
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(a) and minor axis (b) lengths of the fitted ellipse.
Jaggedness (J): This parameter also relates the void shape to an el-

lipse and is calculated using the formula 
̅̅
2

√
Perimeter

2π
̅̅̅̅̅̅̅̅̅̅
a2+b2

√ .
Location (L): This parameter is obtained by manually selecting the 

void contour, measuring the distance between the void centroid and the 
specimen edge, and further dividing it by the void size.

Angle (A): This parameter refers to the angle between the major axis 
of the ellipse and the horizontal axis of the image and is provided in 
radians.

While previous studies only consider critical void features [23], 
other voids across the cross-section can interact with the fatigue crack 
and accelerate the final brittle failure [6]. Due to the limited dataset, 
secondary void features are not considered in this study. In this work, 
eight raw input features are considered (i) Material (M), (ii) Young’s 
modulus (E), (iii) Maximum applied stress (σmax), (iv) Aspect ratio (AR), 
(v) Size (S), (vi) Location (L), (vii) Jaggedness (J) and (viii) Angle (A). 
‘Material’ is the only categorical data and the output feature is the fa-
tigue life, also referred as cycles to failure. The distribution of the input 
and output features are shown in Fig. 4.

To demonstrate the generalizability of the developed framework for 
estimating the fatigue life of metallic alloys, a dataset of 27 points was 
considered from [23]. This dataset also focuses on the critical defect 
characteristics, along with the fatigue life of additively manufactured 
AlSi10Mg alloys. These alloys were fabricated using the laser powder 
bed fusion technique with two different printing directions: x and z. 
Notably, the z-direction printed alloy specimens (Alz) exhibited a higher 
amount of defects compared to those printed in the x-direction (Alx), 
consequently resulting in reduced tensile-tensile fatigue performance 
(refer to Fig. 5). Therefore, these printed metallic alloys were considered 
as two different materials.

As the epoxy polymers and the metal alloy datasets have the same 
raw input features, they can be consolidated to increase the data points 
as well as to evaluate the proposed framework’s ability to predict fatigue 
life across different material categories.

2.2. Outlier removal and manual feature selection

In this exploratory data analysis, the Z-score technique was applied 
to remove extreme data points based on fatigue life, setting the score to 
±1.96, which corresponds to a 95 % confidence level. Following this 
data trimming, a manual feature selection process was implemented to 
segregate the required input and output features.

2.3. Synthetic minority over-sampling TEchnique (SMOTE) and data 
standardization

The combined dataset comprises five types of epoxy polymers (BB, 
BT, TB, TT, and SD) and two AlSi10Mg alloys (Alx and Alz). Among 
these, SD epoxy (designated as the ’majority class’) encompasses 27 data 
points, whereas the TT epoxy (designated as the ’minority class’) has 
only 9 data points, resulting in data imbalance. Data imbalance can 
negatively impact ML algorithms’ estimation accuracy, i.e., algorithms 
tend to perform better on the majority class than on the minority class 
[48]. This bias was overcome by employing a data balancing technique 
called SMOTE. SMOTE involves generating synthetic samples of the 
minority material by selecting the five nearest neighbors to each mi-
nority material sample and introducing synthetic examples along the 
line segments connecting them. The SMOTE technique’s pseudocode is 
available in [48]. For example, a randomly selected training dataset 
(orange bars in Fig. 6a) can be balanced with SMOTE data (green bars in 
Fig. 6a), thus the total number of training data points was also reason-
ably increased. As shown in Fig. 6b and 6c, the newly generated dataset 
almost has the original input data distribution.

Considering the broad spectrum of fatigue lives, which can range 
from a few hundred cycles to several tens of thousands of cycles, the 
fatigue life was transformed from the integer domain to the logarithmic 
domain using a log transformation. Further, the input features can be 
standardized (Z) as follows: 

Z =
X − μ

σ (1) 

here, X, µ and σ denote the input feature value, mean and the corre-
sponding standard deviation. Notably, SMOTE and data standardization 
were applied only to the training dataset to avoid any data-leakage. 
Subsequently, the calculated mean and standard deviation were 
considered to normalize the testing data.

2.4. Data encoding

The main objective is designing an ML framework for different ma-
terials (including epoxy polymers and metallic alloys) hence, the ma-
terials need to be regarded as categorical data that can be transformed 
into numerical values. For this purpose, one-hot encoding, ordinal 
encoding, target encoding, catboost encoding and count encoding are 
commonly used in ML [49]. In the one-hot encoding, each material 
category is represented as a binary vector with a length equal to the 
number of categories. The vector has only one element as 1 (also known 
as “hot” or “on”), which represents the corresponding category, and all 
other elements are 0 (also known as “cold” or “off”). The categorical 
variable “Material” with five categories/cardinality: BB, BT, TB, TT and 
SD can be represented as a binary vector using one-hot encoding, as 
shown in Fig. 7. With these additional encoded features, the total raw 
input features were increased from 8 to 12.

An anticipated limitation associated with employing one-hot 
encoding for features with a higher cardinality (>4) is the potential 
emergence of a high-dimensional feature space. This can subsequently 
lead to suboptimal model performance and high computational costs, as 
previously highlighted in [49]. To address this concern, an alternative 
approach, namely target encoding or mean encoding, was employed for 
both polymer and combined polymer-metallic alloy datasets. This 
method entails substituting each material category with the average of 
the target variable (log of cycles to failure) specific to that material 
category, as illustrated in Fig. 8. Notably, target encoding presents a 
more informative data representation compared to conventional one-hot 
encoding or ordinal encoding techniques [49]. Both encoding tech-
niques were applied only to the training data portion to circumvent 
data-leakage.

Fig. 3. Digital image analysis and void data collection.
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2.5. Pearson correlation coefficient (PCC)

Among the considered input features, some of them are highly 
correlated with each other which negatively impacts the performance of 
the model. Multicollinearity can cause problems when interpreting the 
regression coefficients because it becomes difficult to determine the 
independent effect of some input features on the output. The model may 
assign too much importance to the correlated input features, which may 
not be relevant to the fatigue life, or omit the importance of uncorrelated 
features to the fatigue life, resulting in poor performance. Correlated 
input features can also lead to increased computational complexity and 

training time due to the big values for the relevant coefficients. When 
any one of the features from the correlated pairs is removed, the model 
becomes simpler and easier to interpret, and the computational re-
sources needed for training are reduced. In this regard, the correlation 
coefficient between any two features (X1, X2) can be identified utilizing 
their covariance (cov (X1, X2)) and standard deviations (σX1, σX2), in the 
form of the Pearson correlation coefficient as follows: 

ρ(X1,X2) =
cov(X1,X2)

σX1σX2
(2) 

To understand the importance of the feature selection process, 

Fig. 4. Input and output features distribution of five epoxy polymers: (a) AR, (b) S, (c) L, (d), J, (e) A, (f) σmax (g) E, and (h) Log N.
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features that have a PCC higher than 0.7 were removed for developing 
the ML model with “selective” features.

2.6. Feature importance by random forest regression

Feature engineering helps to identify the key input features that 
contribute the most to the accuracy of the model. Feature importance 
scores of all input features were determined by random forest regression 
and the working flow of the algorithm is shown in Fig. 9. Random forest 
algorithm constructs multiple decision trees (Tree 1, Tree 2, …, Tree i) 

using randomly selected subsets of the data and features to reduce the 
correlation between the decision trees. During the construction of each 
tree, the algorithm determines the importance of each input feature by 
measuring how much the tree nodes that use this feature decrease the 
MSE in the fatigue life. After constructing all the trees, the importance 
scores of each feature are averaged across all trees to obtain the final 
feature importance rankings.

2.7. Extreme gradient boosting regression

The main backbone of the proposed framework is the XGBoost 
(eXtreme Gradient Boosting) regression algorithm which is trained with 
different strategies for predicting fatigue life. It is a popular and 
powerful learning algorithm that utilizes a distributed gradient-boosted 
decision tree framework for predictive modeling [50]. As illustrated in 
Fig. 10, it is an ensemble learning algorithm that works by iteratively 
building decision trees that correct the errors of the previous tree and 

Fig. 5. Applied maximum stress versus cycles to failure of additively manu-
factured AlSi10Mg alloys. Replotted from [23].

Fig. 6. SMOTE: (a) balancing the training data points among the materials, (b) distribution of AR and (c) distribution of S.

Fig. 7. One-hot encoding of epoxy polymer “Material” feature.
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can be regularized (αi) to avoid overfitting. The process involves 
dividing the dataset into multiple subsets and training simple decision 
trees on each subset, with each tree providing a prediction for a specific 
subset of the data. The predictions of these weak learners are then 
aggregated to produce a final strong learner with better-predicting 
performance and less error.

Additionally, to address the problem of “over-specialization” where 
the decision trees added in subsequent iterations have a limited 
contribution to the performance of the model, particularly in the case of 
unseen data, the “Dropouts meet Multiple Additive Regression Trees 
(DART)” method was utilized [51].

2.8. External loop cross-validation and hyperparameter tuning

Overfitting poses a common challenge in ML models, prompting the 
application of cross-validation (CV) methods to validate the model’s 
effectiveness [52]. As shown in Fig. 11, this research adopts the external 
loop, also referred to as nested cross-validation to overcome this chal-
lenge, as a technique to precisely anticipate model performance by 
synergizing the 5-fold outer and 3-fold inner loops. In the outer loop, 
model performance assessment unfolds through the partitioning of the 
dataset into a training set (80 %) and a distinct test set (20 %) via a 
stratified K-fold technique. The test dataset is only reserved for model 
performance evaluation without any preprocessing, while the training 
set (80 %) undergoes further division into diverse folds utilizing 3-fold 
cross-validation.

Within the inner loops, the hyperparameters such as maximum 
depth, learning rate, subsample, and the number of estimators were 
tuned with the “BayesSearchCV” algorithm [53]. The search space of 
these parameters along with the step size is provided in Table 2. This 
Bayesian optimization algorithm works by iteratively selecting hyper-
parameter configurations to evaluate based on a probabilistic model of 
the objective function’s behavior across the hyperparameter space. In 
this case, the objective function is to minimize the negative root mean 
squared error. This approach efficiently explores the hyperparameter 
space, often requiring fewer evaluations compared to exhaustive search 
methods like grid search or random search.

Subsequently, leveraging these refined hyperparameters, the model 
is trained on the entire training set and subsequently appraised against 
the initially reserved test set. Aggregation of performance metrics from 
these 5 different outer loop evaluations yields a more precise and robust 
estimation of the model’s ability to generalize. The average MSE and R2 

values of these five external loops are also reported to counter over-
fitting and establish a reliable evaluation framework for the ML models.

3. Results and discussion

3.1. Evaluation of ML framework for all epoxy polymers

To assess the influence of input feature selection, data standardiza-

Fig. 8. Working principle of a mean target encoding method (only for illustration purposes, not the actual data).

Fig. 9. General working flow of random forest algorithm.
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tion, and data encoding approaches on model performance, a set of eight 
distinct training strategies (E1, E2, E3, E4, E5, E6, E7 and E8) were 
constructed within this ML-based framework. ‘E’ refers to the input 
materials are all epoxy polymers (BB, BT, TB, TT and SD). The perfor-
mance metrics of the external-loop cross-validated model are provided 
in Table 3. The average R2 of the 5 outer loops with various training 
strategies varies between 0.38 and 0.44 with a high standard deviation. 
Although, one of the loops provides R2 of 0.79, the other loops resulted 
in very low R2 indicating the model is not robust. There is no clear ev-
idence of the influence of different training strategies on the model’s 
performance.

3.2. Evaluation of ML framework for metal alloys

Table 4 shows the performance metrics of the XGBoost model trained 
with a set of eight training strategies (M1, M2, M3, M4, M5, M6, M7 and 
M8) where ‘M’ refers to the input materials are two metal alloys (Alz and 
Alx). The average R2 of the 5 outer loops with various training strategies 
varies between 0.04 and 0.06 with a high standard deviation. Although, 
the best R2 is from 0.54 to 0.57, some of the loops resulted in negative 
R2. This poor estimation of the fatigue life was due to insufficient 
representative data points in every external loop.

3.3. Evaluation of ML framework for all epoxy materials and metal alloys

Table 5 lists the performance metrics of the XGboost model trained 
with eight different strategies (EM1, EM2, EM3, EM4, EM5, EM6, EM7 
and EM8) where ‘EM’ refers to the input materials consisting of all epoxy 

Fig. 10. General working flow of XGBoost algorithm.

Fig. 11. External loop cross-validation.

Table 2 
Search space for the hyperparameters.

Hyperparameters Search space Step size

Maximum depth 2–14 1
Learning rate 0.02–0.1 0.005
Subsample 0.5–0.7 0.05
Number of estimators 150–300 25

Table 3 
ML model based on epoxy materials data.

Training strategies Input features Standardization Encoding Average R2 Average MSE Best R2 Best MSE

E1 “all” ✓ one-hot 0.44 ± 0.22 0.379 ± 0.168 0.76 0.162
E2 “all” ✓ target 0.38 ± 0.31 0.410 ± 0.203 0.79 0.140
E3 “all” ⨯ one-hot 0.44 ± 0.21 0.376 ± 0.152 0.76 0.162
E4 “all” ⨯ target 0.40 ± 0.31 0.401 ± 0.218 0.79 0.140
E5 “selective” ✓ one-hot 0.39 ± 0.24 0.410 ± 0.180 0.78 0.152
E6 “selective” ✓ target 0.38 ± 0.31 0.410 ± 0.203 0.79 0.140
E7 “selective” ⨯ one-hot 0.41 ± 0.25 0.396 ± 0.182 0.78 0.152
E8 “selective” ⨯ target 0.40 ± 0.31 0.401 ± 0.218 0.79 0.140
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and metal alloys. EM7 (selective, standardized and one-hot encoded) 
exhibits better performance with an average R2 of 0.62 ± 0.17 than all 
other training strategies. The total number of data points was enhanced 
by combining the dataset of metals and polymers, leading to better 
prediction of the fatigue life than the model trained with only epoxy 
polymers or metal alloys. PINNs also handle minimal dataset [9], 
however it requires domain-specific knowledge and anti-overfitting 
measures due to the provided hard physical constraints.

3.4. Evaluation of ML framework for selective epoxy materials and all 
metal alloys

A set of eight different training strategies (SEM1, SEM2, SEM3, 
SEM4, SEM5, SEM6, SEM7 and SEM 8) were developed using a com-
bined dataset encompassing selective epoxy polymers (BT, TB and SD) 
and additively manufactured AlSi10Mg alloys (Alz and Alx) and the 
importance of input feature selection, data standardization and data 
encoding approaches on model performance was assessed. The R2 and 
MSE of the averaged loops and the best outer loop of the cross-validated 
model are provided in Table 6. Upon comprehensive comparison of the 
different training strategies, the XGBoost model, rooted in decision 
trees, exhibited less sensitivity to data standardization. The proposed ML 
framework demonstrates adeptness in handling input features with 
divergent scales, with or without resorting to standardization. In the 
context of data encoding techniques, predominantly one-hot encoding 
method yielded better performance than target encoding. When 
comparing the performance of models with all features and with selec-
tive features, the prior models have inferior performance. Overall, the 
SEM5 training strategy yielded a robust and best prediction (R2 = 0.71 

± 0.06) and their tuned hyperparameters for each loop are listed in 
Table 7. As compared with EM7 strategy (all epoxy and metal data), 
SEM5 provides a substantial improvement (14.5 %) in R2 due to the 
elimination of two epoxy materials with insufficient representative data 
points. Therefore, essential data points are very critical for the model to 
learn and evaluate. When SMOTE was not incorporated into the SEM5 
training strategy, the model performance significantly decreased (R2 =

0.54 ± 0.09) due to data imbalance.
Fig. 12a shows the feature importance score of the training data in 

SEM 5 using random forest regression. While applying PCC, certain 
input features (Young’s modulus, void jaggedness, void angle and Alx) 
are permanently removed due to high correlation whereas Alz was only 
incorporated in the second and fourth external cross-validation loops of 
the model. The loops having a higher score in applied maximum stress 
(σmax) evaluated the fatigue life better than others. Similarly, the 
importance of void features for the best model is ranked as size (S) >
location (L) > aspect ratio (AR). Due to one-hot encoding, most of the 

Table 4 
ML model based on all metal alloy data.

Training strategies Input features Standardization Encoding Average R2 Average MSE Best R2 Best MSE

M1 “all” ✓ one-hot 0.05 ± 0.39 0.173 ± 0.087 0.57 0.092
M2 “all” ✓ target 0.05 ± 0.39 0.173 ± 0.087 0.57 0.092
M3 “all” ⨯ one-hot 0.06 ± 0.39 0.168 ± 0.074 0.54 0.086
M4 “all” ⨯ target 0.06 ± 0.39 0.168 ± 0.074 0.54 0.086
M5 “selective” ✓ one-hot 0.04 ± 0.37 0.175 ± 0.084 0.56 0.106
M6 “selective” ✓ target 0.04 ± 0.37 0.175 ± 0.084 0.56 0.106
M7 “selective” ⨯ one-hot 0.06 ± 0.39 0.169 ± 0.075 0.54 0.086
M8 “selective” ⨯ target 0.06 ± 0.39 0.169 ± 0.075 0.54 0.086

Table 5 
ML model based on all epoxy materials and metal alloys data.

Training strategies Input features Standardization Encoding Average R2 Average MSE Best R2 Best MSE

EM1 “all” ✓ one-hot 0.54 ± 0.18 0.352 ± 0.089 0.74 0.263
EM2 “all” ✓ target 0.54 ± 0.14 0.352 ± 0.059 0.71 0.280
EM3 “all” ⨯ one-hot 0.54 ± 0.18 0.347 ± 0.089 0.74 0.259
EM4 “all” ⨯ target 0.55 ± 0.14 0.352 ± 0.060 0.71 0.272
EM5 “selective” ✓ one-hot 0.60 ± 0.17 0.301 ± 0.080 0.78 0.218
EM6 “selective” ✓ target 0.50 ± 0.20 0.382 ± 0.091 0.68 0.315
EM7 “selective” ⨯ one-hot 0.62 ± 0.17 0.290 ± 0.082 0.78 0.221
EM8 “selective” ⨯ target 0.49 ± 0.18 0.393 ± 0.085 0.68 0.329

Table 6 
ML model based on selective epoxy materials and metal alloys data.

Training strategies Input features Standardization Encoding Average R2 Average MSE Best R2 Best MSE

SEM1 “all” ✓ one-hot 0.49 ± 0.37 0.366 ± 0.185 0.76 0.190
SEM2 “all” ✓ target 0.49 ± 0.31 0.370 ± 0.145 0.72 0.227
SEM3 “all” ⨯ one-hot 0.52 ± 0.33 0.350 ± 0.164 0.76 0.192
SEM4 “all” ⨯ target 0.48 ± 0.38 0.373 ± 0.193 0.81 0.185
SEM5 “selective” ✓ one-hot 0.71 ± 0.06 0.227 ± 0.053 0.83 0.166
SEM6 “selective” ✓ target 0.61 ± 0.08 0.310 ± 0.062 0.74 0.227
SEM7 “selective” ⨯ one-hot 0.70 ± 0.07 0.240 ± 0.059 0.83 0.166
SEM8 “selective” ⨯ target 0.61 ± 0.08 0.310 ± 0.063 0.74 0.223

Table 7 
Tuned hyperparameters of SEM5 XGBoost model.

Tuned 
hyperparameters

Maximum 
depth

Learning 
rate

Subsample Number of 
estimators

Loop 1 8 0.045 0.65 200
Loop 2 3 0.07 0.65 200
Loop 3 12 0.05 0.65 200
Loop 4 8 0.095 0.5 275
Loop 5 4 0.06 0.6 275
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encoded data of materials (BT, TB, SD and Alz) was incorporated for 
better life estimation. Despite the relatively low importance score 
assigned to the material features, their inclusion in the model was 
strategic in improving the performance of the models trained with 
different classes of materials. Fig. 12b shows the experimental fatigue 
life (test data) versus the fatigue life estimated by the ML model for the 
five loops (L1, L2, L3, L4 and L5) in SEM5 strategy.

The void features were determined after fatigue failure, limiting the 
practical use of the developed model. One potential application is the 
development of machine learning (ML) aided S-N curves. As shown in 
Fig. 13, fatigue experimental data from specimens containing macro- 

voids are typically discarded when constructing the S-N curve. The 
developed model can estimate the fatigue life of these discarded speci-
mens as if they contained no voids. To demonstrate this, the void 
characteristic values of the discarded specimens were artificially 
reduced by a factor of 100, simulating nearly defect-free specimens. The 
SEM5 model was then used to estimate their fatigue life (represented by 
blue solid circles). The ML model’s estimated life almost coincides with 
the clean data. Although the specific ML model’s application is limited, 
the proposed framework can be readily extended to other engineering 
applications, such as predicting fatigue life based on different inputs like 
manufacturing variables, loading parameters, and material 
compositions.

The generalized ML framework refers to the proposed framework 
comprising different preprocessing steps and training strategies that can 
be applied to new materials and develop their corresponding models for 
making reliable predictions. While the developed model may require 
specific adjustments or re-training to accommodate the unique charac-
teristics of each material system, the proposed framework remains the 
same and easily adaptable. Even with similar input and output features, 
differences in data distributions across materials (e.g., Gaussian vs. non- 
Gaussian) would necessitate re-training the model to ensure accuracy 
and performance. For example, the distribution of metal alloy input 
features such as the applied maximum stress, void angle, void aspect 
ratio are different from the epoxy polymers, each material system 
require unique training (Table 3 and Table 4). This also implies that 
training on one material type (e.g., polymers) and testing on another (e. 
g., metal alloys) would be challenging, highlighting the scope for future 
work.

3.5. Data-leakage and overfitting issues

Table 8 summarizes recent research results from the literature on 
ML-based fatigue life prediction of various additively manufactured 
metal alloys and compares them with this research. Most of the ML 
models [20–22,25–31,41] have predicted fatigue life with R2 greater 
than 0.8 and some up to 0.98. Nevertheless, these over-optimistic 
findings could be related to data-leakage and overfitting. Data-leakage 
mainly occurs when the test data is reserved only after (1) data 

Fig. 12. SEM5: (a) feature importance score and (b) fatigue life estimation.

Fig. 13. ML-aided S-N curves.
Reproduced from [6].
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sampling/augmentation, (2) data standardization/normalization, (3) 
data encoding and (4) feature selection. A lack of clean separation be-
tween training and test datasets before any of the above data pre- 
processing steps enables the model to access the test dataset, leading it 
to learn the relationships between input features and the output [46]. 
Following this learning procedure, the model can predict the concerned 
test dataset with a high R2 but expected to fail when the specific dataset 
is changed. Additionally, there are studies [21,22,25,26,30,31] where 
no cross-validation was performed, which raises concerns about the 
overfitting of the model. Without cross-validation, the model may be 
overly tailored to the training data and may not perform well on unseen 
data. Although K-fold validation was performed in some cases, the 
generalizability of the model should be demonstrated with a more 
robust cross-validation method such as nested or external loop cross- 
validation. In a few studies, the test portion was either low (<20 %) 
[22,25,27,29,30] or not properly mentioned [27,28].

To further examine the data-leakage and overfitting issues, the ML 
model was intentionally trained with different data-leakages using 
SEM5 training strategy (3 epoxies + 2 metals alloys data, selective input 
features, standardized data and one-hot encoding) but with HV cross- 
validation. The R2 values of the model are presented in Fig. 14. When 
data standardization (2), data encoding (3) and feature selection (4) 
were performed before the training and test data partitioning, there was 
no evidence of the data-leakage. The ML model trained with all leakages 
(1234) or only with data sampling leakage (1) shows similar R2 values 
which is higher than the model trained with no data-leakage. This 
finding is only applicable for the XGBoost (tree-based ensemble) model 
trained with SMOTE augmented, minimal dataset. It is imperative to 
develop a robust machine learning framework for minimal datasets that 
addresses these issues and ensures reliable predictive performance 
across varied datasets.

Table 8 
State of the art in ML-based fatigue life of materials.

Ref. Year Material Data-leakage 
source

ML 
model

Total samples Test 
portion

R2(on the test portion)

HV K- 
fold

LOOCV NCV

[27] 2021 Inconel 718 2 LR 28 ? 0.71* ¡ ¡ ¡

SVR 0.71*
KRR 0.64*

[42] 2021 Ti-6Al-4 V 1 KNN 10 20 % ¡ 0.968 ¡ ¡

SVR 0.994
[26] 2022 Ti-6Al-4 V 1, 2 ANN 32,800 15 % 0.971 ¡ ¡ ¡

[23] 2022 AlSi10Mg 2 XGBoost 27 5 % 0.95* ¡ ¡ ¡

[22] 2022 AlSi10Mg 2 RFR 89 20 % 0.874 ¡ ¡ ¡

SVR 0.927
[9] 2022 AlSi10Mg ? ANN 12 20 % ¡ 0.322 ¡ ¡

PINN 0.591
[32] 2023 AlSi10Mg 1,2,4 ANN 1217 25 % 0.957 ¡ ¡ ¡

RFR 0.989
SVR 0.916

[21] 2023 Ti-6Al-4 V 2 ANN 29 31 % ¡ ¡ 0.848 ¡

RFR 0.827
SVR 0.807

[30] 2023 Ti alloy 3 Auto Glon 2492 10 % ¡ 0.896 ¡ ¡

RF 0.889
SVR 0.848

[31] 2023 GCr15 steel 1,2 ANN 110 10 % 0.848 ¡ ¡ ¡

PINN 0.943 ¡

SVR ¡ 0.823
[29] 2024 Hastealloy X ? DNN 85 25 % 0.933 ¡ − ¡

SVR 85 20 % − 0.928
[28] 2024 Six Ti alloys 2,4 Multi 

GAT
571 9 % ¡ 0.904 ¡ ¡

Auto Glon 1690 ? 0.919
RF 1690 ? 0.855

Our 
work

2024 Three epoxies (BT, TB and SD) & 
AlSi10Mg

No XGBoost 12 to 27 per 
material

20 % ¡ ¡ ¡ 0.71 ±
0.06

1: Data sampling, 2: Data standardization/normalization, 3: Data encoding and 4: Feature selection.
?: No clear information has been provided.
*: R2 on the training and test portion.
HV (Holdout-Validation): This method involves a single data division process where the dataset is split into test and training portions. The model is trained on the 
training data and evaluated on the test data.
K-fold Cross-Validation: Like holdout validation, but with an added step for optimizing hyperparameters. The training portion is further divided into different folds, 
and the model is trained and evaluated multiple times on different combinations of folds to find the optimal hyperparameters.
LOOCV (Leave-One-Out Cross-Validation): This technique splits a dataset into a training and a testing portion, using all but one observation as part of the training 
portion. It is repeated n (total number of observations) leaving out a different observation from the training portion each time.
NCV (Nested or External Loop Cross-Validation): This approach extends cross-validation by incorporating multiple data division processes to ensure thorough 
evaluation. The dataset is divided into test and training portions multiple times, covering all samples as the test set at least once. Within each iteration, the training 
portion is further divided into folds for hyperparameter optimization, resulting in a more robust model assessment.
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4. Conclusions

In the present work, the raw data of void features from the fatigue 
failure surface of five distinct epoxy materials were collected and an ML 
framework-based extreme gradient boosting algorithm was developed 
to estimate fatigue life. Further, the framework was extended to evaluate 
the fatigue life of additively manufactured AlSi10Mg alloy. Several 
training strategies were developed to improve the model’s accuracy and 
generalization and the following conclusions are derived:

1. The proposed ML framework can predict the fatigue life of selective 
epoxy polymers and metal alloys using a minimal dataset. Void size, 
location and aspect ratio are identified as the critical void parameters 
that reduce the fatigue life of the specimen as compared to void angle 
and jaggedness.

2. Data plays a crucial role in accurately predicting fatigue life. Espe-
cially, in a combined dataset of different materials, there should be 
enough representative data in each material category for the model 
to learn well.

3. While data standardization plays an insignificant role, data sampling 
through SMOTE, feature reduction and one-hot encoding emerge as 
important pre-processing steps for enhancing the model’s overall 
performance.

4. Data-leakage and overfitting are serious issues in applied ML, and 
they are overlooked in recent studies; Data-leakage can occur via 
data sampling, data standardization, data encoding and feature se-
lection that should be addressed for building a robust and general-
ized ML model. Data sampling (SMOTE) is identified as the main 
source of the data-leakage for the XGBoost model; therefore, data 
sampling should be performed only on the training dataset.
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