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ABSTRACT
As algorithms are increasingly augmenting and substituting human
decision-making, understanding how the introduction of computa-
tional agents changes the fundamentals of human behavior becomes
vital. This pertains to not only users, but also those parties who
face the consequences of an algorithmic decision. In a controlled
experiment with 480 participants, we exploit an extended version
of two-player ultimatum bargaining where responders choose to
bargain with either another human, another human with an AI de-
cision aid or an autonomous AI-system acting on behalf of a passive
human proposer. Our results show strong responder preferences
against the algorithm, as most responders opt for a human oppo-
nent and demand higher compensation to reach a contract with
autonomous agents. To map these preferences to economic expec-
tations, we elicit incentivized subject beliefs about their opponent’s
behavior. Themajority of responders maximize their expected value
when this is line with approaching the human proposer. In contrast,
responders predicting income maximization for the autonomous
AI-system overwhelmingly override economic self-interest to avoid
the algorithm.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI;
User studies; Empirical studies in collaborative and social computing;
• Applied computing→ Economics; Psychology.
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1 INTRODUCTION
Many modern economic bargaining environments are experiencing
a surge in decision-making based on artificial intelligence (AI). In
consumer markets, algorithms determine the allocation of scarce
goods through differential pricing [27, 29, 36, 37, 72, 73], automate fi-
nancial transactions like credit-score loaning [107, 138, 151, 164] or
trading [19, 32, 43, 74, 110], augment decision processes in credence
goods markets [96], and are primed to autonomously act in a vari-
ety of online auction processes such as selling used goods [85, 130].
In organizations, AI-technologies can be leveraged to monitor, rate
and reward employees [95], determine who gets hired [100, 109],
and must function within interdisciplinary team environments that
involve everyday negotiations such as allocating workloads [10, 70].
On a societal scale, AI might assist in driving tax policies [167] or
judicial outcomes, thereby interfering in fundamental democratic
negotiations between different civil factions.

To operate across such a vast, heterogeneous spectrum of bar-
gaining scenarios, AI-systems need to be able to anticipate human
behavior, learn from it, and react accordingly. This also entails an
understanding of how the introduction of AI-systems will influence
traditional decision patterns. Consequently, there has been a lot of
behavioral research focusing on how humans make use of or rely
algorithmic and AI-systems [42, 46, 114], or cooperate with them
[41, 66, 117, 149, 168]. In many bargaining situations, however, peo-
ple are not users or collaborators, but competitors, or simply the
ones affected by the machine’s decision. Rather than functioning as
uni-dimensional decision aids, AI-systems are embedded in multidi-
mensional human-human interactions where different stakeholders
might assign them completely different roles.

For example, pricing algorithms essentially function as bargain-
ing entities that largely substitute price-setting by the seller, and
require the consumer to engage into economic negotiation with the
system. When determining a price, the algorithm basically derives
a take-it-or-leave-it offer about how to split the benefits of a trans-
action for a particular product, and the consumer either agrees to
purchase the product, or rejects the bargain to go to a competitor.
For example, consider an apple with production costs of $0.1, a
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price of $1.5, and a consumer with a willingness to pay of $2. Here,
the price functions as an initial negotiation offer whereby the seller
secures a profit of $1.4 and the consumer retains additional $0.5 for
other purchases. While primarily an economic conflict, it also en-
tails a whole host of social considerations like distributive fairness
or assertiveness, which exert different influence depending on the
nature of the seller [83, 133, 137, 143]. Similar arguments can be
made for automatic credit scoring, algorithmic hiring or evaluating
and compensating employees. People without access to a system
engage in economic bargaining with an algorithm, whereas a few
years ago, they would have interacted with a human [129].

All these situations involve complex social dilemmas, which
humans have been surprisingly good at managing. Rather than
relying on purely pecuniary motives, humans have developed social
skills and norms that consistently outperform game-theoretical
expectations [56, 57, 80, 152]. We care about other people’s payoff,
broadly agree on context-dependent distributional norms like the
50/50-rule, reciprocate actions that signal trust, and feel obligated
to fulfill responsibilities within teams [5, 6, 53].

To date, it is unclear if, and to what extent, these fundamentals
of human behavior translate into human-algorithm interactions.
Specifically, we have little data on how the introduction of algo-
rithmic systems alters human beliefs, human needs and human
behavior in general. These questions are of major importance, not
only for the design of algorithmic systems, but more generally the
desirability of and requirements towards their installation [135].
Going back to the pricing algorithm example, it has long been es-
tablished that consumers’ perceptions and acceptance of prices
are partially dependent on distributional preferences towards the
seller, i.e. the relation between consumer and producer surplus
[89, 159]. We argue that these attitudes will likely change with
the introduction of pricing algorithms. Indeed, first evidence of
human-algorithmic interactions suggests that social concerns do
change in comparison to purely human contexts, as people appear
to be less emotionally involved [2, 121] and more demanding [52],
both of which can hurt economic and social outcomes.

In light of the pervasiveness of bargaining algorithms in today’s
economies, this article aims to make a general contribution on
the role of economic reasoning as a fundamental behavioral dri-
ver in human-algorithm interactions. By exploiting the controlled,
abstract environment of an economic game, we aim to quantify
human preferences for AI-systems in a decision context that entails
economic stakes, and compare those preferences to an individ-
ual’s economic self-interest. While AI-systems have the potential
to increase market efficiency and economic welfare through im-
proved predictions, these positive effects can only unfold in so far
as the individual market actors (i) recognize that potential and (ii)
subsequently engage with them. Disentangling economic motives
from social motives derives causal evidence about the hurdles of
AI-systems within bargaining environments and points towards
potential structural changes in economic behavior. We therefore
experimentally quantify human behavior when interacting with
agents that embody varying degrees of AI-system agency to answer
the following three research questions:

RQ1: Do humans self-select into specific interactions depend-
ing on an AI-system’s autonomy?

RQ2: Are human preferences for or against AI-systems ex-
plained by economic expectations?

RQ3: Does the introduction of AI-systems into a bargaining
environment affect overall economic welfare?

We exploit the controlled environment of an extended two-player
ultimatum bargaining game. Ultimatum bargaining is commonly
used to represent a wide range of competitive economic negotiating
settings like price setting, employment negotiations or auctions.
Two players bargain over a sum of money. Player one – the pro-
poser – initially makes an offer on how to split that sum. Player two
– the responder – either accepts or rejects that offer. If the offer is
rejected, both receive nothing, if the responder accepts, the money
is allocated according to the proposer’s offer. The abstract nature of
this task allows us to infer insights about a variety of mechanisms
relevant to different societal actors. For example, RQ1 might refer
to a managerial dilemma where an organization decides on inte-
grating algorithmic systems into their decision-making procedures.
Employee preferences for or against AI-systems e.g. in evaluating
job performance or hiring decisions can directly influence the sys-
tem’s effectiveness [20, 94, 102, 158]. Within a market environment,
consumer preferences towards e.g. algorithmic pricing [22, 111, 159]
relate to their purchasing choices, a firm’s competitiveness, prof-
its, overall economic efficiency, and consumer welfare. RQ2 is of
primary interest for theory building and predicting human behav-
ior – a primary function of many real-world AI-systems –, while
also allowing organizations to generate more precise cost bene-
fit estimations. Finally, RQ3 is relevant to regulators that aim for
policies that increase overall economic welfare. If, for example, the
introduction of AI-systems changes human reciprocal tendencies,
a naive real-world implementation could decrease cooperation and
hurt society at large. While the external validity of experimental
research partially hinges on the assumption that human behavior
does not systematically vary (too much) between the research en-
vironment and the outside world [108], there is a vast literature
documenting the predictive power of abstract experimental find-
ings for real-world decisions [14, 30, 35, 60, 71, 78, 92, 104, 156],
although there can be experimentally unobserved confounds [62].
The ultimatum game specifically has been demonstrated to have
high external validity outside the laboratory [68].

In our extended version of the ultimatum game, we first gauge
human preferences for or against AI-systems with varying decision
autonomy by letting responders choose to either bargain with a hu-
man, a human endowed with an AI decision aid, or an autonomous
AI-system. Second, we map these preferences to economic expecta-
tions by eliciting incentivized responders beliefs about the behavior
of each proposer type. In comparing responder beliefs, approach
decisions and subsequent bargaining, we test whether human pref-
erences for or against certain proposer types are rooted in economic
concerns. This also allows us to directly infer whether behavioral
patterns induced by the AI-systems are caused by social, human
factors or merely reflect economic self-interest. Third, we elicit
proposer beliefs towards responder behavior, analyzing whether
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humans are able to anticipate potential behavioral changes induced
by AI-systems. Finally, we compare aggregated responder and pro-
poser behavior to draw inferences for economic welfare and market
efficiency.

Our results show strong responder preferences against bargain-
ing with an autonomous AI-system. This pattern cannot be ex-
plained by economic reasoning. Responders are more likely to ex-
pect the autonomousAI-system tomaximize their income compared
to both human proposer types. However, only a small minority of
those subjects actually opt for interacting with the autonomous
system. In contrast, the majority of responders who expect the
human proposer to maximize their economic returns subsequently
also choose to approach the human. Results for the human pro-
poser supported by an AI decision aid fall squarely between the two
poles. Furthermore, responders who do approach the autonomous
AI-system ask for significantly higher compensation, reducing the
share of successful interactions and thereby hurting overall eco-
nomic welfare. These results provide strong evidence that humans
are not only averse towards interacting with algorithmic systems,
but that these aversions are grounded in fundamentally social fac-
tors which override economic self-interest. Thus, the introduction
of algorithmic systems cannot simply be managed through mone-
tary incentive schemes or the promise of efficiency gains. Rather,
they introduce a fundamental shift in human decision-making, al-
tering the motives for certain behavior and creating severe obstacles
for real-life implementation.1

2 RELATEDWORK
This article broadly relates to prior work about the effects of algo-
rithms, AI-systems and machines on human behavior in social or
strategic settings. Building on early experimental work within the
computers are social actors (CASA) paradigm [123], a lot of research
has shown that humans tend to treat machine actors as social agents
by e.g. ascribing stereotypes [12, 87, 147], reacting to social cues
[3, 44, 45], being triggered into social conformity [79, 139] or acting
reciprocal [59, 93]. Yet, people also regularly demonstrate substan-
tially less emotional involvement as well as lower social concerns
when interacting with artificial agents. Both, behavioral data from
economic games [1, 112, 121, 142, 148] and neurophysiological stud-
ies [34, 140, 154] point to fundamentally different social processes
underlying human responses to artificial agents. Often, these ten-
dencies exhibit substantial economic upside as people appear to act
more rational and thereby increase cooperation [140] and market
efficiency [119] or decrease the probability of herd behavior and
bubbles [54]. Specifically in strategic settings, machine actors have
been shown to increase cooperation in the prisoner’s dilemma [84],
group formation games [146] or bargaining [51, 86]. However, in
domains where social norms regularly increase efficiency, machine
actors often worsen outcomes. For example, humans are more likely
to cheat when interacting with machines [39], cooperate less in
public good games [161], and feel less remorse when exploiting
machines [121]. Specifically in ultimatum bargaining, evidence sug-
gests that computer players strongly reduce the impact of social

1We provide all data as well as screenshots from the experiment including the
instructions via the following online repository: https://osf.io/7r486/?view_only=
0e722d5e4e9748c2b30a380f63cc2659

concerns on behavior [13, 140, 154]. This effect appears to vanish
once machines play on behalf of humans who still experience the
economic consequences of the bargain. In such cases, people be-
come more demanding of the machine, in particular when they
experience feelings of unfairness [52]. Thus, overall, the experi-
mental evidence points to a reduction in pro-social behavior as
well as decreased importance of social norms in human-machine
interactions. Still, a lot of ambiguity is left concerning the specific
motives behind these changes, and human reactions are heavily
context dependent. As illustrated for ultimatum bargaining, ma-
chines might provoke completely different reactions once they do
not exist in an experimental vacuum, but take on the role of an eco-
nomic agent that produces real consequences. Moreover, whether
increases in economic rationality and self-interested behavior are
caused by a lack of social motives, or different expectations re-
garding other players’ decisions, remains completely open. Indeed,
much experimental research uses computer players to induce ratio-
nal expectations in human players. Therefore, behavioral changes
might well be driven by changes in expectations, rather than the
crowding-out of social concerns (see e.g. March (2021) [119] for an
overview).

This article also contributes to the literature about what we call
the avoidance of algorithmic and machine decision entities. There is
growing evidence that in moral, social and subjective domains, hu-
mans judge machines to be largely unfit decision-makers. Bigman
and Gray (2018) document that human aversions towards moral
decisions by machines are consistent across a variety of social do-
mains and in part caused by a perceived lack of mind [18]. Similar
behavioral patterns have been observed for delegation in moral
domains [63], subjective tasks [33], morally controversial invest-
ments [125], moral dilemmas and autonomous driving [48, 162],
managerial [106] or medical decision-making [116]. Yet, when tasks
are more objective [33, 106], humans lack expertise [114], humans
retain some agency [47], humans and machines share some com-
mon rationale [144] or after prior exposure [99], people might also
prefer or at least accept machine decision making. Particularly for
strategic environments that combine mechanistic, rational game-
theoretical expectations with social concerns, the literature thus
does not provide any straightforward predictions.

We therefore provide three essential elements that add to the
different strands of literature. One, we quantify aversions towards
AI-systems with varying degrees of autonomy in a strategic envi-
ronment that engenders bothmonetary self-interest as well as social
concerns and beliefs. Second, we isolate the effect of economic self-
interest by eliciting incentivized subject beliefs and thus provide
counterfactual data on whether peoples preferences towards AI-
Systems are economically or socially motivated. This also relates
to the broader point about which fundamental drivers of behavior
guide human decision-making in human-machine interactions. We
do not measure specific social motives that might otherwise ex-
plain behavior. However, we do provide an exploratory qualitative
analysis that reveals several potential non-pecuniary concerns to
guide future research. Third, we measure whether those people
who self-select into different bargaining situations subsequently
also make different choices, and how these translate into overall
welfare outcomes.

https://osf.io/7r486/?view_only=0e722d5e4e9748c2b30a380f63cc2659
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3 EXPERIMENTAL DESIGN
Our experimental setup comprises three main decision stages. Sub-
jects first indicate incentivized beliefs about their opponents behav-
ior using the binarized scoring rule (BSR) [82]. Responders then
decide which proposer to approach, and continue with the ultima-
tum bargaining. Proposers immediately proceed to the bargaining
stage.

The experiment was conducted using the online platform Pro-
lific2 and accessible to native English speakers with a minimum
approval rate of 90. We initially aimed for a total of 500 participants
and finished with a sample of 480 (289 responders, 191 proposers)
subjects due to attrition. We first gathered all responder obser-
vations, then the proposer observations, and later matched them
randomly to determine payoffs.

Throughout the experiment, we used "Coins" as an experimen-
tal currency unit. Coins were later converted into Pound ster-
ling, with a conversion rate of 1 Coin = 0.01£. Subjects earned
a base payment of 1£ with a maximum bonus payment of ad-
ditional 7.5£. The average proposer earned 4.9£ ($6.8) in about
17 minutes (17.3£/h), the average responder earned 4.8£ ($6.7) in
about 20 minutes (14.4£/h). We provide screenshots of our experi-
ment and the original instructions via the online repository (https:
//osf.io/7r486/?view_only=0e722d5e4e9748c2b30a380f63cc2659).

3.1 Ultimatum Game
The experimental design builds on the well-established ultimatum
bargaining game from experimental economics [69], where it is
widely used to analyze the tension between self-interested and
pro-social decision-making. It is a core paradigm for a large and
diverse field of behavioral social sciences. These include, among
others, economics and game theory, psychology, evolutionary the-
ory, biology or neuroscience [67, 152]. Its explanatory power for
the role emotions, psychology or social concerns play in real-life
negotiations has been validated across decades of research and
numerous different cultures, occasionally highlighting how societal
norms and identities outside WEIRD countries [77] change indi-
vidual reactions toward unequal outcomes and social expectations
regarding fairness and reciprocal behavior [64, 75, 76]. Yet, many
core findings, such as the overwhelming rejection of highly unequal
offers downward 20% of the pie, replicate almost anywhere, any-
time. The clear differentiation between pure economic interest that
can be mathematically derived and social concerns, in combination
with its simplicity and transparency, make ultimatum bargaining
an ideal framework to isolate the effect of economic rationale on
social behavior. For example, prior studies from Neuroscience have
examined human brain responses to unequal or unfair offers, es-
tablishing differential activation depending on the unfairness of an
offer and, sometimes, the recipient. Bargaining with a computer or
a random move elicits weaker, less emotional affective responses
[50, 140, 155, 163]. Specific social motives that have been linked
to decisions in the ultimatum game include reciprocity [90, 124]
assertiveness [160], personality traits [166], Social Value Orienta-
tion [91], fairness concerns [127, 136], retaliation [25], or social
comparison [21]. This heterogeneity within the vast literature on
ultimatum bargaining reflects both the richness and complexity
2https://www.prolific.co

of a framework whose implications reach beyond negotiation into
foundational matters of decision-making and rationality.

A proposer X offers the responder Y a certain fraction of a pie
with size p. The proposer keeps x and the responder receives y,
where x ,y ≥ 0 and x +y = p. The responder decides on a minimum
offer z, where z ≥ 0, and accepts the proposal by the proposer when
the minimum offer is met by the proposer, i.e. ify ≥ z and (x ,y) = 1.
In case the minimum offer is not met by the proposer offer, i.e. if
z > y, the responder rejects the offer and (x ,y) = 0. Payoffs are
determined by δ (x ,y)x and δ (x ,y)y, i.e. if the responder Y rejects
the offer, both earn nothing.

Solving the game solely based on pecuniary outcomes in a one-
shot interaction without reputation implies that responderY should
accept all positive offers, which gives δ (x ,y) = 1 for y > 0. This fol-
lows the rationale that receiving something is better than receiving
nothing.3 Proposer X anticipates this, and consequently offers the
minimal positive amount, leaving X with almost the whole pie p
and Y little more than nothing.

In this experiment, we implement the strategy method variant of
the ultimatum game. Responders independently indicate the mini-
mum offer they are still willing to accept from the proposer. If the
proposer’s offer satisfies the responder’s minimum offer, the money
is split according to the proposer’s offer. If the offer is lower, both
players receive nothing. Following Trautmann and van de Kuilen
(2015), instead of making an offer from a continuous action set, pro-
posers and responders choose one of six potential Allocations (see
Table 1) [150]. For example, if the proposer offered Allocation 2, and
the responder chose Allocation 4 as a minimum offer, both would
receive nothing. If the responder chose Allocation 2 as a minimum
offer, and the proposer offered Allocation 4, the money would be
split according to Allocation 4. Overall welfare increases with the
share of successful interactions, irrespective of the specific distribu-
tion of economic gains. That is because each rejection leaves both
players with an income of zero. Following the example from the
introduction, selling the apple at a price of $2.50 as opposed to $1.50
would lead to a failed negotiation where the customer (willingness
to pay: $2) does not buy the apple. Any price equal or below $2
would instead lead to a successful trade, thereby adding to overall
economic welfare. At a price point of $2, the seller (i.e. proposer)
exactly matches the minimum offer the customer (i.e. responder) is
still willing to accept. This maximizes proposer welfare, but both
players experience net-gains.

3.2 Approach Decision and Proposer Types
In our design, instead of being assigned to a specific opponent,
responders choose autonomously which proposer type to approach.
Hence, we observe self-selection behavior. This allows us to capture
real-life analogous scenarios where competing entities implement
solutions with varying degrees of AI autonomy and private actors
like consumers or employees reveal their a priory preferences with-
out preceding exposure. It thus also gives us a sense of potential
market barriers to new AI technologies that are not already widely
disseminated throughout industries.
3While this is the weakly dominant strategy for Y , all distributions (x, y) can be es-
tablished as equilibrium outcomes. For multiple equilibria consider a certain threshold
ȳ for acceptance by the responder Y , such that [(x, y), δ (x̃, ỹ) = 1] if ỹ ≥ y and
δ (x̃, ỹ) = 0 otherwise.

https://osf.io/7r486/?view_only=0e722d5e4e9748c2b30a380f63cc2659
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Allocation 1 Allocation 2 Allocation 3 Allocation 4 Allocation 5 Allocation 6

Proposer 500 400 300 200 100 0
Responder 0 100 200 300 400 500

Table 1: Set of allocations in the ultimatum game.

Responders choose between (1) a human proposer, (2) a human
proposer with a supporting AI-system or (3) a passive human sub-
stituted by an autonomous AI-system. If responders opt for (1), the
ensuing bargaining replicates the well researched human-human
interaction. However, being embedded in a market context where
AI-systems replace human agents might alter standard beliefs and
behaviors as observed in purely human interactions. For (2) and (3),
responders and proposers receive the same description for the AI-
system: The AI-system (Machine-Learning) was trained using prior
interactions of comparable bargaining situations and participant per-
sonality data. Thus, subjects received some basic insights about the
system, while not being overloaded with process-related informa-
tion. This ensured a straightforward decision environment without
confounds relating to the effects of technical details, degrees of in-
terpretability or cognitive overload [81, 115]. In referring to partici-
pant personality data, we wanted to avoid perceptions of triviality
or incompetency relating to the AI-system (see also section 3.4).
While it is likely that human perceptions about the sophistication
of an AI-system moderate behavior in economic decision contexts,
such an analysis lies beyond the scope of this study. In real-world
interactions, we argue that most people will ascribe some basic
competency to AI-systems [e.g. 7, 88, 98, 118, 128, 145, 157, 165] –
if only because there are almost no situations where it would be in
a person’s interest to install a malfunctioning algorithm.

Responders who were assigned role (2) and had the option to
use the AI decision aid were allowed to inquire the system by
submitting each of the six possible allocations. The system then
provided proposers with two probabilities: (1) the likelihood that
the allocation would be rejected and (2) the likelihood that the
allocation was the expected-value-maximizing offer. We used a rule-
based system based on the real probabilities from the responder
sample to ensure the system’s usefulness.4

When deployed as an autonomous AI-system in (3), the AI-
system always chose the expected value maximizing offer (Alloca-
tion 3). Since responders did not receive feedback about the pro-
poser’s offer until the experiment was completed, this decision
has no influence on responder behavior. It does maximize aver-
age overall income, which we judged to be the fairest outcome.
Choosing the offer that maximizes expected proposer income is
also the most realistic scenario, particularly within competitive
market environments.

4Allocation 1: probability of rejection = 96.4%, probability of expected income maxi-
mization: 3.6%; Allocation 2: probability of rejection = 73%, probability of expected
income maximization: 23.4%; Allocation 3: probability of rejection = 13.5%, probabil-
ity of expected income maximization: 59.5%; Allocation 4: probability of rejection =
2.7%, probability of expected income maximization: 10.8%; Allocation 5: probability
of rejection = 0.9%, probability of expected income maximization: 1.8%; Allocation 6:
probability of rejection = 0%, probability of expected income maximization: 0.9%;

3.3 Belief Elicitation – Binarized Scoring Rule
One key aspect of our design is the differentiation between eco-
nomic and social motives. To capture subjects’ economic expecta-
tions regarding the three proposer types, we elicit their beliefs using
the BSR. The BSR is a modification of the quadratic scoring rule that
is independent of an agent’s risk preferences. It is designed such
that revealing once true beliefs about another player’s behavior
maximizes the probability to earn a fixed reward. In our implemen-
tation, the fixed reward amounts to 250 Coins. Subjects indicate
their beliefs about their opponents behavior for a pre-determined
set of conditions. Responders always indicate their belief that the
offer from a given proposer satisfies a given Allocation. Proposers
indicate their belief that the responder’s minimum offer satisfies a
given Allocation.

Row No. Probability of reward if Responder accepts
Allocation #

Probability of reward if Responder rejects
Allocation #

1 1.0000 0.0000
2 0.9975 0.0975
3 0.9900 0.1900
4 0.9775 0.2775
5 0.9600 0.3600
6 0.9375 0.4375
7 0.9100 0.5100
8 0.8775 0.5775
9 0.8400 0.6400
10 0.7975 0.6975
11 0.7500 0.7500
12 0.6975 0.7975
13 0.6400 0.8400
14 0.5775 0.8775
15 0.5100 0.9100
16 0.4375 0.9375
17 0.3600 0.9600
18 0.2775 0.9775
19 0.1900 0.9900
20 0.0975 0.9975
21 0.0000 1.0000

Table 2: Proposer Decision table

Subjects receive the fixed reward if their realized score is smaller
than a number drawn from a uniform distribution [0,1]. To de-
termine the score, we implement the following loss functions for
responders: (1−p)2 ify ≤ z and p2 ify > z, withy being the respon-
der payoff specified by the respective allocation, z being the income
according to the proposer offer, and p giving the probability that
the proposer offer satisfies the responder demand. For proposers,
we use (1 − p)2 if z ≥ x and p2 if z < x as the loss function.

Recall that responders receive the fixed reward when the ran-
domly drawn number is greater than the score equivalent to the
loss calculated. Thus, the reward is received with a probability
1 − (1 − p)2 if y ≤ z and 1 − p2 if y > z.

Responders make eighteen decisions in total – one for each pos-
sible allocation and proposer type. This later allows us to compare
their expectations regarding the different proposer types. Respon-
ders learn that at the end of the experiment, the computer randomly
draws one of the eighteen scenarios to determine their payoff. Thus,
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they know that each decisionmight be the one determiningwhether
they receive the bonus of 250 Coins.

Instead of directly reporting their subjective probabilities, sub-
jects choose one of 21 rows in a scoring table that calculates the
respective probabilities for values of p ∈ [0, 0.05, ..., 0.95, 1] (see
example Table 2). Consider a clairvoyant responder who is asked to
state a probability that a certain proposer’s offer meets a minimum
offer of 100 Coins (Allocation 2). In order to maximize the probabil-
ity to receive the fixed reward, the clairvoyant responder should
choose row one because it guarantees the reward. Choosing e.g. row
six only yields a probability of 93.75%. However, if the responder
weren’t clairvoyant, row six would also set a probability of 43.75% if
the proposer’s offer turned out to be lower than the minimum offer
of 100 Coins (Allocation 2), which is a lot better than the probability
of 0 as determined by the first row in case of rejection. Accordingly,
choosing a row in the middle indicates uncertainty about whether
a specific proposer type will meet the respective allocation as it
gives a fair chance to earn the fixed bonus for both possibilities.
Choosing a high row number indicates relative certainty that a
specific proposer type will not meet the respective allocation. Over-
all, consistent beliefs should move from lower rows for allocations
indicating a greater share of the pie for proposers to higher rows
for allocations indicating a greater share of the pie for responders.
Conditional on the proposer type for a specific allocation, higher
row numbers indicate that responders believe this proposer to be
less likely to met the respective minimum offer and thus being less
generous.

Proposers also indicate their beliefs for the eighteen scenarios –
one for each possible combination of allocation and proposer type.
They only learn their specific proposer type after the belief elicita-
tion stage. Thus, at the belief elicitation stage, each of the eighteen
decisions might be the one determining the probability of receiving
the fixed reward. Equivalent to responders, proposers state for each
scenario their subjective likelihood that the responder’s minimum
offer at least equals the scenario’s proposer offer. Thus, proposer
beliefs should tend to diametrically oppose responder beliefs.

3.4 Procedure
Upon voluntary enrollment, responders first completed a simple
attention check and completed the Social Value Orientation (SVO)
Questionnaire [122], the negative reciprocity sub-scale from Pe-
rugini et al. [132] as well as a battery of demographic questions.
We gathered personal data at the beginning of the experiment to
allow for more sophisticated AI-system perceptions. Without any
additional information, subjects might have thought the system to
be trivial and therefore exhibit behavioral patterns that lie beyond
our main analysis. Since both the SVO orientation and the negative
reciprocity scale have been empirically connected to ultimatum
bargaining [17, 24, 91], we expect participants to recognize them
as meaningful. This was confirmed by the post-experimental ques-
tionnaire, where over 85% of subjects agreed (6% disagreed) that
"the information stated at the beginning of this task say something
about me as a person" on a seven point Likert-scale.

Responders then proceeded to the ultimatum game instructions,
after which they had two trials to answer three comprehension
questions correctly. Those who failed both trials were prevented

from proceeding with the study. Next, responders read through
the belief elicitation instructions. Again, they had to answer two
comprehension questions within two trials in order to proceed to
the main experiment. We opted for this strict selection mechanism
because mathematical belief elicitation schemes necessitate a care-
ful reading of the instructions due to their inherent complexity.
This is particularly important for online environments, since those
can suffer from a lack of subject attention [61].

In the main experiment, responders first learned their role and
subsequently indicated their beliefs for all 18 scenarios using the
scoring table. After a short reminder screen, responders proceeded
to the approach decision. After choosing between the three proposer
types, they indicated the minimum allocation they were still willing
to accept from the priorly selected proposer, and finally completed
the post-experimental questionnaire. Subjects were only informed
about the proposer offer after the experiment was completed, and
did not receive feedback during the belief elicitation stage.

Proposers completed a similar, albeit shorter experimental pro-
cedure. After enrollment, they immediately proceeded with the
instructions for the ultimatum game and the belief elicitation. Like
responders, they had to pass the two blocks of comprehension ques-
tions. Following this, they learned about their proposer role, but
not the specific proposer type. We did that to ensure that every one
of the eighteen belief scenarios could be the one determining their
final bonus and therefore guarantee incentive-compatibility.

Proposers then indicated eighteen beliefs, learned about their
type, and chose their offer. Finally, proposers completed a short post-
experimental questionnaire including a battery of demographic
questions. Like responders, proposers did not receive information
about their responder’s minimum offer until the experiment was
completed.

3.5 Participants
Table 3 summarizes participant demographics for responders and
proposers. Our sample is predominantly female, relatively young,
and mostly college-educated. Most subjects are either working, or
looking for work, with very few postgraduate degrees.

Responder Proposer Proposer + AI

female 78% 53% 67%
mean age 24.9 26.2 26.9
paid employee 52% 58% 61%
self-employed 7% 6% 6%
looking for work 19% 15% 12%
not working 18% 15% 18%
bachelor’s degree 36% 34% 29%
college no degree 29% 14% 28%
high school grad 20% 28% 16%
master’s degree 9% 15% 15%
N 289 97 94

Table 3: Participant demographics. For clarity, we omit cate-
gories with less than 5% frequency. A complete list is avail-
able in the online repository.
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4 RESULTS
We first describe the general results of the bargaining stage, and
then dive deeper into the analysis of responder behavior. We isolate
the effect of economic beliefs on responder choices for the three
proposer types. Further, we check whether proposers anticipate
heterogeneous responder behavior conditional on the proposer
type.

4.1 Approach and Bargaining
Responders exhibit a clear pattern of avoiding the autonomous
AI-system (see Table 4).

Only a small minority selected the autonomous system playing
on behalf of a human proposer, and the distribution of approach
decisions is significantly different from a hypothetical uniform
distribution (χ̃2(2) = 61.7,p < .001). Responders approached the
human more than the human with the AI decision aid (binomial
probability test: p < .001), and the human with the AI decision
aid more than the autonomous AI-system (binomial probability
test: p < .001). Still, frequencies are relatively similar between the
two human proposers, while collapsing for the autonomous system.
Our results show that responders forgo the autonomous AI-system
in favor of both human alternatives. Preferences towards the AI
decision aid are comparatively inconclusive.

Result 1: Humans avoid interacting with autonomous
AI-systems and prefer human opponents.

Furthermore, as shown in Figure 1, responders asked for signifi-
cantly different minimum offers depending on which proposer type
they approached (H(2) = 8.46, p = .014). In particular, subjects who
bargained with the autonomous AI-system demanded significantly
more than subjects who bargained with a human (H(1) = 6.87, p =
.009) or the human with an AI-system (H(1) = 7.53, p = .006). As
illustrated in Figure 1, this was predominantly because responders
often demanded more than 50% from the autonomous AI-system
(39%), which seldom happened for the human proposer (15% and
13% respectively) and points to a basic shift in either economic
expectations or social concerns.

Result 2:Humans who self-select into bargaining with
an autonomous AI-systems subsequently ask for higher
compensation.

From 191 active proposers, 97 were assigned the role of human
proposer, and 94 were endowed with the AI-system decision aid.
There are no differences in proposer offers (239 vs. 227; H(2) = 2.56,
p = 0.109). Both types offered significantly more than the 200 Coins
offered by the autonomous system (human: t = 6.57,p < .001;
human + AI-system: t = 4.51,p < .001).

Result 3: Proposer offers do not significantly change
with the AI decision aid.

Comparing proposer and responder behavior conditional on the
proposer type allows us to make some general inferences about
market efficiency. Responders who engage with the autonomous
system hurt ceteris paribus overall cooperation and efficiency due
to more assertive, economically demanding decisions that decrease
the probability of a successful interaction. While responders acted
more assertively towards the autonomous AI-system, the system
itself was less generous than the average human proposer. Since
it was primarily informed by human-human interactions, always
offering 200 Coins and thus a 40/60 share would have increased ag-
gregated income compared to the human proposer types. However,
as responders changed their behavior and became more assertive,
the system was actually less effective than the human proposers. In
fact, the maximum market efficiency for human proposers and hu-
man proposers with the AI decision aid is almost 100%. If matched
correctly, all responder demands except one could have been sat-
isfied by all proposer offers (see Figure 1). In contrast, 39% of re-
sponder minimum offers would have never been matched by the
autonomous AI-System. Among others, this highlights the need
for AI-systems to learn from real-world data that incorporates real
interactions specifically between the system and its human environ-
ment. Learning from human-human interaction proves inefficient
and leads to sub-optimal outcomes.

Result 4: The introduction of an autonomous AI-
system reduces total market potential due to more as-
sertive responder behavior.

Using multinomial and ordered logistic regressions, we find that
both responder approach behavior and minimum offers are largely
independent from demographic data.5 Subjects with self-reported
doctoral or professional degrees (JD, MD) tended to demand more
money, while Bachelor, Master and high school degrees were asso-
ciated with lower offers. Subjects with SVO type competitiveness
stated significantly higher minimum offers (OR = 74.84, p = .02),
but only two individuals fell into that category. For proposer offers,
there are no significant or consistent trends. Pairwise chi-square
comparisons of responder approach decisions and subjects em-
ployment status (χ̃2 (12) = 8.07, p = .78), sex (χ̃2 (2) = 0.38, p =
.83) or highest degree received (χ̃2 (14) = 22.56, p = .07), reveal no
significant relationship. The data on education attainment poten-
tially suggests that preferences for humans might be exacerbated
in college-educated individuals, as high school graduates (N = 58)
were the only group with aggregate preferences for the AI support
system (55%) over the purely human proposer (38%). Overall, our
results are robust towards demographic data.

4.2 Responder and Proposer Beliefs
One main goal of this article is to analyze whether economic ex-
pectations can explain differences between human-AI and human-
human interactions. This section looks at belief data to parse out
the economic from the social motivations. After some aggregated
statistics, we primarily analyze responder within-subject behavior

5For the regression tables on demographic data, please refer to the online repository.
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Human Proposer Human Proposer + AI-system Autonomous AI-system Total

approaches # 142 111 36 289
% 49.1 38.4 12.5 100

minimum offer mean 190 186 228 193
sd 65.6 79.2 84.9 74.5

Table 4: Summary statistics for responder behavior

Figure 1: The fraction of proposer offers and responder minimum offers conditional on (the approached) proposer type.

to measure whether the introduction of AI agents fundamentally
changes the explanatory patterns behind human behavior.

4.2.1 Responder Beliefs. Looking at aggregate belief patterns, we
first test for basic coherence in responder data. We categorize a
subject’s beliefs as unreliable when for any of the three proposer
types, they indicated a higher row number for Allocation 1 scenarios
than Allocation 6 scenarios. Remember that indicating a higher row
number for Allocation 1 than for Allocation 6 essentially manifests
the belief that it is more likely for a proposer to satisfy a minimum
offer of 500 than it is for them to satisfy a minimum offer of either
0, 100, 200, 300, 400 or 500. Thus, it is likely that these subjects
either did not properly understand the task, or lacked some care
in their answers for at least one proposer type. We find that 103
(35.6%) responders fall into the unreliable category, with many of
them apparently confusing the two extremes as indicated by small
local maxima at the highest row number where responders should
have indicated the lowest number. While this share is high, it is not
entirely unexpected, since these tasks are very complicated and we
know of no other study that tried to implement them in an online
environment as of yet. Throughout this section, we therefore always
differentiate between the whole sample and the reliable sample (N
= 186) when analyzing belief data, to ensure that our behavioral
interpretations are robust to (1) subject understanding of the task
and (2) possible selection bias due to factors correlating with an
improper understanding of the task. As we will show, all main
results in this paper are consistent with both samples.

Table 5 lists reported responder beliefs about whether the pro-
poser’s offer would satisfy the minimum offer specified in the
respective allocation scenario. Aggregated results are consistent
across proposer types and in line with prior studies on belief elici-
tation in ultimatum bargaining [150].

Allocation Probability Human Proposer Probability Human Proposer + AI-system Probability Autonomous AI-system

(0, 500) 92% (17) 89% (19) 86% (24)
(100, 400) 77% (18) 76% (18) 74% (22)
(200, 300) 59% (20) 58% (19) 60% (22)
(300, 200) 40% (22) 40% (22) 42% (21)
(400, 100) 22% (22) 22% (20) 27% (22)
(500, 0) 9% (22) 11% (21) 14% (24)

Table 5: Summary statistics average responder beliefs – reli-
able sample. Standard deviations in parentheses. Allocation:
(y, x)

This confirms that on population level, responders did not predict
more economic exploitation from the autonomous AI-system. In
contrast, they were even somewhat more likely to expect relatively
high returns above the equal split. However, aggregate statistics
conceal heterogeneous behavioral patterns on the individual level.
Thus, we now turn to the within-subject analysis.

Result 5: On the population level, there are no sub-
stantial differences in economic a priori beliefs about
the three proposer types.

An easyway tomeasure the importance of economic rationale for
responder bargaining choices is to determine whether responders
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actually approach the proposer type that maximizes their expected
income.6 Therefore, we first determine a subject’s expected-value
maximizing choice by multiplying their self-reported beliefs with
the respective income specified by each scenario. For example, a
responder who believed the human proposer to match Allocation 2
(200 Coins for the responder) with a probability of 84% (row number
9) and the autonomous AI-system to accept the Allocation with a
probability of 75% (row 11) has an expected income of 168 Coins for
the human proposer and 150 Coins for the autonomous system.7
Table 6 shows the same basic pattern across four samples. Contrary

Human Proposer Human Proposer + AI-system Autonomous AI-system

maxE(y): Whole Sample 130 129 155
maxE(y): Reliable Sample 77 79 106
maxE(y): One Dominant Choice 62 54 85
maxE(y): Reliable One Dominant Choice 35 34 66

Table 6: Number of responders for whom each respective
proposer typemaximized their expected income. "One Dom-
inant Choice" refers to the sub-sample where one proposer
type dominated the other two and there are no ties.

to the behavioral data, responders are consistently more likely to
expect the autonomous agent to maximize their economic returns
compared to the other two alternatives.

Figure 2 depicts the share of responders who decided to approach
the expected value maximizing proposer type. Both for the whole
and the reliable sample, responders exhibited substantially different
behavioral patterns depending on which proposer maximized their
expected value.8

Overall, 52% (56%) approached the human proposer when they
maximized the responder’s expected income, 34% (33%) approached
the human proposer with the AI-system, and only 12% (12%) ap-
proached the autonomous AI-system (reliable in parentheses). To
make statistical inferences, we concentrate on the sub-sample of
subjects who believe that one proposer type maximizes E(y) (One
Dominant Choice; N = 201). While we lose some statistical power, it
is necessary to avoid multiple occurrences of one individual and
therefore guarantee non-overlapping, independent observations.
First, nothing changes in terms of likelihood to approach the ex-
pected value maximizing proposer type: 47% (57%) human, 28%
(26%) human with an AI-system, 14% (12%) autonomous AI-system.
The difference is significant both for the whole (χ̃2 = 19.02,p <
.000) and the reliable (χ̃2 = 23.32,p < .000) sample. There are no
demographic differences.

Figures 3 provides an illustration of the coherence between a
responder’s EV-maximizing proposer type, and their subsequent
approach decision for the reliable One Dominant Choice sample.
Only a minority of subjects who approached the human proposer
thought that they would maximize their economic returns. Those
who believed the autonomous AI-system to maximize expected
income spread relatively evenly across the two human alternatives.
Many responders economically favoring the human with an AI
6Note that we do not make an argument about the rationality of responder decisions.
Economic self-interest does not necessarily determine rationality, as people e.g. might
derive additional utility from interacting with other humans, or project future disutility
from actions that promote AI-systems over humans in the long run.
7Results hold when using the average expected value over all six scenarios per proposer
type, rather than the one proposer that provides the highest expected value.
8This pattern holds for all four sub-samples.

decision aid also switched to the sole human proposer. This suggests
that without an autonomous AI-system, preferences for the human
over the AI decision aid might be more pronounced.

Result 6: The introduction of AI-systems changes hu-
man behavior. People are less likely to follow eco-
nomic rationale both when an AI decision aid or an
autonomous agent maximizes their expected income.
The effect increases with the AI-system’s decision au-
tonomy.

We show that responders appear to follow fundamentally dif-
ferent behavioral drivers depending on the bargaining opponent.
When responders predict the human to maximize their income,
the majority approaches them. When responders predict the au-
tonomous AI-system to maximize their income, only a small minor-
ity chooses to bargain with it. Hence, while economic expectations
have a lot of predictive power for human-human interactions, their
importance collapses in human-agent bargaining. Instead, people
appear to overwrite their economic self-interest in order to avoid
the AI-system. Looking at the difference between humans, hu-
mans with an AI decision aid and humans being replaced by an
autonomous system, this process appears to be moderated by the
degree of autonomy the system inhibits. Endowing another human
with an AI decision aid suffices to reduce the importance of eco-
nomic rationale for responder decision-making, but the effect is
significantly smaller than when the responder faces an autonomous
AI-system.

Our results also confirm that – by elimination – human aver-
sions towards algorithmic decision systems are caused by the social,
human factors of a decision environment. To capture subjects’ per-
ception of unfairness towards the two AI-systems, we asked them to
state their agreement with two statements on a seven point Likert-
scale: (1) I think it is unfair that one proposer gets to use a decision-
support system and (2) I think it is unfair that one proposer has an
autonomous agent playing on their behalf. For the autonomous agent,
60% indicated perceptions of unfairness. However, this did not trans-
late into different choices, as both groups were similarly unlikely to
approach the systemwhen thinking that it maximizes their expected
income (unfair: 13%, not unfair: 11%). For the AI decision aid, 38%
judged it as unfair, and differences between the two groups were
more substantial (unfair: 27%, not unfair: 38%), but still insignificant
(χ̃2 = 1.66,p = .197). Results do not change for the reliable sample.
However, looking only at responders with one clear expected value
maximizing proposer type suggests that, absent ambivalence, peo-
ple appear to be more likely to follow economic self-interest when
they do not judge the AI decision aid as unfair (unfair: 13%, not
unfair: 39%; χ̃2 = 4.34,p = .037). For the autonomous AI-system,
there is no such correlation (χ̃2 = 0.73,p = .391).

Result 7: Overall, fairness perceptions largely appear
to be unable to explain our results, as the effects towards
a human with a decision aid are marginal, and non-
existent for the autonomous AI-system.
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Figure 2: Share of responders approaching the EV-maximizing proposer type

4.2.2 Proposer beliefs. Table 7 shows proposer beliefs from the
BSR for each allocation and proposer type regarding the probability
that a responder accepts a given split. Like before, we create a
reliable sample (N = 105) without subjects whose answers for at
least one proposer type were unreliable. For proposers, answers
were classified as unreliable when the indicated row number for
Allocation 6 was higher than the row number for Allocation 1,
following the same intuition as above. Proposers were substantially
more likely to believe that their opponent would accept the largest
unequal split (i.e. Allocation 3) than responders, which is in line
with the experimental literature [67] and evidence for people’s
nuanced understanding of social situations.

Allocation Probability Human Proposer Probability Human Proposer + AI-system Probability Autonomous AI-system

(0, 500) 8% (21) 11% (22) 11% (22)
(100, 400) 28% (19) 28% (19) 28% (23)
(200, 300) 60% (19) 55% (18) 52% (22)
(300, 200) 74% (19) 72% (18) 68% (20)
(400, 100) 86% (17) 85% (16) 85% (16)
(500, 0) 91% (22) 93% (16) 92% (17)

Table 7: Summary statistics average proposer beliefs – reli-
able sample. Standard deviations in parentheses. Allocation:
(y, x)

Proposers also correctly anticipated that responders would be
more demanding when bargaining with an autonomous AI-system
as opposed to a human. While there are no overall differences
for Allocation 1 (t = 0.21,p = .831), 2 (t = 0.75,p = .456), 5
(t = 0.95,p < .001) and 6 (t = 1.17,p = .243), beliefs percentages
for Allocation 3 (t = 4.49,p < .001) and 4 (t = 3.77,p < .001) are
significantly smaller. As shown above, this region around the equal

split switching point is precisely where responders become more
demanding towards the autonomous AI-system.

For the AI decision aid and the autonomous system, the differ-
ence is not significant for Allocation 3 (t = 1.77,p = .078) but for
Allocation 4 (t = 2.74,p = .007). There are no other discrepancies.
Nothing changes in the reliable sample.9

In line with these results, 82% of proposers stated after the exper-
iment that they believed the responder would take the AI-system
into consideration when deciding which proposer to approach. Re-
sembling actual responder behavior, 45% of proposers expected
responders to approach the human, 42% the human with the AI-
system decision aid, and only 13% the autonomous AI-system.

Result 8: Proposers correctly anticipate that respon-
ders become more economically demanding when bar-
gaining with an autonomous AI-system.

When asked, if given the choice, which proposer type they would
have selected, themajority of proposers (68%) favored the AI-system
decision aid, 23% wanted to bargain on their own, and only 10%
would have chosen the autonomous system. Thus, proposers did
not only expect responder aversions towards the autonomous AI-
system, but were broadly in agreement with their opponents. Our

9Human vs. AA: Allocation 1 (t = 1.85, p = .067), Allocation 2 (t = 0.09, p = .924),
Allocation 3 (t = 3.66, p < .001), Allocation 4 (t = 2.87, p = .005), Allocation 5
(t = 0.88, p = .383), Allocation 6 (t = 0.46, p = .646); AI-system Decision Aid vs.
AA: Allocation 3 (t = 1.40, p = .164), Allocation 4 (t = 2.27, p = .025)
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Figure 3: Left: The share of participants who expected a certain proposer type to maximize their income. Right: The composi-
tion of the approach decisions conditional on which proposer type subjects expected to maximize their income.

results shed light on some basic challenges for the real-life imple-
mentation of autonomous AI-systems within competitive markets
or organizational environments. People who face an AI-system fun-
damentally change their behavior to avoid interacting with it, while
those tasked with substituting another human actor anticipate these
reactions – at least partially.

4.3 Exploratory Qualitative Analysis
At the end of the experiment, we asked responders: "please explain
why you chose to approach [proposer type]". We opted for an induc-
tive manual coding scheme to identify responder response labels
and gain insights into their reasoning [113]. Results from two in-
dependent coders were compared for consistency by the authors
and amended if needed. There are two important caveats to the
analysis. First, it relies on non-incentivized self-reported data near
the end of the experiment. Thus, we cannot verify that subjects
reflected carefully on their answers, and some could have used the
question to justify their choices ex post. Second, we do not specifi-
cally ask for a responder’s goal, but rather the mechanisms behind
their decisions. As reflected in the actual data, this means that we
can approximate different subject motivations, but do not gain con-
sistent insights into responders’ objective functions. We therefore
propose the following results as a first step towards understanding
why people might react differently to AI-systems, without claiming
that they have any bearing on their actual utility functions.

In total, we identified 311 reasons from 289 responders. These
311 reasons were categorized into five distinct categories: empathy,

fairness, predictability, information set and other. Answers catego-
rized into empathy reflected that the responder values a proposer
who includes emotions or empathy when deriving an offer, for ex-
ample: "I think this is the option that would allow for human emotion
to be included". Answers in fairness emphasized preferences for
either a fair, or an equal allocation. Examples are "I thought the AI
system might make their decision more fair; I do not necessarily trust
a person working alone to understand the task or make a generous
decision" or "I feel like the human could be more equal in decision
making". Predictability captured responders who stated preferences
to bargain with the proposer type whose decisions they could best
predict, e.g. "I feel as a human I can better estimate the actions of
another human as opposed to AI". Finally, answers labelled as in-
formation set referred to responders valuing proposers who could
draw from either the largest amount of information, or a specific
kind of information. Examples include "I feel that the emotional
characteristics of a human being, combined with the logic and learned
human behaviours of an AI, would give me the best possible outcome
based on my minimum offer" or "I approached the autonomous agent
because its decision making will be based off of other responders min-
imum splits, and might make a decision less informed by greed and
more informed by logic". Answers that did not fit either one of the
above categories were labelled as other (10%).

Figure 4 illustrates subject answers conditional on their ap-
proached proposer type. Roughly one-third of responders approach-
ing the human emphasized an aspect relating to the proposer’s
empathy or emotions. In contrast, virtually no one indicated similar
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Figure 4: Categorization of responder answers to the post-experimental question "please explain why you chose to approach
[proposer type]".

motivations when approaching the human with the AI support sys-
tem or the AI-system alone. Instead, responders approaching the
hybrid proposer type valued the shared information set, ostensibly
combining distinct AI and human knowledge. The predictability
category posits one potential downside of these perceptions. Com-
pared to both the sole human and autonomous AI-system, the sup-
port system almost never elicited any reference towards increased
predictability. This, instead, is where the AI-system strongly over-
performs. In line with our analysis above, there were no differences
in fairness statements.

These results reveal some insights into divergent responder deci-
sion processes. People appear to assign heterogeneous, but distinct
judgments to each proposer type. Depending on the interplay of
these perceptions and a responder’s preferences, different behav-
ioral patterns might arise. Here, it seems that subjects who value
a maximization of available information tend to opt for the hu-
man who is assisted by an AI-system, whereas those who value
shared humanness through empathy or emotions favor the sole
human. Contrary to the other two, the autonomous AI-system does
not have a clear comparative advantage in any category, although
predictability and available information appear to be important
determinants of approach decisions.

5 GENERAL DISCUSSION AND FINDINGS
The increasing dissemination of algorithmic decision-making sys-
tems leveraging AI disrupts and augments traditionally human

environments, necessitating a careful analysis of potential behav-
ioral changes. We provide first evidence that people overwrite their
economic self-interest to interact with another human over an AI-
system. While the effect is already measurable for decision aids,
it is by far most pronounced for autonomous AI-systems that de-
cide on behalf of another human. Our results therefore suggest
that the introduction of AI-systems causes a general shift in the
determinants of human behavior, where social concerns lead to
systemically avoidant behavior towards AI-systems.

RQ1: Do humans self-select into specific interactions depending
on an AI-systems autonomy? Participants in ultimatum bargaining
overwhelmingly prefer to approach human proposers. While the
human proposer without any assistance is the most prominent
option, many responders also opt for the human with an AI decision
aid. In contrast, the autonomous AI-system is strikingly unpopular.
Responders self-selecting into bargaining with a human do not
behave differently when the proposer has the option to use an
AI decision aid. However, those who choose the autonomous AI-
system ask for significantly more compensation. This effect appears
to be primarily driven by a large increase of demands that exceed
an even split. These results cannot be explained by stated fairness
perceptions. While many responders judge both the decision aid
and the autonomous AI-system as unfair, their behavior differs only
marginally compared to those who did not perceive the systems
as unfair. It is possible that both the selection effect, and increased
responder demands are – at least partially – elicited by the apparent
asymmetry between the two roles. Responders without access to a
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system might act more assertive to compensate for a perceived lack
of agency or power. However, it seems unlikely that people who
feel disempowered by the AI-system would choose to approach it.
Thus, anticipating a sense of impotence might be more useful in
explaining selection behavior. Some prior evidence suggests that
responders adjust their demands upwards when they know that
proposers are ex ante informed about their specific minimum offer
[134]. Similarly, responders who bargain with an AI-system might
act more in accordance with what they expect the system to predict
about them. Self-serving bias could lead responders to attribute
assertiveness to their own character, leading to biased expectations
concerning the AI-system’s predictions. This might also be one
factor explaining why people often believe the system to maximize
their returns.

Finally, knowing that proposers have access to a system that
is trained on prior interactions could cue evolutionary responder
responses. Prior research has suggested that under the possibility
that proposers have access to information about previous bargain-
ing encounters, evolutionary dynamics might favor parity-demand
strategies in order to protect the responder’s reputation [127]. Here,
the AI-system would function as a virtual data base triggering
social signaling concerns. While these patterns would have devel-
oped within non-anonymous social groups, they might still affect
behavior in anonymous social contexts.

RQ2: Are human preferences for or against AI-systems explained
by economic expectations? Human avoidance of AI-systems cannot
be explained by their economic expectations as quantified through
incentivized belief elicitation. In fact, responders are even more
likely to believe that the autonomous AI-system maximizes their
expected income. While the majority of subjects who expect the hu-
man proposer tomaximize their income subsequently also approach
the human, only a small minority does so for the autonomous AI-
system. For the AI decision aid, subjects are less likely to follow
economic rationale than for the sole human, but more likely than
for the autonomous AI-system. These results provide clear evi-
dence that human avoidance of algorithmic AI agents is primarily
a social phenomenon that overwrites predicted economic benefits.
Further, the effect appears to be moderated by the system’s auton-
omy. A deeper look into the data reveals that the existence of an
autonomous AI-system potentially increases the acceptance of AI
decision aids. While many subjects who expect maximal economic
returns through the AI decision aid switch to the human, those who
economically favor the autonomous AI-system spread relatively
evenly across the other two types.

RQ3: Does the introduction of AI-systems into a bargaining environ-
ment affect overall economic welfare? The economic consequences
of introducing AI-systems into existing bargaining environments
hinges on three main factors: responder demands, proposer expec-
tations, and responder self-selection. First, responders who bargain
with an autonomous AI-system demand a larger share of the pie
to successfully contract with the substituted human. This ceteris
paribus unequivocally reduces the overall number of successful in-
teractions and, thus, market efficiency. In our case, the effects were
particularly damaging, as the system always offered the expected
value maximizing offer calculated from mainly human-human in-
teractions. On average, responders demanded more than what was

offered, severely inhibiting the number of successful bargains. This
highlights the maybe trivial insight that unforeseen changes in
human behavior following the installation of AI-systems challenge
their predictive accuracy and, thereby, usefulness. Second, pro-
posers expected responders to increase economic demands when
bargaining with the autonomous AI-system, and stated little incli-
nation to rely on it themselves in a hypothetical scenario. Third,
only a small minority of responders approached the autonomous
AI-system. Thus, our results suggest that the introduction of algo-
rithmic agents into bargaining environments has the potential to
substantially hurt market outcomes, but is simultaneously unlikely
to prevail if not carefully adjusted to a variety of human needs. A
casually deployed AI-system will probably not crowd-out human
competitors or even survive long enough to build reputation and
exposure.

For the AI decision aid, the results are somewhat different. Re-
sponder demands do not differ from standard choices as observed
throughout the literature and in this article. There is tangential
evidence that proposers might expect responders to be a bit more
assertive, but the differences are not significant. Additionally, most
proposers favor being endowed with an AI decision aid. Thus, there
appear to be fewer obstacles for AI-systems when deployed as a
supporting system. One caveat is that many responders approach-
ing the AI decision aid expected maximal economic returns from
the autonomous AI-system. Without the latter, they might dispro-
portionately opt for sole human proposers. Furthermore, given the
same economic expectations, individuals or organizations deploy-
ing decision aids are still disadvantaged as they incur additional
social costs.

5.1 Practical Implications
Understanding human reactions towards AI-systems and the un-
derlying motivations behind their behavioral shifts is essential for
a wide range of issues relevant to the broader HCI community. For
one, effective system design and deployment requires a nuanced
understanding of how people will receive and react to algorithmic
agents [9, 120]. This is relevant both for systems to be useful and
usable. Our results suggest that in bargaining environments, people
might act more economically demanding towards AI-systems – a
shift that disrupts known, predictable patterns of human behavior
and thereby reduces the effectiveness of systems that rely on them
to derive predictions. In theory, incorporating these changes into
predictive models should mitigate losses. This, however, requires a
comprehensive, nuanced and replicable codification of human deci-
sion making. We see our results as a first stepping stone towards
that goal. Another interpretation of the data is that people who self-
select into AI-system interactions without prior experience share
some common characteristics that are not randomly distributed
across the whole sample. In our experiment, responders who self-
selected into bargaining were significantly more demanding. This
highlights the problem of selection biases in machine-learning, as
the system will be confronted with a particular set of beliefs, habits
and demands that might not be representative of the wider popu-
lation. The effectiveness of AI-systems applied in the real world
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might therefore decrease with wider dissemination, as priorly aver-
sive groups are increasingly exposed to algorithmic decisions that
are calibrated towards different societal factions.

Another implication concerns the introduction of AI-tools into
organizational bargaining environments. In particular, monetary
incentives alone might not be enough to motivate widespread em-
ployee adoption. Delegating employee evaluation, remuneration
or wage negotiation to algorithmic decision making systems could
have adverse effects on worker behavior. On the consumer side,
people might avoid service providers, professionals or sellers who
noticeably rely on algorithmic decision units. This either disincen-
tivizes AI-system usage, or promotes obfuscation. Borrowers receiv-
ing algorithmic credit scores could demand better conditions, c.p.
reducing overall loaning volume, causing either a re-distribution
of economic rents from financial institutes to individual borrow-
ers through improved terms, or a negative shock to the overall
number of successful loan applications. Thus, following the ab-
stracted nature of this experiment, we argue that our results have
explanatory value for a wide range of bargaining situations, while
simultaneously recognizing that the different idiosyncrasies of var-
ious economic and societal domains might alleviate or exacerbate
these effects.

In general, bargaining environments that resolve efficiently due
to a combination of social and profit-seeking behavior [21, 153]
could lose efficacy because of more assertive human choices and
altered social expectations. Depending on the magnitude of the
effect, this might necessitate additional institutional elements like
monitoring or transparency rules. Regulators should be mindful of
potentially adverse effects of increased AI-system dissemination
on the overall number of successful market interactions.

More speculatively, our results also concern the design of in-
centive schemes and market mechanisms. Structures that combine
social factors like reciprocity [58] or emotionally driven behavioral
responses, such as altruistic and third-party punishment [55, 57],
with strategic profit-seeking elements could cease to function with
the introduction of AI-systems. Examples include contests and
tournaments that determine group or individual wages [40, 65], effi-
ciency wages [4] or team contributions and conditional cooperation
[16, 97]. For mechanism design as well as the general construction
of institutions, introducing AI-systems could disrupt existing mod-
els of human behavior. Many institutional frameworks concerning
tax or trade schemes, voting and redistributive policies are based on
social preferences like altruism, the assertiveness of ethical norms
or intrinsic motivation [23, 28]. However, a lot of future research is
needed to carefully parse-out the effect of AI-systems on human de-
cision making conditional on the specific decision context. Whether
the effects documented in this paper generalize to non-bargaining
situations, or how various real-life variables such as transparency,
obfuscation, interpretability, experience or interface design mediate
human-algorithm relationships, remain open questions.

5.2 Caveats and Limitations
Our work has several limitations. For one, we do not provide a spe-
cific answer on what drives responder avoidance of the autonomous
AI-system, or why people discount economic self-interest when
faced with the possibility to actually bargain with an AI-system.

While this article is the first to provide evidence regarding the
negligence of economic motives, which might have been the most
obvious explanation of behavioral adjustments, we rely on future
research to parse out the different social motivations behind hu-
man behavior. Second, our work utilizes a very simple, synthe-
sized model with little information for participants. It is very likely
that human avoidance of AI-systems is mediated by a combina-
tion of interpretability and the specific kind of algorithm used
[49, 52, 101, 141]. People have implicit priors and beliefs about
AI-systems, and a systematic examination of how these expecta-
tions determine behavior, as well as how these expectations change
with experience or through learning and information, could be
worthwhile. For example, we did not disclose the system’s spe-
cific objective function to responders. While they learned that the
system "assisted" the human proposer or played "on behalf" of a
passive human proposer, and therefore probably assumed it would
aim to maximize proposer income, explicitly stating an algorithms
goal might change behavior. While we would argue that most of the
time, people either do not have access to the AI-system’s objective
function, or if they do, will almost never disclose it to the public,
there might be instances where strategic transparency could be a vi-
able organizational tool. Here, we rely on future research. Third, our
experiments abstracts from many real-life challenges and contex-
tual elements that could affect human behavior towards AI-systems.
These include, but are not limited to: risk, uncertainty, task domain,
privacy, prior experience, individual characteristics, habituation
and familiarization, or the system’s saliency. In reality, proposers
might not negotiate over windfall gains, but their own earned
money. While prior research suggests that windfall money (as well
as stakes) does not substantially shift behavior in the ultimatum
game for either role, small effects have sometimes been documented,
which could be exacerbated beyond the lab [11, 15, 31, 103, 126].
In that case, we would expect more risk-averse proposer behavior
[8, 26, 38, 131], which could in combination with the anticipated
increase in responder demands further inhibit the supply-side dis-
semination of AI-systems. Rather than betting on a new technology
with potentially adverse profit-effects, proposers would stick to
the less uncertain, established option. Some preliminary evidence
also points to responders accepting lower offers when proposers
earn their income [105]. If true, proposers – e.g. sellers, employers
– delegating decisions to AI-systems might be further ’punished’
by foregoing their own effort and thereby crowding-out responder
recognition of their work. Finally, in our experiment, the system
was a defining element, potentially over-stating the effect for situa-
tions where people are already used to relying on algorithms. For
example, most humans do not seem to have a problem with using
AI technologies via search engines, for navigation, or in computer
games. Instead, our results might be more suitable for emerging
systems in domains that either until recently have been, or still are
dominated by purely human interactions.

6 CONCLUSION
This article leverages an extended ultimatum game to gauge human
preferences for AI-systems with different levels of autonomy and
quantify subsequent bargaining behavior. Further, we exploit incen-
tivized belief elicitation to map behavior to economic expectations
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and thus distinguish between economic and social motivations. Our
results demonstrate that responders overwhelmingly self-select into
bargaining with a human proposer at the expense of an autonomous
AI-system that decides on behalf of another human. These prefer-
ences often contradict subjects’ economic expectations, highlight-
ing how people overwrite economic self-interest in order to avoid
bargaining with AI-systems. Responders are most likely to maxi-
mize their expected income when it coincides with approaching a
sole human proposer. Introducing AI-systems with progressively
more decision autonomy decreases maximization behavior. Effects
are by far the most pronounced for the fully autonomous AI-system.
Further, responders who decide to bargain with an autonomous AI-
system are significantly more demanding, hurting overall economic
welfare. Proposers expect these behavioral changes, and state low
willingness to rely on an autonomous system themselves. Over-
all, there seem to be substantial social obstacles for AI-systems to
compete with human actors in bargaining environments, as people
are less motivated by economic rationale while exhibiting strong
preferences to avoid AI-systems.
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