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Abstract

Epilepsy has been reported in 10-40% of children in the paediatric intensive care unit (PICU). Amplitude-
integrated electroencephalography (aEEG), often used as neuromonitoring in the PICU, has some
limitations and as a result, caretakers in the PICU may find it challenging to interpret aEEG. This may
lead to uncertainty during diagnosis and increases the need for the assistance of the neurophysiology
department, a costly EEG and a late diagnosis which might result in irreversible harm.

The aim of this exploratory study was to identify and evaluate observer-based features as stand-alone
classifiers and combined in a random forest classifier, that could aid in the accurate classification of
seizures in paediatric critical care patients with 4-electrode EEG.

Several features achieved an AUC above 0.60, with the lower border of the aEEG signal yielding the
highest AUC of 0.79. The best-performing features maintained their classifying ability when tested on a
larger, independent dataset. The random forest classifier did not provide better results.

Our results show that various observer-based features can aid in the identification of seizures in
4-electrode EEG. These additional features could increase the accuracy and decrease the delay and
uncertainty in diagnosing epilepsy in aEEG by PICU staff, reducing the need for full setup EEG
monitoring and improving patient outcomes in paediatric critical care.

ii
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Nomenclature

Abbreviations Definitions

ACF Autocorrelation function

aEEG Amplitude-integrated electroencephalography
ASR Artifact subspace reconstruction

AUC Area under the curve

C3-C4 Central left and right electrode positions
cEEG Continuous electroencephalography
EDF European Data Format

EEG Electroencephalography

FPR False positive rate

ICU Intensive care unit

METC Medical Ethical Testing Committee (dutch: Medisch Ethische Toetsings Commissie)
NPV Negative predictive value

P3-P4 Parietal left and right electrode positions
PICU Paediatric intensive care unit

PLV Phase locking value

PPV Positive predictive value

Q1-Q3 Interquartile range

RA Alphal-total band power ratio

RAD Alphal-delta band power ratio

RB Beta-total band power ratio

RBD Beta-delta band power ratio

RD Delta-total band power ratio

RF Random forest

ROC Receiver operation curve

RS Alpha2-total band power ratio

RSD Alpha2-delta band power ratio

RT Theta-total band power ratio

RTD Theta-delta band power ratio

SEF Spectral edge frequency

TPR True positive rate

TsEntropy Tsallis entropy

iv



Introduction

Epilepsy is a neurological disorder characterized by recurrent seizures, which are episodes of abnormal
electrical activity in the brain. It is one of the most common neurological disorders, affecting around 50
million people worldwide [1]. The incidence of epilepsy in children ranges from 0.04% to 0.19% [2]. Chil-
dren in the pediatric intensive care unit (PICU) are highly vulnerable to brain injuries, including seizures.
Electrographic seizures have been reported in 10-40% of children in the PICU and emergency department
who underwent neuromonitoring [3]. Often, the seizures were non-convulsive [4-6]. Clinical exami-
nation is a common method to diagnose seizures, however, non-convulsive epileptic seizures may go
unnoticed. Additionally, the often sedated and ventilated children in intensive care may not display typ-
ical signs of epilepsy [7-10]. This could leave epilepsy cases untreated, leading to severe and irreversible
harm. Therefore, a neuromonitoring modality is highly desirable for the detection of brain injury [11-14].

Electroencephalography (EEG) is a technique used to record the electrical activity of the brain’s
surface by placing electrodes on the scalp. It measures the electrical potentials of cortical neuronal
dendrites near the surface of the brain, which are generated by the influx and efflux of ions during the
synaptic transmission of pyramidal cells. This flux generates an extracellular field potential, forming
the basis of potentials recorded on a scalp electrode [15]. As EEG is sensitive to changes in brain
activity [16], it is the common modality for long-term neuromonitoring. Indications for continuous
EEG (cEEG) in the PICU include the detection of seizures, the identification of the underlying cause
of altered mental states, and the monitoring after acute or traumatic brain injury or after resuscitation [17].

Although continuous EEG is the gold standard in the ICU [18], some limitations call for an al-
ternative. Using an EEG requires the expertise of both a clinical technician to perform the recording
and a trained neurologist for interpretation. These resources may not always be available, the proce-
dures are time-consuming, and restrict the possibility to monitor in real-time. Amplitude-integrated
electroencephalography (aEEG) offers a simplified and continuous alternative. It is a transformed and
time-compressed EEG signal using two to four electrodes. It was developed as a neuromonitoring
method for adults after resuscitation [19] and is now popularly used in neonates [20, 21]. Use on the
PICU has been increasing [22], but still lacks guidelines and scientific evaluation [23]. Further limitations,
specific to epilepsy, include the fact that short seizures may go unnoticed in the time-compressed signal
and that artefacts might mimic epileptic activity. These difficulties can lead to limited accuracy and
uncertainty in identifying true seizures. As a result, caretakers in the PICU may find it challenging to
interpret aEEG and often call in the help of neurophysiologists and cEEG when in doubt, highlighting
the need to make it easier to identify abnormalities in brain activity in aEEG.

One possible solution to improve the diagnosis of epilepsy directly by PICU staff, is to provide
additional information beyond the aEEG to visualise the behaviour of the brain activity in a patient.
This supplementary information can be based on the characteristics of epileptic activity normally
observed by neurophysiologists in EEG recordings. Epileptic seizures result from the malfunctioning
of the brain’s electrophysiological system, which leads to sudden excessive electrical discharges in



groups of neurons. This phenomenon is caused by hypersynchronous activity of neurons, resulting in
higher voltages, rhythmicity, and changes in frequency, morphology, symmetry, and localisation in EEG
recordings. Incorporating these observer-based characteristics into the neuromonitoring tool could help
reduce uncertainty and improve the accuracy of seizure detection.

Numerous studies have investigated various techniques to identify seizures in EEG and aEEG
signals [24-28]. However, many studies have focused on adults, did not show optimal performances or
have created intricate models, often with the basis of a machine learning algorithm. It is important
to address that, to accept and adhere to new technologies, physicians have to be able to understand
what the result of an algorithm is based on [29]. Therefore, it is necessary to find an approach that can
identify epileptic activity in children in the PICU, that can be easily understood and interpreted by the
PICU staff.

The goal of the current study is to identify and evaluate observer-based features that have added value
besides the standard aEEG signal. It is hypothesised that features similar to characteristics of an EEG
used by clinical staff to interpret epileptic activity could help in classifying ictal periods. We intend
to make the first steps in creating a real-time automatic epilepsy detection model that will aid in the
identification and diagnosis of epilepsy in children in the PICU using 4-electrode EEG, improving the
care of this vulnerable patient group.



Literature background

This chapter contains a brief overview of the previously conducted literature study on the relevant and
most promising observer-based EEG features with respect to epilepsy identification implemented and
evaluated in this study.

2.1. Seizures on EEG

A seizure is the result of an imbalance between excitatory and inhibitory interactions of the cortical
neurons. During a seizure, there is a hypersynchronous discharge of neurons that can spread from a
specific region of the cortex to neighbouring areas. The start of a seizure is marked by high-frequency
bursts of action potentials and hypersynchronisation of a neuronal population, resulting in a spike
discharge on the EEG. Seizure propagation occurs when there is sufficient activation to recruit sur-
rounding neurons [30]. The manifestation of epileptic activity in EEGs can vary greatly among patients
and among seizures. Epileptic activity always disrupts the background, may evolve in frequency
distribution, changes morphologically over the course of the seizure, shows higher voltages and is often
very thythmic. These abnormalities will appear in the affected area and therefore there is a correlation
between proximate regions, while a difference occurs between distant regions. Based on insights from
clinical neurophysiologists, standardised terminology and previous literature, a set of observer-based
features have been identified;

. High amplitude (especially of high frequencies)
. Evolution in frequency

. Rhythmicity

. Evolution in morphology

. Symmetry between electrodes close by

. Asymmetry between hemispheres

N O O ok LN

. Evolution in location/spreading

2.2. Feature extraction methods

The features mentioned in the previous section are possible candidates to be used to distinguish seizures
in EEG recordings. In the literature study, many possible extraction methods of these features have
been discussed, of which the main findings are summarised in Table 2.1. This table states whether
the extraction method fulfilled the requirements of being intuitive (understandable for clinical staff),
showed classifying abilities in paediatric EEGs and was used in real-time and in EEGs with limited
electrodes. The most promising methods for this study, based on these requirements, are highlighted in
the table and are described in the following paragraphs.
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Table 2.1: Characteristics of epileptic activity in EEGs and the reviewed corresponding features

Characteristic Feature Intuitive Tested for:

Paediatrics Real time Limited electr.

High voltage Amplitude v X X
Spectral analysis v ~ [31] X
aEEG ~ v[22] v'[22] v
Evolution in Spectral analysis v X X
frequency SEF v ~[32] X
Rhythmicity Maximum voltage v X X
Autocorrelation v ~ [33] v'[34] X
Entropy ~ V'[35, 36] X V[37]
Evolution in Derivatives v ~ [31] ~ X
morphology ~ Wavelet functions X Vv [38] v[39,40] X
Morphological filters X X X X
Spatial Coherence ~ V[41, 42] V[34] V' [41-43]
(a)symmetry  Phase locking value ~ V'[41, 42] X V'[41, 42, 44]
Phase lag index X ~ [45] X X

aEEG = Amplitude-integrated electroencephalography, SEF = Spectral edge frequency, Blue are the suggested
methods to be used in the project.

Amplitude

The simultaneously firing neurons can result in high amplitude signals, often in higher frequency
ranges. One way to determine if a signal contains epileptic seizures based on this phenomenon is by
looking at the mean amplitude. If the mean amplitude at a certain point deviates from a previously
established baseline or a continuous baseline, it could indicate a seizure-like event. Mean amplitude has
been found to be one of the most effective biomarkers of epileptic activity [31].

aEEG

Amplitude-integrated electroencephalogram (aEEG), is a compressed and filtered EEG trend that
enables long-term monitoring of brain function across patients of different ages. The lower and upper
borders of the aEEG represent the variations in respectively the minimum and maximum amplitudes
in the EEG. A normal continuous pattern is defined by a lower border trace above 54V and an upper
border trace above 101V [46]. A seizure can be recognised by a slow rise in lower margin amplitude,
a small bandwidth (both due to higher voltages present in the signal [47]) and an abrupt drop of the
lower border to baseline. Previous studies have used varieties of this method in a variety of detection
models [48-51].

Spectral analysis

One way of differentiating seizure vs non-seizure segments based on the high voltage characteristic
is by comparing the power of frequency bands per segment EEG, using the power spectral density.
Because of the higher amplitude activity, the power in the different frequency bands will generally
increase during a seizure. Furthermore, the frequency distribution can also be used to identify the
evolution in frequency during a seizure in which there is a shift of signal power from the lower to higher
frequency bands [52]. Both frequency band powers and ratios have shown good results in previous
studies identifying epileptic activity [31, 53].
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Autocorrelation

Autocorrelation is a signal-processing technique that measures the correlation between a signal and
a delayed version of itself. It is commonly used to identify repeating patterns in a signal and could
therefore find the rhythmicity related to seizure in an EEG signal. For a signal, the autocorrelation
function provides a value between 1 for perfect correlation, 0 for no correlation, and -1 for negative
correlation. In the context of epilepsy detection, a higher autocorrelation function indicates higher
rhythmicity in the EEG signal, which may indicate the presence of epileptic activity. Autocorrelation has
shown promising results when used in observer-based decision trees [34] and combined observer-based
automatic detection [33].

Entropy

Many methods for feature extraction to capture rhythmic oscillations in EEG signals have been limited
by their reliance on linear methods. However, EEG signals are nonlinear and complex, making them
well-suited for analysis using nonlinear methods. One such method is entropy, which measures the
randomness and irregularity of a signal. During a seizure, the rhythmic expression of the signal becomes
more regular and less chaotic, resulting in a lower entropy value. Signal analysis has numerous forms
of entropy, many of which have been used in the detection of seizures in EEG signals. Shannon entropy
is a simple form of entropy commonly used in signal analysis and measures the degree of uncertainty
or randomness in a signal and has shown some promising results as a classifier of seizures [54]. A
variation on Shannon entropy is Tsallis entropy, with which one can vary the influence of outliers on the
overall measure. High entropy in an EEG signal implies a high degree of disorder, which means that
there are multiple individual signals contributing to the final signal. A low entropy value indicates a
more simple build-up of the signal. During a seizure, many neurons fire at the same rate and frequency
causing the final signal caught by the electrode to be fairly simple leading to a low value of entropy and
a more predictable signal.

Coherence

Coherence is the linear correlation between two signals calculated in the frequency domain, representing
the oscillatory coupling based on amplitude and phase synchronisation. At the beginning of a seizure,
when the focus of activity expands to adjacent brain regions, there is an increase in coherence between
signals recorded by neighbouring electrodes. In cases where the seizure is localized to one hemisphere,
the coherence between signals recorded by electrodes on the opposite hemisphere decreases. As the
seizure progresses, incorporating more and more brain regions, the overall coherence between signals
increases. Several studies have proven that coherence, the overall, inter- or intra-hemispheric values,
can be used for distinguishing ictal and non-ictal EEGs [34, 41-43, 55].

Phase locking value

The phase locking value (PLV) determines if the phase difference between two signals is relatively
constant, providing the degree of phase locking [56]. It is similar to the coherence but normalised to the
amplitude, so it more strictly identifies phase synchronisation [57]. The PLV is a method that has been
used in seizure detection for children in critical care [41], with limited EEG channels [41, 42, 44], with
different frequency decomposition methods and as a feature in combination with a machine learning
algorithm [58].



Methods

We performed a retrospective study on the EEG data from children in the PICU to find features
identifying epileptic seizures. Firstly, individual methods were computed to establish the performance
of individual features in identifying a seizure. Afterwards, a random forest model used these features
to create a combined automated model.

3.1. Data

Two sets of data were used in this study, a small optimisation set and a larger test set. For both datasets,
the EEG data was selected from patients in the database of the Erasmus MC Sophia Children’s Hospital
from 2018 to 2020. The optimisation set consisted of relevant EEGs of ten children with different types
of hard-to-identify epileptic activity encountered during clinical practice. The test set consisted of EEGs
that were recorded within 24 hours after the initial aEEG recording had stopped running. The EEGs
were recorded in BrainRT™with 11 to 19 electrodes, based on the international standard configuration
of the 10-20 system. Experienced neurophysiologists or lab technicians classified the events during
the recordings through visual inspection. These formed the ground truth to which the results of the
model’s classifications were compared. All recordings were performed as standard procedure in clinical
evaluation of the patients and no information can lead back to the individual patient. It has been
reviewed and approved by the Medical Ethical Testing Committee (METC) (nWMO-MEC-2021-0145).

3.2. Preprocessing

Both sets underwent several preprocessing steps before feature calculation, as visualised in Figure B.2.
For the creation of the aEEG features, the same data underwent different preprocessing steps. First,
the raw data was exported in EDF+ (European Data Format) from BrainRT™. Further analysis was
done using MATLAB™[59] with EEGLab™][60] and Fieldtrip™][61] plugins. All channels, other than
the standard channels for aEEG (C3, C4, P3, P4), were removed from the EDF datasets. The signals
were referenced to the average of the entire set, while for the creation of the aEEG features, as later
explained, the montage was changed to C3-P3 and C4-P4, resulting in two channels instead of four as
this is standard practice. The EEG signals were then filtered with a Hamming window sinc FIR filter,
with the edges set to 1.5Hz and 25Hz. The data was downsampled to 128Hz and cleaned for artefacts
using the clean_artifacts function within the EEGLAB toolbox that applies real-time artefact subspace
reconstruction (ASR) to detect and reject high-amplitude activity including eye-blinks, muscle activity
and sensor motion [62, 63]. Each second of the data was labelled as 'seizure’ or 'regular’ based on the
visual inspection of the neurophysiologists.

3.3. Feature extraction

Various epilepsy feature extraction methods were previously reviewed and are summarised in Table 2.1.
These features were based on characteristics that are used to identify ictal activity in clinical practice
by neurophysiologists. The high-lighted extraction methods have been developed in this study. All
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Table 3.1: Epileptic EEG features and corresponding methods of extraction

Characteristic Extraction method Features

High voltage Amplitude Maximum higher envelope,
Maximum variance
aEEG Maximum lower envelope,
Minimum variance
Evolution Delta/Theta/Alpha/
in frequency Alpha2/Beta/Total power band Maximum
Theta-delta/Alpha-delta/
Alpha2-delta/Beta-delta power ratio Maximum
Delta-total / Theta-total / Alpha-total /
Alpha2-total /Beta-total power ratio ~ Maximum
Rhythmicity Autocorrelation peak-ratio Peak-ratio closest to 1,

Minimum variance

Tsallis entropy Minimum, Mean variance
Spatial (a)symmetry ~ Coherence Maximum, (Minimum)
Phase locking value Maximum, (Minimum)

aEEG = Amplitude-integrated electroencephalography, PPV = Positive predictive value, () indicate features only
included in the random forest classifier

extraction methods followed a similar setup. For the signals of the four electrodes, the main variable of
interest was calculated for every 3-second window with a 2-second overlap. Further analysis, such as
computing the envelope or the variance of the variable, was also conducted. In the following chapters,
each extraction method will be specified in more detail. Table 3.1 list the features corresponding to each
extraction method.

Amplitude

For every electrode, the mean higher envelope and the moving variance of the EEG data with a 3-second
window were calculated with a 2-second overlap. To combine the four electrodes into one feature, we
took the maximum absolute value of the higher envelope and the maximum variance of these four
electrodes. Both parameters were used as two separate features in the individual method analysis and
the random forest classifier.

aEEG

To determine aEEG-based features, firstly the EEG signal was manipulated to create an aEEG signal using
an existing open-source code by Vesoulis et al. [64]. The signal underwent filtering and rectification,
followed by envelope extraction using a Butterworth filter. Next, we subjected the envelope to scaling
so that values up to 10mV were displayed linearly, while the remaining values followed a logarithmic
scale. This resulted in two 2-channel aEEG signals. The maximum value for the lower envelope and the
minimum variance of the lower envelope of the two aEEG signals were calculated every three seconds,
with a 2-second overlap.

Frequency analysis

For each 3-second epoch, we calculated the powers of five frequency bands (delta (0.5-4Hz), theta
(4-8Hz), alpha (8-12Hz), alpha2 (12-16Hz), and beta (16-25Hz)) for each electrode for every second. The
power spectral density for each of these frequency bands was determined using Welch’s method with a
Hamming window segmenting the data. Other parameters that were computed using these frequency
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Autocorrelation function
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Figure 3.1: Example of the autocorrelation function of an EEG epoch. The peaks are detected and the intervals

between the peaks are compared to each other. The more closely the comparison is to 1, the more rhythmic the
signal is.

band powers include the ratio between the five band powers and the total power, as well as the ratio
between four band powers and the delta power. For the final features, the maximum value of the four
electrodes was taken and set as parameters.

Autocorrelation

Our approach was developed based on similar methods presented in previous papers [33, 34, 65]. The
autocorrelation function was calculated for each epoch of three seconds, with a 2-second overlap in the
EEG signal for the four electrodes. We then identified the peaks of this function and calculated the
mean distance between all the peaks within the 3-second window. A peak-ratio close to one indicates a
periodic signal which might hint at the occurrence of a seizure. An example is shown in Figure 3.1.
The more the ratio differs from one, the less rhythmic the signal is. The average and variance of the
peak-ratio were both considered as individual features for detecting epileptic activity in the EEG signal
and as features for the combined random forest classifier.

Entropy

The entropy measure used in this study was derived from Shannon entropy, namely Tsallis entropy. We
determined the Tsallis entropy measure using the wavelet entropy measure. This first splits a signal into
wavelet coefficients using wavelet decomposition, after which the entropy measures are determined
using the normalised wavelet coefficients as the probability distributions. The more rhythmic the signal,
the less chaotic it tends to be. This indicates that epileptic activity should decrease the level of entropy.

Coherence

Just like the other methods, the coherence calculation was done for every 3-second window with
a 2-second overlap. The coherence over all frequency bands was determined for all the different
combinations of electrodes, so six channels in total. The maximum and minimum values of these
six combinations per second were calculated. For the preliminary method analysis, the maximum
coherence, as suggested by some of the previously mentioned studies [34, 41, 55] was used as its
parameter. In the combined model analysis, the maximum and minimum coherence were both included
in the search for the best combination of methods in the random forest classifier.

Phase locking value

The PLV for all frequency bands was calculated in the following way for the four electrodes separately.
First, a Hilbert transform created the analytical signal of the EEG data, consisting of a signal between 0
and 1 with a real and imaginary part. Then, the angle was determined. For each pair of electrodes, six
channels in total, the PLV was calculated for every second with a 3-second window. Like the coherence
parameters, the maximum and minimum PLV between the electrode combinations were determined.
For the individual method analysis, the maximum PLV was considered as the feature, while both
parameters were included for the combined method analysis.
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Figure 3.2: Overview of minimum window-sum condition, explaining its influence on the classification of events.
In the left example, the feature exceeds the threshold in 12 time points within the 20-second window. This leads to
the current epoch being classified as an event. The right example shows that the feature only exceeded the
threshold at 3 points in the time window, thus leading to the current epoch being classified as a non-event.

3.4. Individual method analysis

We determined the optimal window length for all previously mentioned features by running all the
feature extraction analyses for 1, 3, 5 and 10-second windows and comparing their distributions. The goal
is to classify every second of EEG signal as either seizure or non-seizure for every feature and compare
it to the classification of the visual inspection of the neurophysiologist. We needed three variables to do
this; a threshold to which we compare the feature to determine if it classifies as seizure or not, a mean to
base this threshold on and a window-sum condition to make the classification more robust and to prevent
overestimating. This window-sum condition is defined as the minimal amount of points in a certain pre-
vious time window that has to be positive to classify the current epoch as a seizure. Figure 3.2 provides
an example of a window-sum condition of 12 points exceeding the threshold within a window of 20
seconds. The threshold for each feature is based on the mean of the total EEG and a generalised variable c:

Threshold = ¢ * lsignal-

Each feature was normalised per patient to the mean, to be able to compare the relative difference
between seizure and non-seizure epochs. To systematically determine the optimal combination of
a minimal amount of points during which the feature exceeds a threshold and time window (the
minimum window-sum condition), receiver operating curves (ROC) curves were created for every
feature, for the possible time windows of 5, 12, 20, 30, 40 and 60 seconds, with a minimum number of
points exceeding the threshold of respectively 1/5'",2/5!",3 /5" and 4/5'". These time windows were
empirically determined. Employing such a minimum window-sum condition will create a delay in the
detection of the seizure by at least the minimum number of required positively identified points, and
might miss shorter seizures more easily. However, it ensures a higher robustness of the classifier by not
classifying every outlier as an event. We generated ROCs for all methods, which depict the trade-off
between sensitivity and specificity with varying discriminatory thresholds. Per feature, the optimal
window-sum condition corresponding to the best AUC was determined.

3.5. Statistical evaluation of individual features

The statistical analysis and performance evaluation of every method involved the calculation of median
and interquartile ranges for each feature, followed by the application of the Mann-Whitney U test to
determine the significance of the differences between the 'seizure” and 'non-seizure’ groups (Appendix
D). These differences or similarities were also visualised with violin plots. As stated before, the best AUC
for the corresponding window-sum condition was searched. For these ROC curves, further performance
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evaluation was done. The optimal threshold was determined by finding the point on the ROC curve with
the highest combined score of sensitivity and specificity. The sensitivity, specificity, positive predictive
value, negative predictive value, and accuracy corresponding to this optimal threshold were determined
for both the test set and the optimisation set (Appendix D). Correlations between all features and the
presence of events were calculated and visualised using the features calculated for the test set.

3.6. Random forest classifier

After evaluating the individual methods in seizure identification, all collected normalised parameters
were used as input for the search for an optimal combination of these features in a random forest
classifier. The classifier was built in Python 3.7 using the Scikit-learn toolbox [66]. To find the optimal
combination of hyperparameters and train the model, we used the features of the ten EEGs from the
optimisation dataset. First, the data was resampled to have 2000 data points per patient, with 1000
event epochs and 1000 non-event epochs, so that each patient had an equal part in training the data,
which avoided overfitting on the longest EEG recordings or the patients with a high number of seizures.
For smaller sets, duplicates were allowed. The resampled normalised data of the optimisation set was
split into test and training data with a stratified 5-fold split, ensuring that all samples of individual
patients were included in one group. The hyperparameters were optimised in a 10-iteration, 5-fold
randomised search. The classifier was given various options on different hyperparameters to find the
best combination fitted to the data (see Appendix H for more information on the hyperparameters).
The classifier was able to use different criteria in splitting; entropy or gini, was given the option of
bootstrapping and had a variety of options for the number. Furthermore, the depth of trees, how many
branches one main tree could obtain and the minimal amount of samples that should result in another
split were iterated in search of the best combination. The trained model was then validated on the larger
set of features calculated for the 127 EEGs. To determine the performance of the classifiers, the AUC,
sensitivity, specificity and accuracy were calculated for the five folds. The different features included in
this classifier were checked for their importance in the model.



Results

The upcoming results section will begin by determining the optimal epoch length for calculating the
features, followed by a comparison of feature value distributions between seizure and regular periods.
Most importantly, the performance of the individual features as classifiers will be analysed and the
correlations between features will be discussed. Additionally, the results of the random forest classifier
will be addressed.

4.1. Patient data

The optimisation set consisted of ten EEG recordings of ten children and the test set of 127 EEG
recordings of 115 children, with, due to the manner of data collection, an overlap of four patients with
seven EEG recordings. Both subsets contained EEGs from patients of varying chronological ages. Many
of the included patients were younger than one year, while a few patients included in the test set were
up to 17 years of age. The variation in age was larger in the test set compared to the optimisation set.
The plots in Appendix A present the variation in patient characteristics between the two sets of EEG
recordings. Most of the older patients did not have electrographic seizures. A trend is visible showing
an inverse correlation between the age of patients and the frequency of seizures. The optimisation set
contained recordings of a total of 477.8 hours, of which almost 5% consisted of epileptic seizures. Great
variability was found in the occurrence of seizures between patients and the duration of the epileptic
activity (Table 4.1). 29% of the 127 recordings in the test set contained seizures. Notably, the duration of
seizures ranged widely, more so in the test set than in the optimisation set, with some lasting up to 40
minutes, while others were as brief as a few seconds.

Table 4.1: Characteristics of EEG data in optimisation and test set.

Characteristic Optimisation set Test set

Number of patients 10 115

Males (%) 5 (50%) 67 (58%)

Age in days (median (Q1-Q3)), max 57 (26-117), 811 98 (36-495), 6452
Number of recordings 10 127

Duration of recordings (total (range)) 477.82h (2.0h-142.9h)  3302.4h (0.16h-206.9h)
Recordings with seizures (%) 10 (100%) 37 (29.37%)

Amount of seizures (range) 600 (2-267) 1685 (0-267)
Percentage of seizure activity (total% (range)) 4.87% (0.63- 40.8%) 2.19% (0-32.9%)
Duration of seizures (mean (range)) 12.4m (2.57m-24.0m) 2.58m (0.05m-40.9m)

h = hours, m = minutes

11
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4.2. Optimal epoch length

For all methods, the features were calculated using 1, 3, 5, and 10-second epochs. The distributions of
all the features for the different epoch lengths are shown in Appendix C, Figures C.1a through C.1i.
For the features maximum amplitude, higher envelope of aEEG, autocorrelation peak-ratio and Tsallis
entropy, the distributions generated by different epoch lengths were found to be relatively consistent.
Although longer epoch lengths did slightly reduce the distribution size and eliminated some outliers,
the basic form of the distribution remained similar. In contrast, for other features such as ratios to
delta and total power, coherence, and PLV, changing the epoch length resulted in substantial changes
in the distribution shape. The use of a one-second epoch was deemed insufficient to produce reliable
values, while epochs longer than three seconds did not significantly alter the distributions. Therefore, a
3-second window was chosen as the optimal length for all features. Additionally, to ensure that no data
was missed due to the window length, a 2-second overlap was used between each window resulting in
a feature value for every second.

4.3. Feature-value distribution

A first glimpse of the difference between the seizure (event) and non-seizure (non-event) groups in the
distribution of the values per feature is portrayed in the violin plots created for each feature for the ten
datasets. The most-promising features are shown in Figures 4.1 and 4.2 while the other results can be
found in Appendix E. The 1% of the upper and lower outliers were removed in the plots for better visual
effects. The plots show that the distributions of the values for seizures and non-seizures overlapped in
many features, and no clear separation can be made. Plots for certain features, however, including the
amplitude features, the frequency band power features, the theta-total ratio and especially the lower
border of the aEEG signal, indicate that the event group had higher values compared to non-events.
Conversely, minimum entropy and variance in autocorrelation peak-ratio show the opposite of slightly
lower values for the seizure group, while the coherence and PLV feature displayed broader variation in
value and the alpha-total and alpha2-total ratio show smaller distributions on both sides for the samples
during seizures.
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Distribution of EEG Features for seizure vs. hon-seizure

I Non-seizure
[ Seizure

Normalised value

MaxHighEnvéIopeAmpltot MaxLowaEEG MaxRT MaxVarAmpIitude MinTsE'ntropy
Feature

Figure 4.1: Violin plots of the maximum amplitude, maximum lower border of aEEG, maximum theta-to-total ratio,

variance in amplitude and minimum entropy features, with upper and lower 1% outliers removed. The distribution

of the values of these features is shown for both the samples of the non-seizure (dark blue) and seizure (light blue)
groups. The striped lines present the medians and the dotted lines indicate the interquartile ranges.

Distribution of EEG Features for seizure vs. non-seizure
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Figure 4.2: Violin plots of the maximum frequency power band features, with upper and lower 1% outliers
removed. The distribution of the values of these features is shown for both the samples of the non-seizure (dark
blue) and seizure (light blue) groups. The striped lines present the medians and the dotted lines indicate the
interquartile ranges.
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This is consistent with the results of the Mann-Whitney U-test comparing the medians and interquartile
ranges between the seizures and non-seizures in Table F.1. Some variations were very small, but still,
all features showed significant differences in the medians and interquartile ranges (Q1-Q3) between
seizures and non-seizures for all features. While substantial differences between both groups were found
for the amplitude, aEEG and power band features, most others demonstrated only minor differences.

4.4. Feature performance

ROC curves were made representing different window-sum conditions; time windows in which a
specific number of positively detected epochs are required to classify the current epoch as a seizure.
An example for the best-performing feature, the lower border of the aEEG is shown in Figure 4.3, the
same ROCs for the other features can be found in Appendix G. Based on the AUC, the best minimum
window-sum condition was chosen for each feature which resulted in a variety of combinations of
positive points and windows for the different features. A comparison of the resulting AUCs with and
without a window-sum condition demonstrated that using such a condition enhanced the classification
performance of each feature.
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Figure 4.3: ROC curves of the maximum lower border of the aEEG signal for a variety of window-sum criteria, in
which a range of thresholds is exploited. For these results, the threshold was based on the mean of the entire EEG.
The stars indicate various F-beta scores, located in the ROC with the relative best AUC score.

The lower border of the aEEG signal displayed the highest AUC of 0.79 (Table 4.2), as shown in Figure 4.4c.
Other features with AUCs above 0.60 were the amplitude features, the minimum entropy, all frequency
power bands and the theta-total ratio. The ROCs of the best-performing features are visualised in Figure
4.4. For these relevant features, optimal thresholds were determined based on the maximum combined
sensitivity and specificity of the optimisation set (presented as dark blue dots in the ROC curves). These
can be found in Table 4.2. The sensitivity, specificity, PPV, NPV and accuracy corresponding to the
classification based on these optimal thresholds for the 10-EEG optimisation set and the 127-EEG test
set are stated as well.

For the optimisation dataset, the lower border of the aEEG and the alpha2 band power showed the
highest combined sensitivity and specificity scores. Notably, the aEEG feature maintained its high
performance when tested on a larger independent test set, whereas the alpha2 band power and the
theta-total power ratio exhibited a decrease in sensitivity. The other amplitude-related features, the
entropy measures, coherence, PLV and the delta, theta and alphal band maintained their performance
while testing for the larger set, while the other features combined with the determined threshold did
not.
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Figure 4.4: ROC’s of the most relevant features (AUC>0.60). The optimal threshold (maximum of combined
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Figure 4.4: Continuation: ROCs of the most relevant features (AUC>0.60). The optimal threshold (maximum of
combined sensitivity and specificity) is specified and depicted in yellow.
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Table 4.2: Statistical values of the feature extraction methods as classifier for both the optimisation and test set

Extraction method AUC Threshold Sensitivity Specificity NPV PPV Accuracy
10 (127) 10 (127) 10(127)  10(127)  10(127)
Maximum amplitude  0.61  >0.95 0.53(0.54) 0.65(0.62) 0.07(0.03) 0.96(0.98) 0.65 (0.62)
Variance in amplitude 0.67  >0.90 0.44(0.34) 0.84(0.85) 0.13(0.05) 0.97(0.98) 0.83(0.84)
Lower border aEEG 0.79  >1.03 0.67(0.62) 0.79(0.68) 0.14(0.04) 0.98(0.99) 0.78 (0.68)
Variance in aEEG 054 >0.10 0.94(0.87)  0.11(0.16) 0.05(0.02) 0.97(0.98) 0.16 (0.18)
Maximumpower
Delta band 0.67 >0.72 0.44(0.38)  0.83(0.83) 0.12(0.04) 0.97(0.98) 0.81(0.82)
Theta band 0.69 >0.72 0.45(0.36) 0.85(0.88)  0.13(0.05) 0.97(0.98) 0.83(0.87)
Alphal band 0.67  >042 0.74(0.53)  0.48(0.62) 0.13(0.03) 0.97(0.98) 0.49 (0.61)
Alpha2 band 0.65 >1.99 0.56 (0.10)  0.95(0.98)  0.22(0.10) 0.96 (0.98) 0.92 (0.96)
Beta band 0.69 >0.44 0.77(0.79)  0.47(0.28)  0.07(0.02) 0.98(0.98) 0.49 (0.29)
Power ratio to delta
Theta-delta 0.55  <0.38 0.74 (0.00)  0.3(0.99) 0.05(0.00) 0.96 (0.98) 0.35(0.97)
Alphal-delta 053  >0.19 0.76 (0.40)  0.35(0.68)  0.06 (0.03) 0.97(0.98) 0.37(0.67)
Alpha2-delta 052 >1.39 0.73(0.03)  0.35(0.98)  0.05(0.03) 0.96(0.98) 0.37 (0.96)
Beta-delta 054 <1.01 0.64 (0.30) 0.44(0.78)  0.06(0.03) 0.96(0.98) 0.45(0.77)
Ratio to total power
Delta-total 052  >0.89 0.73(0.30)  0.32(0.71)  0.05(0.02) 0.96(0.98) 0.34 (0.70)
Theta-total 0.64 >0.80 0.44(0.01) 0.74(0.97)  0.08(0.01) 0.96(0.98) 0.73 (0.96)
Alphal-total 052 <127 0.67(0.31)  0.38(0.74)  0.05(0.03) 0.96(0.98) 0.39(0.73)
Alpha2-total 055 <114 0.58 (0.25)  0.52(0.80)  0.06 (0.03) 0.96 (0.98) 0.52(0.79)
Beta-total 053  >1.01 0.50 (0.08)  0.58 (0.90)  0.06(0.20) 0.96 (0.98) 0.58 (0.89)
Autocorr. peakeratio 058 <101 054(0.12)  057(0.90)  0.06(0.30) 096 (0.98) 0.57 (0.88)
Variance in peak-ratio 0.57  <1.14 0.63 (0.12) 0.49 (0.90)  0.06 (0.03) 0.96 (0.98) 0.49 (0.88)
Tsallis entropy 0.63  <1.05 0.52 (0.40)  0.66 (0.66)  0.07(0.20) 0.96 (0.98) 0.65 (0.65)
Variance in entropy 055  <1.01 0.37(0.35)  0.71(0.71)  0.06 (0.03) 0.96 (0.98) 0.69 (0.70)
Coherence 055 >1.24 0.23(0.22)  0.87(0.85)  0.08(0.03) 0.96(0.98) 0.84(0.83)
PLV 053  >127 0.25(0.19)  0.86(0.90) 0.09(0.03) 0.96(0.98) 0.83(0.83)

aEEG = Amplitude-integrated electroencephalography, AUC = Area under the curve, PPV = Positive predictive
value, NPV = Negative predictive value
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4.5. Correlation between features

The correlation heat map in Figure 4.5 shows the correlation of all the normalised features. The true
events are included as well to check the correlation between a feature and the occurrence of a seizure.
Especially the maximum power in various frequency bands, the amplitude features and features related
to the aEEG signal had a higher positive correlation with the event parameter compared to other
features, while entropy showed a slight negative correlation with the true events. This aligns with the
performance of these features in the method analysis.

Several features had high correlations between their values, either positive or negative. These include
the features related to the frequency analysis, the coherence and PLV, and the amplitude measures.
Comparing the correlation of the best-performing features, it appears that the lower border of the aEEG
signal was positively correlated with the variance in amplitude, maximum power in frequency bands,
and the ratio of theta to total power. However, little correlation existed between the aEEG feature and
the minimum entropy or maximum amplitude features.

Correlation Heatmap
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Figure 4.5: Heatmap representing the correlation between the features calculated for the 3-second window. All
features were normalised per patient. Shading indicates the level of correlation from a positive correlation in blue,
no correlation in white and a negative correlation in brown.
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4.6. Random forest classifier

The ROC curve of the classifier trained with a 5-fold hyperparameter tuning for optimisation dataset
in Figure 4.6a showed that the classifier overall had a mean AUC of 0.74 + 0.13. This indicates that
the combined RF classifier showed a lower performance for identifying the events in the optimisation
dataset compared to the individual lower border aEEG feature with the window-sum condition. The
variation in the different folds is substantial, indicating that the performance depends highly on which
patients are trained and which are tested. Figures H.3 and H.2 show the most important features
determined by the permutation methods based on a decrease in accuracy and impurity. Both show
that the lower border of aEEG-feature highly influenced the model, followed by some of the absolute
frequency band powers (alpha, theta, alpha2 and beta) and the variance in amplitude. The same features
were found to be the best-performing features in the individual method analysis. The trained model was
used to classify the data of the 127 patients. This resulted in the confusion matrix presented in 4.6b. The
recall or sensitivity of 0.35 indicates that about two-thirds of the true seizures were missed, while the
precision of 0.42 indicates that more than half of the classified events were wrongfully classified as such.
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Figure 4.6: a) ROC of the two random forest classifiers, trained using the optimisation 10-subject dataset and b) the
confusion matrix created when predicting the 127-patient dataset with the trained model.



Discussion

In the PICU, neurological monitoring via aEEG represents a crucial diagnostic tool for detecting seizures.
However, the identification of seizures using aEEG remains a challenge for healthcare professionals. To
addpress this issue, we conducted an exploratory study aimed at identifying observer-based EEG features
that could aid in the accurate classification of seizures. Subsequently, we evaluated the performance of
each individual feature as a stand-alone classifier and examined whether combining these features in a
random forest classifier could improve the predictive capacity of the model.

Our results demonstrated that several features, including maximum amplitude, amplitude variance,
entropy, frequency band powers, and the theta-to-total ratio, achieved an AUC above 0.60, well above
chance, with the lower border of the aEEG signal yielding the highest AUC of 0.79. The best performing
features maintained their classification ability when tested on a larger, independent dataset. These
features were also found to exhibit the strongest correlation with true seizure events, particularly in
the delta band, aEEG border, and amplitude variance. The performance of the random forest classifier
did not exceed that of the individual aEEG feature with window-sum condition but did find the same
features to be the most predictive in classifying seizures.

5.1. Interpretation of results

The results of our exploratory study provide valuable insights into the potential use of additional
features for accurate seizure classification in the context of paediatric critical care. It can be inferred
that the lower border of the aEEG feature is the most effective in distinguishing between seizure and
non-seizure periods. Additionally, other features with employed window-sum conditions have shown
potential in aiding the classification of epileptic activity, based on their individual performance as
classifiers and correlation with the presence of events. These features can be combined with the aEEG
feature to improve the classification between epileptic activity and non-epileptic activity.

In addition to demonstrating the usefulness of different features in distinguishing seizures, we have
also shown that the introduction of the window-sum condition improves the classification skills of all
investigated features. This can be attributed to the extra dimension that we add by looking at the past.
This way, not every outlier is marked as a seizure, which increases the robustness of the feature as a
classifier.

Based on our hypothesis regarding the characteristics of epileptic activity in EEG and previous studies,
we expected all features to have value in the classification of epilepsy. Given its wide application in
clinical settings, we hypothesized that the lower border of the aEEG would be the most informative
feature, and our results confirmed this expectation. Although all features showed predictive capabilities
higher than chance, many did not perform as well as anticipated.

One of the main reasons that could explain why no single feature, besides aEEG, shows classifying
abilities relevant in PICU-setting, is the variability in the manifestation of seizures in EEGs. Research
has demonstrated substantial inter- and intra-variability in seizure expression, making it challenging to
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differentiate all seizures based on a single characteristic. The inclusion of paediatric patients of varying
ages in our dataset may have contributed to even greater variability in the manifestation of epileptic
activity in EEGs, due to changing background patterns during development. Even after normalising the
data by the mean per patient, differences in the behaviour of EEG patterns may still vary significantly in
this patient population. This could have made it more challenging to classify ictal periods based on
generalised features.

All amplitude-related features, except the variance in aEEG, were to some extent able to identify seizures
from non-seizures. This can be explained by the fact that a common characteristic of epilepsy is the
synchronous firing of many neurons, resulting in high amplitude. We hypothesised that, due to the
broad variability in the manifestation of seizures, the amplitude could not be used to capture all seizures
perfectly due to its simplicity. However, it is possible that due to this simplicity and straightforward use,
many seizures can be identified with it. The presence of high amplitude with significant variation in its
values is a generally reliable indicator of epileptic activity.

The maximum frequency band powers were among the best classifying features, while all but one power
ratio did not suffice as solo classifiers. The fact that the frequency band powers showed classifying
abilities may be attributed partly to the fact that the powers are associated with the amplitude, which
we already confirmed to be indicative of the presence of seizures. This also explains the high correlation
between these features and the variation in amplitude. Additionally, it is interesting to note that a
higher theta-total ratio is predictive of the presence of seizures, suggesting that power in the theta band
increases relatively more compared to the other frequency bands. The theta ratio performs well in
the optimisation group, while the determined threshold does not work for the larger test set. There
is a difference in age between the two groups, with the optimisation set consisting mostly of younger
patients, while the test set has a broader range of included ages. It is known that younger patients tend
to have lower EEG background activity, which could explain the higher power in the lower frequency
range, such as theta, that cannot be reproduced in a group with more, older patients. However, further
research is needed to provide more conclusive answers. Furthermore, the variability of frequency
power ratios during different phases of a seizure may be a reason why most of the power ratios did not
work effectively in seizure detection [47, 52]. To address this issue, it may be beneficial to find a way to
incorporate these changes in frequency power ratios during different phases of a seizure, which could
potentially improve the performance of seizure detection features.

Autocorrelation is a feature related to the rhythmicity of a signal during seizures. Though used similarly
in earlier work [33, 34], this feature did not show highly predictive capabilities to distinguish seizures in
an EEG during our study. This could indicate that, though a common characteristic, thythmicity might
not always be present during seizures, or not in a fashion that is easily identified with the currently
used method. Deburchgraeve et al. found that single patients without much rhythmicity could have
a great influence on the performance of the classifier [33]. Therefore, it is possible that this feature is
very patient-specific, but it may still be useful in a decision tree together with other features. Another
possible explanation is the difference in method, as other studies have often used the ratio between
zero-crossings of the autocorrelation, whereas we used the ratio between the peaks. A more elaborate
study that identifies the flaws and challenges of this particular method is necessary to find conclusive
answers.

The minimum entropy measure revealed that during seizures, there is a decrease in the level of chaos
compared to regular periods, likely caused by rhythmicity during seizures. Although the classification
ability was significant, it did not meet our expectations. This could be attributed to various factors, such
as only a portion of the seizure periods in our dataset exhibiting rhythmic behaviour, as corroborated
by the limited results of the autocorrelation feature. Additionally, Tsallis entropy might not have been
the most suitable entropy measure for this purpose, as other forms such as permutation and sample
entropy have been used in epilepsy classification before. Therefore, it may be beneficial to explore these
measures in future studies.

Although coherence and PLV have been shown to be good indicators of epilepsy in other studies [34,
41-44, 55], our results did not show high performance values for these features. There could be several
explanations for this discrepancy. One possible factor is our limited electrode set-up. During the
calculation of coherence and PLV, we considered the maximum value between one of the six channels
over which these features were computed. This implies that we assumed that at least two electrodes
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forming that channel were situated in the area where a seizure occurred, resulting in higher coherence
or PLV during seizure periods compared to non-seizure periods. Due to our limited electrode setup, it
is possible that the seizure activity was located in the area of just one of the electrodes, which could
have decreased the maximum coherence or PLV during seizures. However, other studies have also used
limited channels for their analysis, so this cannot solely explain the low performance values obtained in
our study, which calls for further exploration of this feature and its behaviour during seizures.

The performance of the individual analysis was better than that of the random forest classifier, even
though the aEEG feature was also incorporated into the machine learning model. This might be
explained by several things. Firstly, there were slight differences in the data used to establish the
performance of the individual analyses and the random forest classifier, due to the 5-fold analysis,
leading to variation in the results. Additionally, and more importantly, the incorporation of the minimum
window-sum condition in the individual analysis may have contributed to the observed variation.
Therefore, it is not feasible to make a direct comparison between this random forest model and the
aEEG feature classifier. A possible solution would be to create a model that also takes into account the
window-sum condition, however, it was outside the scope of this paper. The robustness of the random
forest classifier was found to be suboptimal. This may be attributed to the fact that the ROC results
of the various folds were each time, based on a small subset of the data. If these patients exhibit a
unique expression of a seizure in their EEG, the results can vary greatly, resulting in either good or poor
performance. A larger dataset would be able to reduce the effect of such outliers.

Some features demonstrated robust performance on the test set when using the determined threshold
derived from the optimisation set. Nevertheless, for some features, these thresholds failed to exhibit
such generalisability. A possible explanation for this discrepancy could be that the subset of data in
the optimisation set exhibited a particular behaviour for that feature, which did not correspond to
the behaviour of the feature in the test set. To ensure the development of more reliable thresholds,
future research should consider employing a larger, more diverse optimization. This would increase the
generalisability of the model and improve its performance on unseen data.

5.2. Limitations

One point we need to address is the fact that we are using only four electrodes. Several studies have
shown that physicians find aEEG interpretation more difficult than EEG when it comes to epilepsy,
partly because it is time-compressed, but also because there is much less information to obtain from
four electrodes compared to a full setup [67]. The limited information could also be a restricting factor
in technological classifiers. Additionally, it is possible that the localisation of the electrodes relative
to the seizures is sub-optimal, which may result in the signal not clearly showing the occurrence of a
seizure. This could also create problems for the features used in this study. It is possible that valuable
information is lost due to the use of only four electrodes, which may result in the features working less
effectively.

The bias in the included datasets, created through the data selection process can have influenced the
results. The 127 EEGs included in the study were selected based on patients who first had an aEEG
recorded, followed by a regular long-term EEG. These EEGs were likely recorded for patients in whom
the PICU staff was uncertain about the presence of seizures, which prompted the EEG recording to seek
a second opinion from neurophysiologists. As a result, the included EEGs can be stapled as containing
hard-to-identify seizures or containing seizure-like events, making it harder to distinguish seizures
from non-seizures. However, the study, therefore, does reflect the actual performance of our features
on target (a)EEGs with hard-to-identify seizures based on aEEG inspection alone, representing the
real-world scenario, making our findings relevant to clinical practice.

Another limitation was that our electrode montage was referenced to the average, which may
have altered the overall synchronisation in the signal, making the difference in PLV or coherence
between seizure and non-seizure periods less distinct. Other studies used different methods to
determine coherence and PLV features, such as taking the mean coherence between all channels [34] or
only examining the synchronisation between the left and right hemispheres [42]. Therefore, more re-
search is necessary to determine the optimal usage of synchronisation methods for epilepsy classification.
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The fact that we made a classification for each second of EEG will have influenced our results. Not
every second during a seizure displays the same characteristics, causing missed events. Additionally,
the beginning and end of seizures may not be sharply delineated, which can result in further misclassifi-
cations. However, our study was not aimed at accurately classifying every second of the EEG, but rather
at identifying trends that can be visualized and provide more information to aid in the diagnosis of
seizures.

The gold standard for seizure detection is based on the interpretation of neurophysiology staff, which
can be prone to biases, variability and mistakes. Additionally, determining the precise boundaries of
the beginning and end of a seizure can be challenging. Therefore, it must be taken into consideration
that we compare our results to an imperfect gold standard. Since the interpretation of aEEG, even by
neurophysiologists, is more difficult than EEG, we have determined the gold standard based on EEG.
However, we acknowledge that errors can still occur in this process. Despite this possible limitation, we
deemed this approach to be the best achievable standard for comparison in our study.

Another aspect to consider, regarding the thresholds set for each feature, is the method used to determine
them. We chose the best threshold based on the maximum value of sensitivity plus specificity. However,
it can be debated whether this is the best approach. The method of determining the threshold will
depend on how the features will be used, either in combination or as a standalone analysis. In this study,
sensitivity was more important than specificity, as we preferred to minimise the number of missed
seizures, even if this resulted in a slightly higher false positive rate. F-beta scores were also explored,
but they did not provide consistent thresholds for all features. Therefore, sensitivity plus specificity was
deemed the best and most robust measure for all the features for now.

The method used to remove artefacts from EEG signals may have affected how seizures are detected in
the recordings. We used artefact subspace reconstruction (ASR), which identifies non-brain activity
based on signal variance and removes it while preserving the underlying EEG signal, using a piece of
artefact-free EEG as a reference. One of the steps it takes is burst suppression, which removes high
amplitudes that resemble artefacts. However, high amplitudes are also present in epileptic activity and
might therefore be (partially) removed by the ASR method. This method has previously been used in
an EEG study on epilepsy detection [68], and since the amplitude features perform well in this study, it
appears the effect is fairly limited. However, it is important to conduct further research on the impact of
ASR on epilepsy detection.

Due to the minimum window-sum condition used in the analysis, shorter seizures may have been
missed. Each feature was optimised with time windows ranging from 5 to 60 seconds and with a
maximum of 48 positive points. However, the higher number of required positive points can make
it challenging to detect seizures of the same magnitude as the time window. To address this issue,
window lengths of up to 60 seconds and minimum sums of 48 positive points or less were used in the
study, trying to limit the amount of missed seizures. For the results of the performance evaluation,
the influence of missing these short seizures will be limited, but it is important to keep in mind this
limitation during future implementation. Another point to consider is that the window-sum condition
introduces a delay in the detection of the signal. This is because a certain number of epochs need to be
above a threshold to detect epilepsy, which only occurs after the ictal period has started. The maximum
delay is less than a minute, so the effect on diagnosis and treatment is minimal, but it should still be
taken into account.

In this study, we normalised the data by dividing the calculated feature value per second by the mean
of the entire feature of that patient. This approach allowed us to set thresholds based on the patient’s
individual means of the feature, eliminating the need for a general threshold. However, it is worth
noting that other normalisation methods, such as subtracting the mean of the value and dividing by the
standard deviation, are more commonly used. It may be worthwhile for future studies to use this type
of normalisation to better understand the effects of our chosen normalisation method.

One potential confounding factor in our study is the use of a band-pass filter with a lower cut-off
frequency of 1.5 Hz. While this is a common practice in studies involving adult patients, it may have
inadvertently filtered out more relevant information in our paediatric EEG data.
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5.3. Future research recommendations

Several things must be considered before clinical implementation. One concern is the establishment of
the mean of a certain time window per patient to use as a basis for the threshold. The behaviour of the
feature within this time window can have implications on the overall classification performance. For
instance, if the window contains seizures, the threshold will be based on the false assumption that the
mean is from a regular period. One way to overcome this issue is to allow the staff to select a specific
time window that is certain not to contain seizures, though this might increase workload. Another
factor that might influence the threshold is the length of the time window. Careful consideration and
further research is needed for related issues that might arise during implementation.

Further research could be conducted to investigate which features are capable of identifying specific
phases of an ictal period. It is possible that certain features only exhibit changes after a seizure has
already commenced, while others may show changes during, or even before the seizure suggesting
predictive qualities. Identifying which features are capable of predicting and classifying different stages
of seizures could be a next step in creating a more intricate and valuable neuromonitoring dashboard.

Another area of interest may be to explore the generalisability of the feature per age group. Since
EEG patterns can vary significantly across different age groups, it might be valuable to investigate
which feature combinations, with what thresholds, are most effective for each specific age group. The
selection of feature combinations based on age group could potentially improve the generalisability of
our findings and lead to more accurate seizure detection in a wider range of patients.

It would be interesting to find out the performance of the features or a combined model in identifying
seizures of different duration. It might be possible that seizures were missed due to the employed
minimum window-sum condition and to the fact that shorter seizures might not exhibit the full range
of epileptic behaviour as larger-sized seizures would. As the results of the test set showed, a great range
of seizure lengths is included in the study. Determining the performances of the features on datasets
with seizures of different duration could provide insight into which features can identify which length
of seizure.

Regarding the limitation of having four electrodes, it might be useful to evaluate the performances of
the features on standard EEG recordings. It might reveal that when using more electrodes, the features
show better performances, indicating that the information provided by four electrodes is not sufficient.
A future study could focus on evaluating the performances of all the features using various amounts of
electrodes, determining the optimal setup, with as few electrodes as possible.

The primary objective is to enhance neuromonitoring in the PICU by incorporating supplementary EEG
features that aid in identifying seizures. One possible strategy is to visualise the trends of other features
on the neuromonitor, in addition to the aEEG signal. A suggestion might be the minimal entropy, based
on the lack of correlation it showed with the aEEG feature. Alternatively, one could use the aEEG feature
as the foundation of a prediction model, combined with a feature with high sensitivity confirming
seizure occurrence, and another feature with high specificity providing reassurance of the absence
of seizure activity. This model could provide a probability score that the PICU staff could take into
consideration during diagnosis. Future research is necessary to determine how the results of diagnosis
based on visual inspection of the aEEG compare to the diagnosis using the enhanced neuromonitoring
tool. If the effectiveness of the new monitoring tool can be confirmed, it has the potential to decrease the
uncertainty surrounding certain patients, particularly those without clear seizure patterns on the aEEG.

5.4. Conclusion

Our results show that various observer-based features can aid in the identification of seizures in
4-electrode EEG. These additional features could increase the accuracy and decrease the delay and
uncertainty in diagnosing epilepsy in aEEG by PICU staff, reducing the need for full setup EEG
monitoring and improving patient outcomes in paediatric critical care.
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Figure A.1: Distribution of the ages of the patients included in the test set (light) and in the optimisation set (dark).
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Figure A.2: The distribution of the number of seizures versus the age in days of the patient in the test (light) and

Fraction of seizure compared to age for patients with and without seizures
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Schematic overview code

The source code is available at github.com/SanneLange/Epilepsy-detection

Edf file

' aEEG_check

{ (is 4-electrode file ——>» adfiile — 3/ a'tEEsq—frlei}eﬁl
' already created?) / {_E:rea €s f-elech E_'.-}

| a-elecirode.edfset |

Figure B.1: Schematic overview of loading and transforming the data. The input data (blue) is the EDF (European

Data Format) file with the EEG recording. The first function (red) checks whether a file already exists of that EEG

with four electrodes, and otherwise, it creates a 4-electrode .set file. All functions are presented in red, while the
variables are shaded in yellow and the input and output files are in blue.
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Figure B.2: Schematic overview of preprocessing steps of the data. The input data (blue) is loaded, and for the
feature method aEEG, the signals are re-referenced. The data is preprocessed and the seizures are identified. All
functions are presented in red, while the variables are shaded in yellow and the input and output files are in blue.

Purple boxes provide more information about the functions.
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Figure B.3: Schematic overview of the steps taken in the individual method analysis. The EEG signal is used to
create the feature values and the vector indicating true events. The threshold & window-sum requirement sweep
finds the best window-sum combination and threshold. This threshold is then evaluated with the test set. All
functions are presented in red, while the variables are shaded in yellow and the input and output files are in blue.

Purple boxes provide more information about the functions.



Distribution plots of different epoch
lengths
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Figure C.1: Distribution of feature values calculated for window-length of 1 (blue), 3 (orange), 5 (green), and 10
(red) seconds.
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Distribution of Fregband features for different epoch lengths
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Figure C.1: Continuation: Distribution of feature values calculated for a window-length of 1 (blue), 3 (orange), 5
(green), and 10 (red) seconds.
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Distribution of FregbandRatioTotal features for different epoch lengths

Epoch_length
10 = 1 second
1 3 seconds
08 1 5 seconds.
}? [ 10 seconds
@
Doe
o)
Qoa
02
0.0
0.0 02 0. ¥ . 10
Epoch_length
=1 1 second

7 3seconds.
1 5 seconds.
[0 10 seconds

Epoch_length
=1 1 second
1 3 seconds
[ 5 seconds
[ 10 seconds

Epoch_length
1 1 second
[ 3 seconds
[ 5 seconds
[ 10 seconds

Density

Epoch_length
[ 1 second
[ 3 seconds
[ 5 seconds
[ 10 seconds

Density

4
MaxRB

(g)

Distribution of coherence features for different epoch lengths

07 Epoch_length
g =1 1second
1 3 seconds
06 1 5 seconds
=3 10 seconds
05
>
=
@ 04
=
o)
Qo3
02
01
00

0.4 0.6
MaxCoherence

(h)

Distribution of PLV features for different epoch lengths

08 Epoch_length
. £ 1 second
07 [ 3 seconds

1 5 seconds
06 [ 10 seconds
05
0.4
03
0.2
0.1
0.0
0.0

0.6
MaxPLV

(i)

Figure C.1: Continuation: Distribution of feature values calculated for window-length of 1 (blue), 3 (orange), 5
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Statistical measures

Sensitivity

Sensitivity is a measure of how well a classifier can identify true positives. It is defined as the proportion
of actual positives that are correctly identified as such by the classifier. It can also be called sensitivity or
true positive rate. The formula for sensitivity is:

True Positives

Sensitivity = — -
Y= True Positives + False Negatives

(D.1)

Specificity
Specificity is a measure of how well a classifier can identify true negatives. It is defined as the proportion
of actual negatives that are correctly identified as such by the classifier. The formula for specificity is:

S Ficit True Negatives
ecificity = - —
pecificity True Negatives + False Positives

(D.2)

Accuracy

Accuracy is a measure of how well a classifier can correctly classify both positive and negative cases. It
is defined as the proportion of correct classifications made by the classifier. The formula for accuracy is:

A True Positives + True Negatives
ccuracy = — — . -
Y= True Positives + False Positives + True Negatives + False Negatives

(D.3)

Precision

Precision is a measure of the ability of a classifier to correctly identify positive cases among all classified
positive cases. It is defined as the proportion of true positive cases among all cases classified as positive
by the classifier. The formula for precision is:

True Positives
Precision = — — D4
True Positives + False Positives (D4

F1-score

The F1-score is a measure that combines precision and sensitivity into a single metric. It is defined as
the harmonic mean of precision and sensitivity. The formula for F1-score is:

Precision - Sensitivity

Fl-score =2- — —
Precision + Sensitivity

(D.5)
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Fﬁ -score
The F-beta score is defined as:

Precision - Sensitivi
Fs=(1+p7)- 2l

D.6
(B? - Precision) + Sensitivity (D6)

where f is a parameter that controls the weight given to precision versus sensitivity. A value of § =1
gives equal weight to precision and sensitivity (i.e., the F1 score), while higher values of g favour
sensitivity over precision.

AUC

The AUC is the area under the ROC curve, which is a plot of the true positive rate (TPR) against the
false positive rate (FPR) at different threshold values. The TPR is plotted on the y-axis and represents
the proportion of true positives correctly identified by the classifier, while the FPR is plotted on the
x-axis and represents the proportion of false positives incorrectly identified by the classifier. The AUC is
a single number that summarises the classifier’s performance over all possible thresholds. The AUC
ranges from 0 to 1, with 0.5 indicating a random classifier and 1 indicating a perfect classifier.

Mann-Whitney U Test

The Mann-Whitney U test is a non-parametric statistical test used to compare two independent samples.
It is used when the assumptions of normality and equal variance are not met. The test statistic U is
calculated as follows:

ni(ng +1)

U=nr; >

(D.7)

where R is the sum of the ranks of the observations in sample 1, 11 is the sample size of sample 1, and

M is a constant that represents the sum of the ranks of a sample of size 1.
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Distribution of feature values

Distribution of EEG Features for seizure vs. non-seizure
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Figure E.1: Violin plots of the coherence, PLV, variance in entropy and autocorrelation features, with upper and
lower 1% outliers removed. The distributions of the values of these features are shown for both the samples of the
non-seizure (dark blue) and seizure (light blue) groups. The striped lines present the medians and the dotted lines

indicate the interquartile ranges.
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Distribution of EEG Features for seizure vs. non-seizure
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Figure E.2: Violin plots of the maximum ratio-to-delta features, with upper and lower 1% outliers removed. The
distributions of the values of these features are shown for both the samples of the non-seizure (dark blue) and

seizure (light blue) groups. The striped lines present the medians and the dotted lines indicate the interquartile
ranges.
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Figure E.3: Violin plots of the maximum ratio-to-total features, with upper and lower 1% outliers removed. The
distributions of the values of these features are shown for both the samples of the non-seizure (dark blue) and
seizure (light blue) groups. The striped lines present the medians and the dotted lines indicate the interquartile
ranges.
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Table F.1: Statistical comparison of feature values between seizures and non-seizures

Feature Median (Q1-Q3) Median (Q1-Q3) p-value
Non-event Event
Maximum amplitude 0.59 (0.30-1.17) 0.79 (0.39-1.58) <0.001
Variance in amplitude 0.64 (0.38-1.1) 1.08 (0.51-2.17) <0.001
aEEG 0.97 (0.91-1.05) 1.13 (1.01-1.27) <0.001
Variance in aEEG 0.54 (0.26-1.09) 0.57 (0.30-1.12) <0.001
Maximumpower
Delta band 0.53 (0.25-1.12) 1.02 (0.41-2.28) <0.001
Theta band 0.57 (0.32-0.99) 1.01 (0.48-2.25) <0.001
Alphal band 0.60 (0.33-1.01) 0.82 (0.52-2.01) <0.001
Alpha2 band 0.64 (0.33-1.07) 0.86 (0.54-1.87) <0.001
Beta band 0.62 (0.28-1.01) 0.97 (0.57-1.69) <0.001
Powerratiotodelta
Theta-delta 0.76 (0.45-1.23) 0.78 (0.48-1.31) <0.001
Alphal-delta 0.57 (0.23-1.23) 0.58 (0.28-1.11) <0.001
Alpha2-delta 0.49 (0.15-1.20) 0.43 (0.16-1.00) <0.001
Beta-delta 0.50 (0.15-1.18) 0.41 (0.15-0.95) <0.001
7I’(§x/\;e1j I‘;t{O ;oitoitail 77777777777777777777777777777777
Delta-total 1.03 (0.93-1.11) 1.03 (0.94-1.09) <0.001
Theta-total 0.91 (0.64-1.26) 1.01 (0.73-1.39) <0.001
Alphal-total 0.90 (0.54-1.29) 0.84 (0.55-1.21) <0.001
Alpha2-total 0.86 (0.38-1.31) 0.73 (0.41-1.17) <0.001
Beta-total 0.89 (0.37-1.3) 0.75 (0.37-1.24) <0.001
Autocorrelation peakratio 0,98 (094-1.04) 097 (094-1.03) <0001
Variance in autocorr. peak-ratio  0.67 (0.35-1.27) 0.58 (0.30-1.11) <0.001
Entropy 1.01 (0.96-1.06) 0.99 (0.93-1.04) <0.001
Variance in entropy 0.67 (0.35-1.24) 0.62 (0.33-1.14) <0.001
Coherence  103(088-114)  101(082116) <0001
Phase locking value 1.01 (0.88-1.12) 1.02 (0.86-1.19) <0.001

aEEG = Amplitude-integrated electroencephalography, Q1-Q3 = interquartile range, p<0.05 is deemed significant



e

ROC for threshold and window-sum
condition sweep

43



44

ROC curve of feature MaxHighEnvelopeAmpiltot for threshold between 0.000 and 15.000
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Figure G.1: ROC curves of a) the maximum amplitude and b) variance in amplitude feature, for a variety of
window-sum criteria, in which a range of thresholds is exploited. For these results, the threshold was based on the
mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC with the relative best AUC
score.
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ROC curve of feature MaxLowaEEG for threshold between 0.000 and 2.000
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Figure G.1: Continuation: ROC curves of c) the maximum lower border and d) variance in aEEG feature, for a

variety of window-sum criteria, in which a range of thresholds is exploited. For these results, the threshold was
based on the mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC with the relative
best AUC score.
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ROC curve of feature MaxDelta for threshold between 0.000 and 20.000
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Figure G.1: Continuation: ROC curves of e) the maximum delta power and f) alphal power feature, for a variety of
window-sum criteria, in which a range of thresholds is exploited. For these results, the threshold was based on the
mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC with the relative best AUC

score.
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Window Length = 5 5, sweep for p

ROC curve of feature MaxSpin for threshold between 0.000 and 15.000
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Figure G.1: Continuation: ROC curves of g) the maximum alpha2 power and h) theta power feature, for a variety
of window-sum criteria, in which a range of thresholds is exploited. For these results, the threshold was based on
the mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC with the relative best AUC

score.



48

ROC curve of feature MaxBeta for threshold between 0.000 and 15.000
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Figure G.1: Continuation: ROC curves of i) the maximum beta power and j) theta-delta power ratio feature, for a
variety of window-sum criteria, in which a range of thresholds is exploited. For these results, the threshold was
based on the mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC with the relative

best AUC score.
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Figure G.1: Continuation: ROC curves of k) the maximum alpha-delta and 1) alpha2-delta power ratio feature, for a
variety of window-sum criteria, in which a range of thresholds is exploited. For these results, the threshold was
based on the mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC with the relative

best AUC score.
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Figure G.1: Continuation: ROC curves of m) the maximum beta-delta and n) delta-total power ratio feature, for a
variety of window-sum criteria, in which a range of thresholds is exploited. For these results, the threshold was
based on the mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC with the relative

best AUC score.
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Figure G.1: Continuation: ROC curves of o) the maximum alpha-total and p) alpha2-total power ratio feature, for a
variety of window-sum criteria, in which a range of thresholds is exploited. For these results, the threshold was
based on the mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC with the relative

best AUC score.
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Figure G.1: Continuation: ROC curves of q) the maximum theta-total and r) beta-total power ratio feature, for a
variety of window-sum criteria, in which a range of thresholds is exploited. For these results, the threshold was
based on the mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC with the relative

best AUC score.
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Figure G.1: Continuation: ROC curves of s) the minimum entropy and t) mean variance in entropy feature, for a
variety of window-sum criteria, in which a range of thresholds is exploited. For these results, the threshold was
based on the mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC with the relative

best AUC score.
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Figure G.1: Continuation: ROC curves of u) the minimum autocorrelation and v) variance in autocorrelation
feature, for a variety of window-sum criteria, in which a range of thresholds is exploited. For these results, the
threshold was based on the mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC

with the relative best AUC score.
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Figure G.1: Continuation: ROC curves of w) the maximum coherence and x) PLV feature, for a variety of
window-sum criteria, in which a range of thresholds is exploited. For these results, the threshold was based on the
mean of the entire EEG. The stars indicate various F-beta scores, located in the ROC with the relative best AUC

score.



Information on random forest classifier

The random forest classifier is a popular machine learning algorithm used for classification tasks. It is
an ensemble algorithm that creates numerous decision trees and combines their predictions to produce
a final classification result.

Hyperparameters

The hyperparameters that were optimised to improve the performance of the random forest classifier
are stated below:

n_estimators: This hyperparameter specifies the number of decision trees in the forest. Increasing
this value can improve the accuracy of the model, but can also make it slower and more prone to
overfitting.

max_depth: This specifies the maximum depth of each decision tree in the forest. Increasing the
depth could improve the accuracy, but can also cause overfitting.

min_samples_split: It determines the minimum number of samples required to split a node.

min_samples_leaf: This hyperparameter defines the minimum number of samples required to be
at a leaf node. Increasing the value for minsamplessplit and minsamples;eaf can both make the model
more conservative and reduce overfitting, but can also make it less sensitive to smaller differences in the
data.

bootstrap: Bootstrapping is a technique that involves randomly sampling the data with replace-
ment to create multiple datasets of equal size to the original data. Each decision tree is then trained on
one of these bootstrap datasets, and their predictions are combined to make a final prediction.

criterion: The criterion-hyperparameter determines the function used to measure the quality of a
split in a decision tree. The two options for this hyperparameter are ’gini ‘and ‘entropy’. Gini measure
the probability of incorrectly classifying a randomly chosen sample. Entropy measures the randomness
in the split.

Stratified k-fold

The StratifiedGroupKFold function is a variant of K-fold cross-validation. It splits the data into K (in our
case 5) test and training sets, ensuring that each fold contains a representative sample the data, without
overlapping samples in the 5 folds. In addition, a patient can either be in the test or in the train set and
not split between them.

Randomised search tuning hyperparameters

Provided with a range of values for the various hyperparameters, the randomised search picks a random
combination of these variables and fits the model the data to the model. This process is repeated for a
predefined number of iterations, with each time a different combination of parameters.
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Feature importance

The importance of each feature is determined by first calculating a baseline metric, which is defined by
the scoring method, in our case the impurity and accuracy of the classifier. Next, one feature column is
selected from the validation set and its values are permuted (i.e., randomly shuffled). Then, the metric
is recalculated using the permuted feature column. By comparing the difference in the metric values
between the original and permuted feature column, the permutation importance of the feature can be
determined. A larger difference in the metric values indicates greater importance of the feature in the
model’s performance.

Results rf-model based on 10 patients

StratifiedGroupKFold

m Testing set
B Taining set

CV iteration
Lt

[¥]

dass

2500 5000 7500 10000 12500 15000 17500 20000
Sample index

c
=
| I

Figure H.1: Figure visualising the split of the data using a stratified 5-fold split. The first five rows represent the

resampled data set with in orange the test set and in blue the training set for each fold. The sixth row represents the

distribution of the seizures versus non-seizures in the data set. The group variable portrays all different patients. In
each fold, each patient either belongs to the test or training set.
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Feature importances using MDI
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Figure H.2: Bar graph with the importance of each feature in the random classifier. On the x-axis all features are
displayed and on the y-axis the mean decrease in impurity in performance between when the features are included
in a regular way and in a permuted manner.
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Figure H.3: Bar graph with the importance of each feature in the random classifier. On the x-axis all features are
displayed and on the y-axis the mean decrease in accuracy in performance between when the features are included
in a regular way and in a permuted manner.
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Confusion matrix

True detected non-seizures False detected seizures

8613 1387
43.06% 6.93%

True label

Predicted label

Accuracy = 0.69

Precision = 0.79
Sensitivity = 0.51
Fl-score = 0.62

Figure H.4: Confusion matrix of the random forest classifier, showing the predicted class labels versus the actual
class labels for the test data set. 0 indicates a non-seizure and 1 a seizure. Further statistical values are shown
beneath the table.
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