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Multi-modal and multi-layer 
robustness analysis of the 
European rail and air networks
Nicola Ippolito1 & Oded Cats2

The robustness of long-distance transport services is paramount for ensuring network connectivity 
under disruptions. We conduct a comparative analysis of the European rail and air networks of 124 
main metropolitan areas, assessing their ability to withstand successive network degradation. We 
undertake a multi-modal and multi-layer approach in our analysis of the robustness of long-distance 
transport networks. In particular, we are interested in the role of individual nodes for both air and rail 
networks as well as for the integrated multi-modal network. Given the hierarchical nature of long-
distance transport services, we adopt a multi-layer perspective by means of clustering nodes based 
on their criticality in order to identify common performance profiles. Original metrics are formulated 
to measure the impact of nodes on network fragmentation, both at the individual level and as cluster 
members. Additionally, a new metric is introduced to assess cities’ reliance on air transportation, 
when considering the integrated multi-layer air-rail network during disruptions in air connections. 
Our findings indicate that the air network exhibits significantly greater robustness compared to rail, 
i.e. 10% versus 71% performance loss in the worst case scenario, respectively. Furthermore, primary 
sub-graph of nodes whose protection from attacks can greatly enhance network’s overall robustness is 
identified. We discuss our findings in terms of the relationship between network structure, robustness, 
and the role of critical nodes as well as propose potential mitigation measures.

Keywords Network robustness, Targeted and random failures, Rail and air networks

The development of complex transportation networks and their indispensable role in providing essential services 
have underscored the significance of studying their robustness in recent decades. Transportation systems are 
subject to recurrent disruptions which result with their partial degradation1. While the related notions of 
network vulnerability allows for multiple interpretations2, network robustness is widely defined as network’s 
ability to withstand or absorb disturbances and remain intact when exposed to disruptions3. These disruptions 
can be categorized as either internal or external events, and accidental or intentional4, such as mechanical failures 
(internal and accidental events), or deliberate attacks (external and intentional events). Past works in the field of 
transport network robustness can be classified into one of the following key threads: mathematical modeling to 
identify critical network elements5–7, and frameworks and metrics for evaluating network robustness8–12. Our 
work contributes to both threads.

The aim of this study is to comprehensively analyze and compare the robustness of the European air and 
rail networks and quantify node criticality therein. In the aviation context, a distinction can be made amongst 
studies focusing on global or regional networks, airline alliances and individual airlines and airports13. Within 
the former category, several studies have used network science indicators to investigate the structure and 
measure the robustness of the European14, Chinese15, US16 or global17 airline networks. Similarly, the topological 
characteristics and the hierarchical structure of high-speed rail were investigated18,19 as well as its network 
robustness20. In the case of high-speed rail, all of the aforementioned studies have considered the Chinese 
network in their analysis.

Our study focuses on the long-distance transport system by quantifying and comparing the robustness of the 
air and rail networks as well as by investigating the multi-modal network resulting from the integration of the 
air and rail sub-networks. To the best of our knowledge, only a couple of studies have specifically investigated 
the interaction between the robustness of the air and high-speed rail networks. These pioneering studies 
have quantified the complementary effect of high-speed rail networks for the robustness of the air network21 
and measured the robustness of the coupled network in terms of the impact of disruptions on link capacity 
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utilisation22. Both studies performed their analysis for the Chinese air and high-speed rail networks in relation 
to successive network degradation scenarios.

We undertake a multi-modal and multi-layer approach in our analysis of the robustness of long-distance 
transport networks. In particular, we are interested in the role of individual nodes for both air and rail networks 
as well as for the integrated multi-modal network. To this end, we propose new metrics for quantifying the 
roles of individual nodes in contributing to network degradation. Given the hierarchical nature of long-distance 
transport services, we adopt a multi-layer perspective by means of clustering nodes based on their criticality in 
order to identify common performance profiles. Our European network consists of 124 nodes corresponding to 
key metropolitan areas located in 34 European countries, enabling a consistent and comparable representation for 
comparing the performance of air and rail networks. In addition, we examine the added-value of an integration 
between rail and air transport for the multi-modal and multi-layer European long-distance network robustness. 
Figure 1 offers a schematic presentation of the adopted methodology, consisting of an algorithmic flow (left) and 
output analysis (right). Our node failing algorithm is a degeneration process which iteratively removes nodes 
from the network, and terminates when all nodes have been removed.

Results
Comparison of rail network and air network robustness
We investigate the robustness of the network by testing for its ability to function under an iterative procedure 
which removes each time one node17,23,24 (i ∈ N) and all edges targeting to or sourcing from it (e ∈ E) from the 
graph G(N, E). All nodes are successively selected according to strategy σ and removed. The strategy defines the 
sequence of failed nodes, where each entry corresponds to the removed node s(k) ∈ N (k) at stage k + 1. Index k 
ranges from 0 to |N | − 1, and the failure sequence has length |N | − 2 since removal is at the successive stage. The 
largest connected component is adopted as a metric for measuring the remaining network functionality17,25,26 
denominated by L(x), where x is the fraction of removed nodes. Strategies intend to either mimic targeted 

Fig. 1. Framework for network robustness and critical nodes analysis. The directed graph G(N, E), with sets 
of nodes N and edges E, serves as the input. Node failing algorithm (green circle) is simulating the successive 
removal of nodes and thereby generates results for addressing both analyses. Process stages are denoted with 
index k. In each stage but last, a node s(k) is selected for removal based on a specified strategy σ (input). 
Subsequently, the network is updated, and the loop is repeated. If the selection process is random, the process 
is repeated over a specified number of replications M, so index m is used. To assess network robustness, 
we consider the largest connected component L for any fraction of removed nodes x. The top-right section 
illustrates the process for the rail network. Aligned maps depict the process of node removal, starting from 
a network where all nodes are active and connected (blue nodes) with corresponding infrastructure links. 
Moving over k indices, a node is selected for removal (depicted in red on the map). Disrupting a node renders 
all connected edges unavailable, potentially leading to the disconnection of other nodes (depicted in green on 
the map). The largest connected component L categorizes nodes as connected or disconnected. The bottom-
right section pertains to the critical node analysis. This analysis is performed for the random removal strategy. 
Data for this analysis include the number of nodes disconnected from the network when node s(k,m) is 
removed, along with the node betweenness centrality for each node. The outcomes of the critical node analysis 
are organized by node, stage, and replication, resulting in three-dimensional matrices. (Maps are created using 
Matplotlib and Basemap https://matplotlib.org/basemap/stable/).

 

Scientific Reports |        (2024) 14:26950 2| https://doi.org/10.1038/s41598-024-76264-6

www.nature.com/scientificreports/

https://matplotlib.org/basemap/stable/
http://www.nature.com/scientificreports


attacks26 or random failures27. In the following, we investigate both and examine two types of targeted attacks: σd
, considering the node with the highest degree d(k) (the number of nodes directly connected to a node at stage 
k) and σb considering the node with the highest betweenness centrality b(k) (the share of shortest paths that 
traverse a node at stage k). Due to the inherent randomness in the random removal strategy σr (i.e. due to path 
dependency), the failing process has been repeated over a number of replications M to guarantee that results 
are statistically robust. Hence, a series of replications m = 1...,M  is undertaken, where M is found28 to be equal 
to 20 and 250, for the European air and rail networks, respectively. Consequently, the random removal strategy 
results are represented using both the sample space and the mean trend line in all subsequent plots.

We follow the aforementioned procedure in performing the robustness analyses for the European Rail and 
Air networks, and the results thereof are presented in Fig. 2. As can be observed by analyzing plots 2a and 2b, 
there are considerable differences between how the two networks perform under a sequence of node failures. 
First, the rail network proves less robust, arguably due to its lower connectivity (and thereby redundancy), 
suggesting the presence of a set of key nodes through which sub-graphs are connected to each other. In contrast, 
the air network proves very robust, closely following the straight descending line that corresponds to the upper 
bound limit. This limit reflects the scenario where the removal of each node does not lead to disconnecting any 
other node from the network - i.e., L is strictly equal to |N | − k, and all remaining nodes are connected to each 
other. The aggregated metric I is used to measure network robustness by calculating the area under curves25, 
later normalized considering the area under the upper bound limit line: the closer I to unity, the more robust 
the network is in relation to the respective strategy. While under the random removal strategy I(σr) results in 
an average of 30% performance loss for the European rail network. In the case of the European air network, the 
damage does not lead to any additional degradation, and each failure is limited to the attacked nodes. Second, 
the span of L(x, σr), i.e. the range of values obtained under all random replications, is significantly different for 
the two networks: the range of values obtained in different replications is larger in the case of the rail network, 
implying a greater path-dependency in how the network performs when encountering various disruptions. Third, 
in the event of either type of targeted attacks, the rail network degrades rapidly, and the size of L approaches zero 
already when 40% of nodes are removed. The air network in contrast follows the ideal degradation trajectory 
until 50% of the nodes have been removed. Thereafter, the removal of nodes starts to significantly reduce L, and 
both targeted strategies almost fully degrade the network when almost only 20% of initial nodes remain. For 
European rail network, σb results in the fastest degradation. This suggests that there exists a set of nodes (slightly 
more than 10%, since for x = 0.1 the size of L abruptly drops) that are traversed by many of the shortest paths 
connecting origin-destination pairs. These nodes are central for the connections of the entire network, yielding 

Fig. 2. The European Rail a and Air b network robustness analysis, measured in terms of the size of the 
largest connected component L against the fraction of removed nodes x. Solid lines correspond to the different 
strategies for node selection adopted in the node failing algorithm: light green σd and dark green σb correspond 
to targeted attack strategies - where nodes are selected according to topological score - based on either node 
degree or node betweenness centrality, respectively; the red line σr corresponds to a random failure scenario 
(nodes are removed in random order). The red area depicts the sample space generated across all performed 
replications. The dashed black diagonal serves as the upper bound limit, representing the ideal network 
scenario where L(x) consistently matches the remaining network graph (all non-failed nodes constitute a single 
connected graph). The integral of the latter is used as a scale factor normalizing the area under the curves, 
and the values of which are reported in the top-right corner of each sub-figure. The higher the value of I(σ),
the more robust the network is to the respective node failing process. Analyzing the strategies, targeted ones 
yield a faster drop for both networks, suggesting that they are more efficient in causing network degradation 
than σr.Comparing the two networks, the rail network exhibits a less robust behavior, as indicated by its 
consistently higher distance from the upper bound limit across all strategies as compared to those obtained for 
the air network. The random failure scenario proves remarkably robust also in terms of the average shortest 
path - which corresponds here to the number of trip legs - in the Air Network (c) as node removal does not 
systematically lead to longer shortest paths amongst the remaining nodes.

 

Scientific Reports |        (2024) 14:26950 3| https://doi.org/10.1038/s41598-024-76264-6

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


an aggregate performance metric reduction of 71% when removing nodes based on their betweenness centrality 
value (i.e., since the normalized area under the curve when applying this removal strategy amounts to 0.29). 
Meanwhile, the structure of European air network renders the differences between targeted strategies remarkably 
small, with the total loss of aggregate performance I of no more than 10%. While the size of the largest connected 
component remains remarkably stable until 50% of the nodes have been removed, its functionality is impacted 
especially when targeted attacks are performed (2c). We find that the average shortest path increases slowly 
with the removal of nodes based on either node degree or node betweenness centrality up to the point at which 
approximately 50% of the airports have been removed, resulting in the average shortest path consisting of two 
legs. Beyond this point, there is a sharp increase in the average number of legs needed when travelling between 
airport pairs within the largest connected component, exceeding four (i.e., three transfers) when removing 70% 
of the airports based on their degree ranking. Subsequently, the average shortest path falls dramatically due to 
the collapse of the network and its fragmentation. In contrast, the random failure scenario proves remarkably 
robust as node removal does not systematically lead to longer shortest paths amongst the remaining nodes.

The identification of a significant path dependency when successively removing nodes from the European 
rail network has prompted us to further investigate its node criticality. The analysis detailed in the following 
section is designed to enhance our understanding of the roles and interactions of nodes in withstanding the 
process of network degradation.

Analyzing node criticality
Criticality analysis of individual nodes
Next, we examine the role of individual nodes - cities and their corresponding train stations - in contributing 
to network degradation in the event that they are disrupted and become dysfunctional. Since a node’s removal 
impact depends on the current network state (i.e., the current set of nodes and edges), input data for this analysis 
are generated at each stage of each replication of the random removal strategy. Each time node i is selected to be 
removed, i.e. i = s(k,m), the extent to which the size of the largest connected component is impacted, is measured 
and stored, thereby allowing to quantify and compare the extent to which node’s failure is detrimental to the 
network as a whole. This process is carried out to gather information on the mean damage that node i inflicts 
on the network when disrupted, denoting this metric as mean node dependency degree, w̄i. The mean node 
dependency degree is hence a statistical metric of the global network degradation that can be attributed to the 
failure of node i. Depending on the value of w̄i nodes can be categorized as either connected (if its value is higher 
than 1) or dependent (otherwise). In the scenario where a connecting node collapses neighbors are disconnected 
from L as they were dependent on it to maintain their connections. When the metric equals 1 it means that on 
average a node failure reduced L only by its own removal. In this way the dependency of nodes on their close 
neighbours is explained. Figure 3 displays the w̄i value for each of the nodes of the rail network. Inspecting the 
map (left), depicted blue nodes (ranging from dark to light blue) record w̄i < 1, while red nodes (ranging from 
light to dark red) correspond to the reversed condition. Thereby, the size of L is likely large when connecting 
nodes are disrupted, and almost marginal or not affected when dependent nodes fail.

The proposed indicator allows critical nodes to be identified based on the damage their removal inflicts on 
the rest of the network under various degradation circumstances. For example, Lille (FR), Munich (DE), and 

Fig. 3. Distribution of mean node dependency degree w̄i for the European rail network in geographical (left) 
and histogram (right) plots. Mean node dependency degree is an absolute value representing how many nodes 
are on average becoming disconnected from the network’s largest connected component when a given node 
is removed. Light nodes have w̄i close to unity, indicating that the failure of these nodes does not lead to the 
isolation of additional nodes. Blue nodes have a mean dependency degree below unity, meaning that they are 
likely to be disconnected from the network’s largest connected component following the removal of another 
node (referred to as dependent nodes). Conversely, red nodes are those that likely disconnect other nodes 
from the network’s largest connected component (referred to as connecting nodes). The histogram reports the 
percent distribution and the cumulative distribution. Almost 60% of network nodes have a w̄i lower than unity, 
and the 90th percentile equals 1.8. (Map is created using Matplotlib and Basemap  h t t p s : / / m a t p l o t l i b . o r g / b a s e m 
a p / s t a b l e /     ) .    
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Paris (FR) record w̄i values of 3.5, 2.8, and 2.7, respectively, whereas peripheral nodes such as Bergen (NO), 
Tampere (FI), and Glasgow (UK) exhibit the lowest values of w̄i, with values of 0.22, 0.27, and 0.28 respectively. 
The values of the latter group imply that they often become disconnected from the largest connected component 
as a consequence of another node being removed (this group almost counts 60% of the node set). It is possible 
to discern a pattern that dependent nodes are peripheral at the network’s edge, while connecting nodes are more 
central at either geographical terms or because they are located at infrastructure bottlenecks (e.g., Lille (FR) 
and London (UK), serving as the only link between the European continent and the island of Great Britain). 
Notwithstanding, it is important to note that some geographically central nodes are not connected nodes 
because dense clusters of nodes provide redundant connections, allowing for bypassing node failure - i.e., the 
existence of cycles which allow for mitigating the impact of single node removals until reaching a critical point 
beyond which the network collapses. This observation highlights the importance of studying not only the role of 
individual nodes but also the impacts of the removal of a group of nodes in order to gain a deeper understanding 
of the overall robustness of the network.

Criticality analysis of clustered nodes
We seek to identify sub-sets of nodes (C ⊂ N ) that respond similarly to network degradation. To this end, we 
cluster our nodes based on their betweenness mean node profiles against x. The betweenness centrality coefficient 
of each node might change whenever the network is degraded, resulting in a mean node profile over all the 
replications (example shown on the left side of Fig. 4 for the node of Paris).

We chose the betweenness centrality coefficient because it captures global changes in influence caused by 
failures which may not directly target immediate neighbors. The right side of Fig. 4 illustrates the outcome of the 
clustering process, revealing three distinctive clusters (C1, C2 and C3) of nodes characterized by similar trends 
in relation to variable x. The network degradation process included a constraint prohibiting the disruption of 
nodes within the cluster from been tested. It is important to note that for each cluster, the node failure algorithm 
ended only when the network exclusively comprised the nodes within the tested cluster. The node removal 
algorithm was executed for each cluster 250 time to reduce the effect of stochasticity in node selection. The 
network’s resilience, considering the clusters, is depicted in Fig. 5. The three identified clusters performed as 
follows: C1 (orange dots in the map on the left and orange line in the plot on the right), C2 (blue), and C3 
(cyan) are composed of 14%, 27%, and 59% of all network nodes. The values of the aforementioned aggregated 
metric can be compared to the case without cluster in plot Fig. 2a, demonstrating that introducing constraints 
on nodes of C1 and C2 results in robustness benefits, but not on C3 (the cyan curve shows a faster degradation 
process compared to the case without any constrained nodes). Specifically, the aggregate performance metric 
value shows that ensuring the functionality of nodes in cluster C1 or C2 improves overall network robustness to 

Fig. 4. The mean profile of the betweenness centrality (b) for the single node of Paris (left) and aggregated by 
clusters of nodes (right) is presented. The profile for the Paris node shows that this coefficient is an indicator 
representing the role of the node within the network as a whole. As can be seen, the metric varies even in 
response to attacks that are not in the immediate vicinity of Paris. The clusters were generated using the profiles 
of all nodes, and the main identified patterns are three. C1 (orange) represents the cluster of nodes with higher 
initial b values, which are immediately impacted by network reduction. C2 (blue) displays an initial increase in 
b followed by a decline to zero. This suggests that nodes in this cluster compensate for the network reduction 
initially, but their betweenness decreases as x reaches 20 to 30%. C3 (cyan) consists of nodes at the periphery 
of the network, showing a nearly constant behavior with b values close to zero across all x values. For the three 
clusters, distinct breaking points are observed, where the drop in b begins at different values of x.
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random failures from 71% up to 86% and 82% (after controlling for the number of nodes considered). Allowing 
nodes outside of C3 (which primarily consists of peripheral nodes) to fail contributes to a rapid fragmentation of 
the network since C3 contains numerous fragmented sub-graphs. While both C1 and C2 share similar features, 
nodes in C1 ultimately form a single fully connected sub-graph, for which reason we refer to as the primary 
sub-graph, while approximately only half of the nodes in C2 are connected in a single sub-graph (located in the 
central northern part of Europe).

Criticality analysis for a multi-modal multi-layer network
The two long-distance transportation networks of rail and air could potentially be considered in a single multi-
modal network given the common set of nodes and their two unique sets of edges. The integration of the two 
networks could potentially offer robustness advantages by increasing network redundancy, i.e. travellers may 
travel by rail in the event that their air connection is disrupted for (parts of) their journey. We are specifically 
interested in the contribution of the rail network for improved robustness in the event of disruptions in the air 
network. While the European rail network does allow in principle for travelling between any origin and any 
destination in the absence of air connections, travelling by train often requires performing more transfers, i.e. 
interchanging at the stations. To this end, we measure for each node its connectivity level when its air links are 
disrupted, calling air connectivity dependency ρi and plot it in Fig. 6. Unlike previous analyses, nodes remain 
connected while all air edges connecting to a single node are disrupted at a time. Darker nodes in Fig. 6 (left) 
indicate higher ρi values, meaning strong dependence on air connections and thereby a limited added robustness 
value offered by rail connections. Consequently, darker nodes are significantly impacted by disruptions in the air 
network, despite the presence of rail connections. Nodes with highest values of ρi are Barcelona (ES), Rome (IT), 
and London (UK); nodes with lowest values are Košice (SK), Bergen (NO), and Ankara (TR). Cities located in 
North-Western Europe (the Netherlands, Belgium, and Western parts of Germany) form a homogeneous cluster 
with high values of ρi. The reason is that these cities occupy central positions in the air network, resulting in 
redundancy in air links. As a result, traveling to or from these cities now requires nearly twice as many trip legs. 
However, disruptions affecting any node in this cluster are mitigated within the cluster itself, as neighboring 
nodes can act as necessary bridges, thus increasing the likelihood of being travelled along the shortest paths.

Discussion
The robustness of the European rail and air network was assessed through the successive removal of nodes 
simulating random failures and targeted attacks. Once a node has been attacked and cannot be restored, the 
network reaches a new configuration, and the process is repeated until only one node remains. We studied L, the 
size of the largest connected component, to access the robustness of the networks against the fraction of removed 

Fig. 5. Clusters of nodes with a similar mean node betweenness centrality profile in the European rail network. 
Three clusters are identified, C1 (orange), C2 (blue) and C3 (cyan), and their node members are shown on 
the map (left). Edges are depicted either in black or colored, depending on whether they connect nodes 
which belong to the same cluster (then cluster color is used) or to different clusters (then shown in black). 
The right plot shows their three robustness analysis results when nodes are removed in random (replications 
are performed for statistic robustness) considering an additional constraint: when testing the robustness of a 
cluster, nodes belonging to that cluster are not removed (constrained nodes). Dashed vertical lines indicate 
when only constrained nodes remain non-disrupted. The size of the normalized area under the curve (reported 
in the top-right corner of right plot) is adopted as an aggregated metric for network robustness, clearly 
showing that the network remains largely intact as long as either C1 or C2 are not disrupted. (Map is created 
using Matplotlib and Basemap https://matplotlib.org/basemap/stable/).
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nodes. While selecting nodes through targeted attacks resulted in a considerably more rapid degradation than 
random failures for both networks, the performance of the air network (I) does not worsen by more than 10% 
under any of the scenarios compared with a 71% performance loss for the rail network in the event of removing 
nodes based on their betweenness centrality values. The results of the random removal strategy indicate that the 
rail network is particularly sensitive to the specific sequence of node failures, suggesting that path dependency 
plays an important role in determining network degradation level - i.e., the magnitude of damage of each node 
depends on the previous attacks. This finding highlights the need to introduce new statistically defined metrics 
to evaluate the role of nodes beyond path dependency and the presence of resilient sub-graphs.

The rail network is characterised by a lower average node degree compared to the air network - mean node 
degree is 82 for air nodes compared to only 4 for rail nodes  (see Fig. 8). This stems from the fundamental 
difference in the underlying economics - introducing new edges in the rail network involves next to operational 
costs high infrastructure investment costs, whereas in the case of air this implies merely operational costs. 
The lower density of the rail network as compared to the air network - 20 times fewer edges for the same set 
of nodes - also means that fewer nodes are on the shortest path connecting many origin-destination pairs. 
Consequently, the rail network is characterised by a more uneven distribution of betweenness centrality values - 
standard deviation for node betweenness centrality for rail network is 25 times greater than for air network. The 
robustness analysis shows that a network with numerous connections (high node degree values) is more robust, 
while a network where betweenness centrality is more unevenly distributed is less robust, particularly towards 
targeted failures.

Following the rail and air network robustness analysis, we conducted a comprehensive analysis of node 
criticality. Given its significantly lower robustness and the larger variety in the role of different nodes, we focused 
on the rail network in our analysis of node criticality. The initial analysis focused on revealing the impact of each 
node’s failure on the extent to which it leads to disconnecting other nodes. We found that approximately 40% of 
network’s nodes have been identified as connecting nodes (i.e., disrupting one of them causes the disconnection 
of additional nodes) highlighting their criticality. Next, we turned into measuring node criticality within 
clusters (i.e., in collaboration with other nodes). We utilized the mean profile of node betweenness against x 
to generate a signature per node and then used this as input for identifying three distinct clusters (obtained 
by clustering algorithm) of nodes. The results unravel clusters which share common behavior in the event of 
network disruptions. This analysis helps us better grasp the rail network’s fragility. Lastly, we considered the case 
of a multi-modal graph, aiming to quantify node dependency on air edges in the presence of both air and rail 
connections. Our findings revealed a cluster of nodes highly dependent on air connections, concentrated in the 
North-Center region of Europe where air edges are more dense. The primary sub-graph of C1 is comprised of 
a small sub-set of cities (about 14% of the network nodes) yet is directly connected to almost 48% of network 
nodes. There is thus a bridge connecting almost half of the network through the sub-network of this compact 
cluster which our analysis identified. Policy makers can leverage our findings by for instance enhancing inter-
cluster connections to prevent peripheral nodes from becoming isolated or improve air dependency as a strategy 
to withstand potential failures in the rail and multi-modal network connectivity.

The results of our analysis highlight that some nodes/cities are highly dependent on the rail transport 
network. Specifically, cities with a low air connectivity dependency degree (for which the metric approaches 1) 
are characterised by having many origin-destination pairs that can only be reached by means of multi-modal 
journeys (e.g., train to a hub and then by air). A disruption of the railway infrastructure is therefore particularly 
damaging for the connectivity of these cities. It is hence recommended to strengthen the railway infrastructure 

Fig. 6. Distribution of air connectivity dependency degree ρi in the multi-modal European network in 
geographical (left) and histogram (right) plots. The air connectivity dependency is a relative value that 
represents the multiplier for node i of the average number of trip legs needed to reach all other nodes in the 
network when air routes to or from node i are not available, compared to when they are available. Nodes 
with values close to unity are less dependent to air edges, i.e. rail connections are as important as their air 
counterparts, and multi-modal trips are likely to happen. Approximately 70% of the nodes have a value of ρi 
equal to or greater than 1.5. (Map is created using Matplotlib and Basemap  h t t p s : / / m a t p l o t l i b . o r g / b a s e m a p / s t a 
b l e /     ) .    
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at these nodes to mitigate the risk of significant disruptions in multi-modal connectivity by addressing both of 
failure probability and the impact of a failure once it occurs. Related measures include maintenance schemes, 
deploying switches, local capacity enhancements, and air-rail integration and alliance programs.

Results from both the single and clustered analyses of node criticality indicate a resilient structure of 
interconnected nodes. Decision makers can leverage these findings to develop effective strategies for protecting 
critical nodes and reinforcing their connections within the network. The clustered analysis, in particular, has 
highlighted the existence of multiple sub-graphs in our multi-layer network. Within the compact primary sub-
graph of C1, strong intra-cluster connections are essential for bolstering the network’s robustness. Consequently, 
inter-cluster connections can be strategically managed through air and rail traffic control to ensure network 
continuity, even for those nodes likely to be isolated. The multi-modal analysis has been especially valuable in 
identifying regions, such as Southeastern Europe, where many nodes exhibit low dependence on air transport. 
This finding suggests that these regions are particularly vulnerable to rail transport disruptions, emphasizing the 
importance of key nodes whose performance has far-reaching effects on the network.

In summary, our findings reveal: (1) a strong correlation between network structure and its robustness against 
both targeted and random node attacks; (2) European rail nodes serve different roles based on their position 
and topological properties; (3) a hierarchical order exists within the rail network, as demonstrated by statistical 
metrics; (4) a primary sub-graph of nodes has been identified, whose protection from attacks can greatly 
enhance network’s overall robustness; (5) additional sub-graphs have been identified, and their preservation can 
be ensured by strengthening their connections with the primary sub-graph; and (6) improving air dependency 
as a strategy to withstand potential failures.

Future research may expand on our analysis by accounting for temporal aspects of the air and rail transport 
services. Representing service networks using time-dependent graphs where each link corresponds to a specific 
train or plane departure will allow for the consideration of various service disruption duration. Alternatively, 
future work may incorporate information about service frequencies by utilising a labeled version of the Service-
space graph (see an example from the urban public transport context in29). Such a representation will allow 
investigating the impacts of partial failures and thereby establishing whether the vulnerability curve as defined 
in30 is linear, convex or concave for different network elements and the consequences thereof for prioritising 
mitigation measures.

Another direction in which the graph representation can be enhanced is by considering passenger demand. 
The inclusion of passenger flows would enable quantifying the share of unsatisfied demand - which is closely 
related to the network indicator of the size of the largest connected component - and the impacts of disruptions on 
passenger flow distribution. We also note that our analysis is limited to intra-European travel. The consideration 
of trans-continental flights will allow analyzing the impacts of various disruptions on the consolidation of flows 
for connecting flights at key gateways. Finally, one may broaden the analysis prism from network vulnerability 
to network recoverability by considering the respective recovery strategies31.

Methods
Robustness analysis and indicators
The iterative node removal procedure requires as input a directed graph G(N, E) and a node selection strategy σ. 
It operates with index k ranging from 0 to |N | − 1, successively removing nodes. In the following we assume that 
the failure is complete and lasting. In other words, the failure is of the highest severity with the node in question 
and all connecting links becoming dysfunctional. Furthermore, once a node fails it remains dysfunctional and 
does not recover within the analysis period.

Any sequence of failed nodes is an ordered list with k entries, denoted as s(k) ∈ N (k), such that 
N (k+1) ≡ N (k) \ s(k), representing the removed node at stage k + 1. The relationship between index k and x is 
expressed in Eq. 1

 
x(k) =

|N (k)| − |N |
|N |

=
k

|N |
, ∀ k = 0 . . . , |N | − 1 (1)

where |N (k)| = |N | − k as k nodes have been already removed.

Any strategy σ defines a sequence of disrupted nodes. Strategies of targeted attacks simulate a node disrupted 
sequence where at each stage k a node is selected as the one that maximizes the assumed strategy (maximization 
of node degree σd or betweenness centrality σb). It is important to note that these indicators depend on the stage 
k, making the sequence not definable a-priori when k = 0, but rather subject to re-assessment per stage. They are 
deterministic, yielding a fixed sequence. Conversely, σr is not deterministic and also not dependent on the stage 
index, identifying each replication as a different sequence of visited nodes. This feature enables the exploration 
of scenarios where the removal of a node could exert different impacts.

We measure the overall network robustness in withstanding a specific removal strategy by means of the 
following aggregated metric I computed according to Eq. 2, which is generalized for network robustness with 
node clusters.

 
I(σ) =

|N |−|C|−1∑
k=0

L(k)(σ)

|N (k)|
 (2)

This formulation is the sum over discrete bins of stages, but the integral of L(x, σ) curve holds for continuous, 
equivalently. We compactly denote L(x(k)) = L(k). In our analysis, L(k) refers to the size of the largest connected 
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component. We choose to adopt this metric because it is (i) always present in a network of non-zero size, (ii) 
monotonically decreasing, and; (iii) closely related to the reduction in the share of services and acts as a proxy 
of the share of unsatisfied demand.

The critical node analysis examines w̄i, providing insight into the individual nodes that are found to be most 
critical in determining network degradation level. For each node, data are organized according to the stage and 
the replication. The three-dimensional matrix W is defined as follows Eq. 3.

 
Wikm =

{
L(k,m) − L(k+1,m) if i = s(k,m)

−1 otherwise
∀i ∈ N, ∀k = 0 . . . , |N | − 2, m = 1 . . . , M  (3)

Then, the mean node dependency degree is computed by Eq. 4

 
w̄i =

1

qi

M∑
m=1

|N |−2∑
k=0

Wikm ∀i ∈ N  (4)

where, qi corresponds to the number of stages wherein node i has a value other than −1, i.e. its removal led to 
the disconnection of additional nodes (computed over all replications). The metric can be used to analyze the 
robustness of any network. We applied this analysis to the European air network. The results for the air network 
showed that all nodes have similar values of w̄i, which are close to unity. This aligns with the robustness analysis 
where the air network closely followed the ideal upper bound limit.

Similarly, the three-dimension matrix B is defined as Eq. 5. For all replications, and all stages, while node i has 
not been selected yet, the node betweenness centrality is computed.

 
Bikm =

{
b
(k,m)
i if i ∈ N (k,m)

−1 otherwise
∀i ∈ N, ∀k = 0 . . . , |N |, m = 1 . . . , M  (5)

Then, the mean node betweenness profile is the mean over all replications of node i betweenness at each stage 
k, see Eq. 6.

 
b̄i(x) =

(
1

qi

M∑
m=1

Bikm ∀ k = 0 . . . , |N |

)
∀i ∈ N  (6)

where qi is the effective number of replication wherein node i is still included the network, i.e.Bikm ̸= −1. Mean 
node betweenness profiles are used in the critical analysis of clustered nodes. Clusters are identified using the 
K-Means algorithm, renowned for its efficiency and effectiveness in data analysis32.

Finally, the air connectivity dependency values used in the critical node analysis for a multi-modal network are 
computed according to Eq. 7

 
ρi =

nY(i)

nMMN(i)
 (7)

where, nY(i) and nMMN(i) are the average number of trips legs with node i as either an origin or a destination 
when there are no air links connecting to/from this link, or in their presence, respectively.

Data
Data33 for our analysis have been the directed graphs G(N, E) for both networks. The network’s nodes are part of 
the set N, interconnected through edges belonging to the set E. Notably, the node set is the same for rail and air 
networks. For the rail network, the graph is constructed so that two nodes are connected (or adjacent) if there 
is at least one weekly service running on a railway infrastructure segment connecting them; while, in the case 
of the air network, two nodes are connected if there is at least one flight per week between node i and j. Figure 7 
shows graphs of the European rail, air, and combined network. At the initial stage, networks are fully connected 
L(0) = |N |.

Moreover, the distributions of node centrality indicators are displayed in Fig. 8. Given the much higher 
number of edges in the air network, the mean node degree is also considerably higher in the air network. 
Moreover, due to the abundance of connections, none of the nodes needs to be traversed by a large share of the 
shortest paths, as indicated by the lower value of node betweenness.
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Fig. 8. Distribution of node topological indicators for the European rail and air networks. Node degree (left) 
represents, for each node, the number of directly connected nodes. In the case of rail, almost 55% of the nodes 
have a degree around 3. For air, in contrast, nodes with higher degrees are likely, ranging from 12 for Kosice 
(SK) to 121 for London (UK). Node betweenness, representing the share of shortest paths from any origin to 
any destination that traverses a specific node, is shown on the right. The highest betweenness value is 0.34 for 
Wien (AT), indicating that 34% of routes in the network pass through that node. The air network has a smaller 
range and lower values. Almost 90% of air nodes have a coefficient nearly equal to 0. suggesting a high level of 
redundancy.

 

Fig. 7. Representation of studied networks. From right to left: Rail, Air, and Multi-Modal. Nodes, depicted 
as blue dots, represent a set of 124 main metropolitan areas spanning 34 countries which have been selected 
based on population size and significance (e.g., capital cities). The set of nodes is identical for all networks. The 
rail network consists of 257 edges. The air network is composed of 5173 edges. The inclusion of an edge implies 
the presence of at least a weekly service traversing this edge. The multi-modal network has a total of 5430 links, 
providing a comprehensive view on how considered metropolitan areas are connected through both rail and 
air transportation networks. (Maps are created using Matplotlib and Basemap  h t t p s : / / m a t p l o t l i b . o r g / b a s e m a p / 
s t a b l e /     ) .    
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Data availability
The data underlying this analysis is available via a public repository:  h t t    p s  :  /  / d a t  a . 4 t  u .  n l  /  d  a t a s e t  s / 2 6 2 7 4 7 0 d - 7 1 8 4 - 
4 f 2 1 - b c 0 1 - 8 0 b b f 0 c e 2 1 1 c / 1     . The datasets generated during and/or analysed during the current study are available 
from the corresponding author on reasonable request.
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