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The contributions of the cerebral cortex to human balance control are clearly demonstrated by the profound
impact of cortical lesions on the ability to maintain standing balance. The cerebral cortex is thought to regulate
subcortical postural centers to maintain upright balance and posture under varying environmental conditions and
task demands. However, the cortical mechanisms that support standing balance remain elusive. Here, we present
an EEG-based analysis of cortical oscillatory dynamics during the preparation and execution of balance responses
with distinct postural demands. In our experiment, participants responded to backward movements of the support
surface either with one forward step or by keeping their feet in place. To challenge the postural control system, we
applied participant-specific high accelerations of the support surface such that the postural demand was low for
stepping responses and high for feet-in-place responses. We expected that postural demand modulated the power
of intrinsic cortical oscillations.

Independent component analysis and time-frequency domain statistics revealed stronger suppression of alpha
(9–13 Hz) and low-gamma (31–34 Hz) rhythms in the supplementary motor area (SMA) when preparing for feet-
in-place responses (i.e., high postural demand). Irrespective of the response condition, support-surface move-
ments elicited broadband (3–17 Hz) power increase in the SMA and enhancement of the theta (3–7 Hz) rhythm in
the anterior prefrontal cortex (PFC), anterior cingulate cortex (ACC), and bilateral sensorimotor cortices (M1/S1).
Although the execution of reactive responses resulted in largely similar cortical dynamics, comparison between
the bilateral M1/S1 showed that stepping responses corresponded with stronger suppression of the beta
(13–17 Hz) rhythm in the M1/S1 contralateral to the support leg. Comparison between response conditions
showed that feet-in-place responses corresponded with stronger enhancement of the theta (3–7 Hz) rhythm in the
PFC. Our results provide novel insights into the cortical dynamics of SMA, PFC, and M1/S1 during the control of
human balance.
1. Introduction

Balance control is a complex motor task controlled by neural en-
sembles in the spinal cord, brainstem, cerebellum, and cerebral cortex
(Nutt et al., 2011; Takakusaki, 2017). Although early animal studies
suggested limited participation of the cerebral cortex in controlling bal-
ance and posture (Magnus, 1926; Sherrington, 1910), recent evidence
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from human studies indicates that the cerebral cortex may regulate the
excitability of subcortical postural centers to maintain balance and
postural stability according to environmental demands (Bohnen and
Jahn, 2013; Jahn and Zwergal, 2010; Peterson and Horak, 2016). Yet,
there is limited knowledge about the contributions from different cortical
areas to balance control (Bolton, 2015; Jacobs, 2014).

Previous EEG studies on balance control have mainly focused on the
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analysis of scalp-level event-related potentials elicited by whole-body
mechanical perturbations to standing balance (see Varghese et al.
(2017); Wittenberg et al. (2017) for recent reviews), whereas only few
studies have investigated the scalp-level spectral characteristics of
cortical activity elicited by such perturbations (Mierau et al., 2017;
Varghese et al., 2014). Cortical dynamics are oscillatory in nature (Basar
et al., 1999) and are thought to represent the balance between neuronal
excitation and inhibition in the brain (Buzs�aki et al., 2012; Muthuku-
maraswamy, 2014). In particular, inhibitory GABAergic interneurons are
highly relevant for shaping the behavior of the large neuronal groups that
give rise to the oscillatory characteristics (i.e., frequency and amplitude)
of the EEG (Gaetz et al., 2011; Hall et al., 2011; Muthukumaraswamy,
2014). Further insights into the cortical control of balance can be gained
when considering the spectral characteristics of perturbation-related
cortical activity. Time-frequency analysis of the EEG can reveal
changes to specific cortical dynamics in relation to internal and external
events (Makeig, 1993; Pfurtscheller and Lopes da Silva, 1999). In turn,
different rhythms have been associated with distinct cognitive and
sensorimotor functions. In particular, low-frequency cortical rhythms
(<13 Hz) are associated with perception and cognitive control (Cav-
anagh and Frank, 2014; Klimesch, 1999), whereas high-frequency
cortical rhythms (>13Hz) are commonly associated with motor func-
tion (Engel and Fries, 2010; Muthukumaraswamy, 2010; Neuper and
Pfurtscheller, 2001).

Nonetheless, previous ERP-based studies provide evidence that sug-
gest various concurrent sensorimotor and cognitive processes related to
the initial phases of balance control. Mechanical perturbations to
standing balance elicit the robust negative potential N1 (latency:
85–163ms, amplitude: �0.8 to �80 μV) distributed over frontal, central,
and parietal scalp sites (Varghese et al., 2017). Currently, there is no
consensus on the functional role of the N1 potential (Varghese et al.,
2017). On one hand, the N1 potential has been suggested to represent the
processing of sensory information for the purpose of coordinating reac-
tive balance responses (Dietz et al., 1984, 1985; Dimitrov et al., 1996;
Quant et al., 2004; Staines et al., 2001). On the other hand, the N1 po-
tential could represent an error signal for the detection of postural
instability (Adkin et al., 2006, 2008; Mochizuki et al., 2009). The role of
the N1 potential as an error signal is supported by studies showing that
the N1 potential is affected by the predictability and the postural threat of
a given balance perturbation, i.e., the amplitude of the N1 potential de-
creases as the predictability of a balance perturbation increases (Adkin
et al., 2006, 2008; Mochizuki et al., 2010) and increases as the perceived
postural threat increases (Adkin et al., 2008; Mochizuki et al., 2010).
Inverse mapping of the N1 potential indicates that it likely originates
from the supplementary motor area (SMA) (Marlin et al., 2014), with
contributions of the anterior cingulate cortex (ACC) and the posterior
parietal cortex (PPC) (Mierau et al., 2015). Time-frequency analyses of
the EEG following mechanical perturbations to standing balance have
shown transient power increase of theta (4–7 Hz), alpha (8–12 Hz), and
beta (13–30Hz) rhythms that matches the latency and location of the N1
potential (Mierau et al., 2017; Varghese et al., 2014). The evidence found
in previous studies indicates that the scalp-level N1 potential represents
various concurrent sensorimotor and cognitive processes distributed
across multiple cortical areas.

In addition, studies that focused on preparatory processes prior to a
mechanical perturbation demonstrated a slow negative shift of the
cortical potential (contingent negative variation, CNV) and sustained
power decrease of alpha and beta rhythms over fronto-central electrode
sites (Jacobs et al., 2008; Mochizuki et al., 2008; Smith et al., 2012).
These phenomena typically represent cortical mechanisms of motor
preparation (Neuper and Pfurtscheller, 2001; van Rijn et al., 2011)
arising from the SMA, the prefrontal cortex (PFC), the sensorimotor
cortices (M1/S1) (Hamano et al., 1997; Ohara et al., 2000), the basal
ganglia (Rektor et al., 2005), and (sub)thalamic nuclei (Klostermann
et al., 2007). Yet, it is currently unclear whether the CNV or the alpha and
beta power decrease have a specific contribution to the preparation of
558
balance responses (Mochizuki et al., 2010; Smith et al., 2014).
To gain further insight into the cortical mechanisms of balance con-

trol, we analyzed high-density EEG recorded during preparation and
execution of reactive balance responses. Our goal was to determine the
source-level cortical oscillatory dynamics of preparatory and reactive
balance control, and how these are modulated by the postural demand of
the reactive balance response. We relied on advanced processing of high-
density EEG, combining blind source separation algorithms and source
localization techniques to reveal EEG source-level dynamics during
whole-body movement (Gramann et al., 2014; Makeig et al., 2009),
while reducing physiological noise and movement artifacts (Gwin et al.,
2010; Kline et al., 2015; Oliveira et al., 2016). We recorded high-density
EEG in an experiment where participants anticipated and responded to
high-intensity backward translations of the support surface. We studied
two distinct behavioral responses with different postural demands,
namely, maintaining balance by making one corrective step (low postural
demand) or by keeping their feet in place (high postural demand).
High-intensity balance perturbations can be overcome using feet-in-place
strategies with great effort, while making a corrective step is a natural,
less demanding reaction (de Kam et al., 2016). The key novelty of our
study is the direct comparison of the two response conditions elicited by
identical balance perturbations, which allowed us to investigate
task-specific differences in cortical dynamics related to top-down pro-
cesses of preparatory and reactive balance control, separately from
cortical activity evoked by sensory afferences from the imposed me-
chanical perturbation.

Our hypothesis was that higher postural demand requires stronger
modulation of cortical oscillations from SMA, ACC, and PPC with feet-in-
place responses. Additionally, because late phases of reactive balance
responses may be cortically mediated (Jacobs and Horak, 2007; Maki and
McIlroy, 2007), we expected that lateralized activity in the sensorimotor
cortices (M1/S1, alpha and beta rhythms) would reflect the asymmetric
postural behavior of stepping responses.

2. Materials and methods

2.1. Participants

Ten healthy volunteers participated in this study (age: 24.2� 3.6
years; four women). All volunteers gave written informed consent prior
to their participation. None of the participants had previous history of
neurological or neuromuscular disease, or any other impairments that
limited their involvement in the experiment. The experimental procedure
was approved by the ethics committee of the Medisch Spectrum Twente
(Enschede, The Netherlands; NL52632.044.15). The experiments were
conducted in accordance with The Declaration of Helsinki.

2.2. Experimental design

The experiments were conducted with the Radboud Falls Simulator, a
dynamic posturography system for investigating standing balance
(Nonnekes et al., 2013). During the experiments, the participants stood in
the middle of a movable platform, wearing a safety harness attached to
the ceiling via amoving suspension that follows the platformmovements.
The task of the participants was to maintain an upright posture and to
respond to balance perturbations, imposed by sudden translations of the
movable platform. Fig. 1 illustrates the experimental setup.

The experimental session began by determining a participant-specific
stepping threshold (de Kam et al., 2016), which is defined as the
maximum acceleration of the movable platform that can be overcome
without stepping in one out of three trials. During this procedure, the
acceleration was gradually increased from 0.875m/s2, in increments of
0.125m/s2, until a stepping reaction was elicited. Then, the same ac-
celeration was tested with two additional trials. In case the three trials
elicited stepping reactions, the acceleration was decreased one level and
tested with two additional trials. The mean stepping threshold of the



Fig. 1. Experimental setup. Participants stood on a movable platform wearing a safety harness and an electrode cap. Their task was to respond to balance perturbations
using stepping or feet-in-place responses. The required response was indicated by visual cues. The balance perturbations were backward movements of the support
surface at the individual maximum acceleration that could be overcome without stepping.

Fig. 2. Experimental paradigm: event sequence and durations. At the beginning of
each trial, a visual cue indicated which response to use for maintaining standing
balance. The visual cue was followed by an interval of random duration. Par-
ticipants stood quietly on the platform, maintaining a natural upright posture.
This interval terminated with the onset of the balance perturbation (backward
movement of the support surface). The perturbation consisted of three phases:
acceleration (300ms), constant velocity (500ms), and deceleration (300ms).
Afterwards, the platform remained stationary before returning to its initial po-
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participants was 1.58m/s2 (standard deviation: 0.35m/s2; range:
1.05–2.25m/s2). The stepping threshold was only determined for back-
ward movement of the support surface. For this part of the experimental
session, the participants were verbally instructed to maintain their bal-
ance by keeping their feet in place.

In the main experiment, the participants responded to backward
movements of the support surface (at the acceleration of the participant-
specific stepping threshold) using either stepping or feet-in-place re-
sponses, as indicated by visual cues. The experiment included 50 trials
per condition, divided into five blocks of 20 trials. The order of the trials
was randomized within each block, to maintain the probability of both
conditions at 50%. To prevent fatigue, short pauses lasting 3–5min were
allowed between blocks. Prior to the experiment, participants practiced
during an additional block of 20 trials to familiarize themselves with the
task and to ensure that they were able to maintain standing balance with
feet-in-place responses when requested. The familiarization trials were
not included in the analysis. Each trial included three phases, namely, cue
observation, response preparation, and response execution. Fig. 2 illus-
trates the timing of these phases and the events occurring within a trial.
sition at the end of a trial. A new trial started after a short pause. Duration of the
random pauses was drawn from an uniform distribution. For analysis, each trial
was divided into three phases: cue observation, response preparation, and
response execution. The bottom line indicates the time-warped duration of these
three phases.
2.3. Data acquisition

We recorded high-density EEG using a cap with 126 Ag-AgCl elec-
trodes (WaveGuard, ANT Neuro, The Netherlands). The electrodes in the
559
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cap were distributed across the scalp according to the five percent elec-
trode system (Oostenveld and Praamstra, 2001). The EEG was referenced
to the common average during acquisition. The ground electrode was
placed on the left mastoid. A biosignal amplifier (REFA System, TMSi,
The Netherlands) recorded the EEG at 2048 Hzwithout any filters, except
for a built-in antialiasing low-pass filter (552 Hz). To monitor for phys-
iological artifacts, the same amplifier recorded electrical activity of the
left eye (electrooculogram, EOG) and the neck muscles (electromyogram,
EMG) using adhesive Ag-AgCl electrodes. The EOG was recorded from
electrodes placed slightly above the nasion (vertical eye movement) and
at the outer cantus of the left eye (horizontal eye movement). The EMG
was recorded using four bipolar derivations placed on the left and right
sternocleidomastoid muscles and the upper part of the left and right
trapezius muscle (just below the hairline at the back of the head). Ground
reaction forces were recorded from two force plates (AMTI Custom 6 axis
composite force platform, USA; size: 60� 180 cm each; sampling rate:
2000 Hz) embedded in the moveable platform. Synchronization triggers
were generated by the platform controller and recorded together with the
EEG signals. Task performance was visually evaluated and manually
annotated during data acquisition.

2.4. EEG analysis

2.4.1. Preprocessing
The EEG data was analyzed with MATLAB (The Mathworks, Inc.,

USA) using custom scripts and incorporating functions from EEGLAB
(Delorme and Makeig, 2004). The EEG data was filtered between 0.5 and
200 Hz (4th order Butterworth FIR, zero-phase shift) with additional
notch filters to reduce line noise (50 Hz) and its harmonics (100 and
150 Hz). Highly contaminated channels were identified by visual in-
spection and removed (7.4� 4.4 channels). The remaining channels
were re-referenced to the common average. A list of single-trial responses
created during data acquisition was used for trial exclusion due to un-
successful task performance (i.e., stepping: 0.7� 1.2 trials, feet-in-place:
15.1� 7.8 trials).

2.4.2. Estimation of source-level activity
We used independent component analysis (ICA) and equivalent cur-

rent dipole source localization to separate the high-density EEG into
cortical source-level activity (Gramann et al., 2014; Makeig et al., 2009)
and to reduce the influence of other sources of physiological noise (e.g.,
electromyogram and electrocardiogram) (Gwin et al., 2010; Kline et al.,
2015; Oliveira et al., 2016). This approach is in line with previous studies
on cortical dynamics during whole-body movement (Gwin et al., 2011;
Sipp et al., 2013; Wagner et al., 2012, 2016).

A copy of the preprocessed EEG data was segmented according to a
trigger for platform movement in the interval �5 to 2 s relative to the
onset of the platform movement. This excluded the time intervals where
the cue was presented to the participants and when the platform returned
to the starting position. The EEG segments were visually inspected for
non-stereotyped artifacts (e.g., cable movements), which were discarded.
The remaining clean EEG segments were processed with CUDAICA
(Raimondo et al., 2012), an implementation of Infomax independent
component analysis (Makeig et al., 1996) for the graphics processing
unit. The independent component analysis finds a set of spatial filters that
separates the scalp recordings into maximally independent components
(ICs) representing spatially stationary electrocortical processes (Makeig
et al., 2004; Onton et al., 2006).

An equivalent current dipole was fitted to the scalp projection of each
IC to estimate the location of its cortical source. The equivalent current
dipoles were found using an standardized three-shell boundary element
head model and standard electrode positions (DIPFIT toolbox within
EEGLAB, (Delorme et al., 2012; Oostenveld and Oostendorp, 2002)). This
procedure resulted in dipole locations inside a standard head model
(MNI). Only the ICs whose scalp projection could be explained by a
dipole inside the head with residual variance lower or equal to 10%were
560
further analyzed. ICs related to eye movements and muscle artifacts were
identified through visual inspection of the topography of its scalp pro-
jection, the spatial location of its associated equivalent current dipole,
and its power spectral density. ICs related to brain activity (typical EEG
power spectra and equivalent current dipole located inside of the head
and with low residual variance) were further analyzed.

The ICs from all participants were clustered according to the spatial
location of their associated equivalent current dipole, their power spec-
tral density (between 2 and 48 Hz), and the topography of their scalp
projection. The clustering routine relied on principal component analysis
and the k-means algorithm to find clusters of ICs that are quantitatively
similar. The number of clusters was selected as the largest number of
clusters such that one cluster was located near the vertex and included at
least one IC from each participant. This criterion was used because pre-
vious EEG studies on standing balance control have reported the most
prominent responses over midline central scalp areas overlaying the SMA
(Bolton, 2015; Varghese et al., 2017). Only clusters that included ICs
from more than half of the participants were further considered. The set
of spatial filters resulting from the independent component analysis, their
associated current dipoles, and the cluster labels were stored for further
analysis of the continuous preprocessed EEG data.

2.4.3. Event-related spectral perturbations
Oscillatory dynamics were quantified as relative changes in the power

of intrinsic cortical rhythms according to the definition of event-related
spectral perturbations (ERSP) (Makeig, 1993). After applying the
spatial filters to the continuous preprocessed EEG data, single-trial re-
sponses were segmented between �1 and 8 s relative to cue onset. Trials
with unsuccessful task performance were excluded from the analysis (see
section 2.4.1 Preprocessing), and trials with residual muscle artifacts
were further removed (average per participant: stepping: 1.7� 4.7 trials,
feet-in-place: 2� 2 trials). The remaining number of trials per participant
was on average 47.4� 5.1 trials in the stepping condition (range: 34–50
trials) and 32.9� 7.3 trials in the feet-in-place condition (range: 20–41
trials).

Single-trial spectrograms were computed and time-warped to
normalize the duration of the response preparation phase (to the median
duration across participants, using linear interpolation). Average log-
transformed spectrograms showing relative power changes were
computed per IC and response condition as the average difference be-
tween each (log transformed) single-trial spectrogram and the average
(log transformed) spectrum within a baseline period (1 s window pre-
ceding cue onset). Average time-frequency maps for a given IC cluster
were computed by averaging across the maps corresponding to the ICs
members of the cluster, separately for each response condition.

2.4.4. Event-related potentials
For comparison with previous studies, we computed event-related

potentials for each IC cluster and each response condition. We ob-
tained source-level time-warped single-trial perturbation-related re-
sponses (as detailed in the previous section) and averaged across trials
from the same IC and response condition. Average ERPs for a given IC
cluster were computed by averaging across ERPs corresponding to ICs
members of a given cluster (separately for each response condition). The
objective of this analysis was to complement existing literature on
perturbation-related potentials.

2.4.5. Cortical dynamics related to asymmetric postural behavior
The different postural behavior of stepping and feet-in-place re-

sponses was assessed by comparing the vertical load on each leg during
the response execution phase. The vertical load was extracted from the
force plate data in segments of four seconds centered around the
perturbation onset. Changes in the vertical load were calculated with
respect to a reference period between 2 and 1.5 s before the perturbation
onset. The relative vertical load was computed for the swing and support
body sides, and averaged across participants for each body side and



Table 1
Estimated location of the cluster centroids.

IC cluster Talairach
coordinates (x, y, z)

Cortical location Brodmann
area

Midline central �1, 0, 53 Supplementary
motor area

BA6

Left central �37, �16, 40 Left sensorimotor
cortex

BA4

Right central 35, �5, 46 Right sensorimotor
cortex

BA6

Midline parietal 6, �33, 56 Posterior parietal
cortex

BA5

Midline occipital 5, �70, 17 Secondary visual
cortex

BA18

Midline anterior
prefrontal

�5, 40, �6 Anterior prefrontal
cortex

BA10

Midline prefrontal �11, 28, 28 Anterior cingulate
cortex

BA32
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response condition. A comparison of the relative vertical load between
swing and support body sides was used to evaluate the symmetry of
postural behavior. Stepping responses are distinguished by asymmetric
load distribution of the swing and support body sides, in contrast to
symmetric load distribution during feet-in-place responses (McIlroy and
Maki, 1993a, 1993b).

We expected cortical mediation of reactive balance responses during
the later phases of the balance responses, following the early automatic
postural responses that are likely coordinated at spinal and subcortical
levels (Jacobs and Horak, 2007; Taube et al., 2006). Postural adjustments
preceding voluntary and reactive stepping may be controlled by basal
ganglia-thalamo-cortical loops, where the main cortical contributors are
the SMA and the lateralized M1/S1 (Massion, 1992; Ng et al., 2013).
Thus, cortical oscillatory dynamics related to the vertical load of swing
and support body sides were evaluated by comparing the lateralized
M1/S1 activity. Noteworthy, this analysis compared the swing and sup-
port body sides within each response condition.

2.5. Statistical analyses

Differences between response conditions were evaluated with surro-
gate statistics (Maris and Oostenveld, 2007; Nichols and Holmes, 2002).
First, we computed the t-statistic between response conditions in the
original dataset. Here we used two-tailed paired t-tests for the compari-
sons within clusters and two-tailed independent samples t-test (assuming
unequal variance, Satterthwaite's approximation for effective degrees of
freedom implemented in the ttest2.mMatlab function) for the comparison
between lateralized M1/S1 clusters within single conditions. Then, we
created surrogate data by randomly shuffling the condition labels (1000
iterations) and computing a surrogate t-statistic after each iteration.
Finally, we compared the original t-statistic against the distribution of the
surrogate statistics. We considered a significant difference if the original
t-statistic laid beyond the tails of the distribution of surrogate statistics
(α¼ 0.05, two-tailed). We corrected the p-values associated with signif-
icant t-statistics for false discovery rate (FDR) at the same significance
level (Benjamini and Yekutieli, 2001). We applied this evaluation for
group-level statistical significance of the time-frequency ERSP maps and
the time samples of the ERPs. Because our primary metrics are the
time-frequency maps, we report mean difference maps with overlaid
contours for uncorrected and FDR corrected p-values.

Differences in the time course of ERPs, power modulations, and the
relative vertical load were assessed via bootstrap confidence intervals
(1000 iterations, α¼ 0.05). Significant differences from zero (or base-
line) occur when the upper and lower confidence intervals of a given
condition have the same sign. Significant differences between conditions
were considered when the confidence intervals of the individual condi-
tions did not overlap. If this was the case, we looked up the statistics for a
specific time or time-frequency interval in the surrogate statistics results
and reported the median t-statistic and median p-value.

3. Results

3.1. Clusters of independent components

We found seven IC clusters that contained independent components
from more than half of the participants. Table 1 presents the Talairach
coordinates of the cluster centroids. These coordinates provide an
approximation to the localization of the actual cortical sources, limited
by the spatial resolution of the source localization methods (standard
electrode positions and standard head model). Five clusters were located
along the sagittal midline and two clusters were lateralized to the left and
right hemispheres. ICs belonging to two participants who stepped with
the left foot were removed from the lateralized clusters, to prevent that
brain asymmetry possibly associated with footedness interfered with the
analyses (Elias et al., 1998; Peter and Durding, 1979; Willems et al.,
2014).
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3.2. Event-related spectral perturbation

Fig. 3 shows the average time-frequency maps per cluster and
response condition, together with the maps of the mean difference be-
tween conditions. In the midline central cluster, located in the SMA, we
found statistically significant differences between stepping and feet-in-
place conditions for the frequency bands 6–9 Hz, 9–13Hz, and
31–34Hz. In other IC clusters the time-frequency maps revealed power
modulations below 30Hz and different from baseline that were largely
similar in both response conditions. To summarize the power modula-
tions across frequencies, Fig. 4 shows the average ERSP spectra during
the cue observation (0–2 s), response preparation (2–5.6 s), and response
execution (early: 5.6–6.1 s; late: 6.1–7 s) phases. Noteworthy, the
response execution phase is separated in two consecutive segments. The
first segment covers the first 500ms after perturbation onset, corre-
sponding with early cortical activity that may represent initial modula-
tions of the medium- and long-latency postural responses (Bolton, 2015;
Jacobs and Horak, 2007; Maki and McIlroy, 2007). The second segment
covers the rest of the response execution phase, when successful reactive
responses are completed.

We further analyzed the time course of power modulations for fre-
quency bands showing significant differences in the midline central
cluster, and for general frequency bands corresponding with theta
(3–7Hz), alpha (8–12 Hz), beta I (13–17 Hz), and beta II (18–25Hz)
rhythms in all other IC clusters. Fig. 4 shows the correspondence between
these frequency bands and the average ERSP spectra. Fig. 5 shows the
time course of selected frequency bands per IC cluster.

3.2.1. Distinct oscillatory dynamics between stepping and feet-in-place
responses

Significant differences occurred in the midline central cluster for
theta, alpha, and low-gamma rhythms (see Figs. 3 and 5). Stronger
cortical activation occurred in trials with feet-in-place responses during
the cue observation and response preparation phases, but not during the
response execution phase. Following an initial suppression (power
decrease) of the theta and alpha rhythms, a brief but significant partial
enhancement of these rhythms appeared shortly after cue onset in trials
with stepping responses (theta: median t(13)¼ 4.23, p¼ 0.001; alpha:
median t(13)¼ 4.21, p¼ 0.001). Afterwards, suppression of the low-
gamma rhythm occurred in trials with feet-in-place responses (median
t(13)¼ 4.03, p¼ 0.0014). The suppression of the alpha and low-gamma
rhythms that appeared during the cue observation phase, was maintained
for a substantial part of the response preparation phase, indicating
stronger cortical activation for feet-in-place responses (alpha: median
t(13)¼ 4.39, p¼ 0.0007 and t(13)¼ 4.73, p¼ 0.0004; low-gamma: me-
dian t(13)¼ 4.20, p¼ 0.001 and t(13)¼ 4.14, p¼ 0.0012).

In several clusters, comparisons between response conditions were
significant after the surrogate statistics (i.e., the null-hypothesis can be



Fig. 3. Event-related spectral perturbations time-frequency maps. The Stepping and Feet-in-place time-frequency maps show the mean power decrease (shown in blue) and
power increase (shown in red) for each response condition. Power modulations not significantly different from baseline (1 s segment preceding cue onset) are masked
with gray color. The Difference time-frequency map shows the mean difference (Stepping minus Feet-in-place) between conditions. Contour lines indicate differences
between conditions with a critical α < 0.05 before (magenta) and after (black) correction for false discovery rate. The graphics on the right of each cluster label present
the scalp projection of each cluster centroid, the estimated location of the individual equivalent current dipoles for all cluster members (small spheres), and the
estimated location of the cluster centroid (larger sphere). Solid vertical lines indicate cue onset (0 s), cue offset (2 s), and perturbation onset (group median latency:
5.6 s). *The left and right central clusters only included ICs of participants who stepped with the right leg (n ¼ 8).
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Fig. 4. Summary of event-related spectral perturbations across frequencies. Each plot shows the mean ERSP spectra during the cue observation (0–2 s), response prep-
aration (2–5.6 s), and response execution (early: 5.6–6.1 s; late: 6.1–7 s) phases. Power modulations of multiple cortical rhythms occurred in all IC clusters for trials
requiring stepping (green) or feet-in-place (pink) responses. Gray shaded areas indicate the general frequency bands used in further analyses: 3–7 Hz, 8–12 Hz,
13–17 Hz, and 18–25 Hz. Black outlines shown for the midline central cluster indicate the frequency bands with significant differences between response conditions
(after correction for false discovery rate): 6–9 Hz, 9–13 Hz, and 31–34 Hz *The left and right central clusters only included ICs of participants who stepped with the
right leg (n ¼ 8).
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rejected), but did not survive the stringent correction for false discovery
rate (see Fig. 5). Because there is a risk to bias our analysis toward false
negatives, we briefly mention these uncorrected differences as note-
worthy trends:

� Midline anterior prefrontal cluster: stronger, long-lasting enhance-
ment of the theta rhythm during the response execution phase, in
trials with feet-in-place responses (median t(10)¼�2.43, p¼ 0.035,
uncorrected).

� Midline central cluster: stronger suppression of the beta II rhythm
during the response preparation phase, in trials with feet-in-place
responses (median t(13) between 2.37 and 2.52, p between 0.025
and 0.034, uncorrected).

� Left central cluster: weak alpha suppression (feet-in-place responses)
contrasting sustained alpha enhancement (stepping responses) during
the response preparation phase (median t(11) between 2.35 and 3.05,
p between 0.011 and 0.038, uncorrected).

� Right central cluster: early beta I suppression during the response
preparation phase in trials with feet-in-place responses (median t(9)
between 2.41 and 2.85, p between 0.019 and 0.039, uncorrected).
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� Left/right central clusters: beta II suppression slowly increasing to-
ward the end of the response preparation phase in trials with feet-in-
place responses (left: median t(11)¼ 2.55, p¼ 0.027, uncorrected;
right: median t(9)¼ 3.03, p¼ 0.014, uncorrected).

3.2.2. Common oscillatory dynamics underlying stepping and feet-in-place
responses

During the cue observation phase, the midline occipital cluster pre-
sented strong alpha suppression after cue onset, which disappeared
shortly after cue offset at the beginning of the response preparation
phase. The same cluster showed brief beta I and beta II suppression
accompanying the initial alpha suppression, but returning to baseline
levels before cue offset. The midline parietal cluster presented similar
brief suppression of the theta, beta I, and beta II rhythms following cue
onset. During the response preparation phase, multiple cortical rhythms
were suppressed in the midline parietal cluster and the left and right
central clusters. At the beginning of this phase, brief suppression of the
beta rhythms appeared in the left central cluster (beta I) and the midline
parietal cluster (beta II), accompanying the return to baseline of the cue-
related alpha suppression in the midline occipital cluster. Intermittent
suppression of the theta (midline parietal, and left and right central



Fig. 5. Time course of power modulations for
specific frequency bands. These plots show
mean power modulations (and the 95%
confidence intervals) elicited in each cluster
during trials using stepping (green) and feet-
in-place (pink) responses. Note that for the
midline central cluster (located in the SMA)
the boxed time course plots correspond with
significant differences (after correction for
false discovery rate) between conditions
(6–9 Hz, 9–13 Hz, and 31–34 Hz). All other
time course plots correspond with general
frequency bands defined in this study. Solid
vertical lines indicate cue onset (0 s), cue
offset (2 s), and perturbation onset (group
median latency: 5.6 s). The vertical grid
represents intervals of 400 ms (after time
warping). Gray areas indicate significant
differences from baseline (positive: power
increase; negative: power decrease) concur-
rent in both response conditions. Black
markers at the bottom of each axis indicate a
trend toward significant differences between
response conditions (p < 0.05, uncorrected).
*The left and right central clusters only
included ICs of participants who stepped
with the right leg (n ¼ 8).
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clusters) and beta I (midline occipital) rhythms occurred throughout the
response preparation phase. Near the end of this phase, stronger sup-
pression of the beta rhythms occurred in the right central cluster (beta I)
and the midline parietal cluster (beta II).

During the response execution phase, directly after perturbation
onset, a brisk broadband enhancement of theta, alpha, and beta I rhythms
appeared in the midline central cluster. At the same time, brisk
Fig. 6. Event-related potentials. The plots show the 95% confidence intervals for the ER
(pink) responses. The ERP in the midline central cluster, located in the SMA, shows t
contingent negative variation (CNV) and P1 and N1 potentials. Noteworthy, the morp
frequency at 0.5 Hz. Other IC clusters (midline anterior prefrontal, midline parietal,
during the response preparation and response execution phases. Solid vertical lines
latency: 5.6 s). The vertical grid represents intervals of 400 ms (after time warping).
response conditions. Black markers at the bottom of each axis indicate a trend towar
*The left and right central clusters only included ICs of participants who stepped w
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enhancement of the theta rhythm occurred in the midline anterior pre-
frontal cluster, the midline prefrontal cluster, the midline parietal cluster,
and the left and right central clusters. In the midline central cluster, the
brief broadband enhancement was followed by an overall suppression of
all cortical rhythms, which was sustained for the rest of the response
execution phase, when whole-body movement takes place. The execution
of reactive balance responses also elicited sustained suppression of the
P elicited in each cluster in during trials using stepping (green) and feet-in-place
he characteristics of perturbation-related potentials (Varghese et al., 2017), i.e.,
hology of the CNV is altered here due to the use of a high-pass filter with cut-off
and left and right central) also present indications of CNV and P1-N1 potentials
indicate cue onset (0 s), cue offset (2 s), and perturbation onset (group median
Gray shaded areas indicate significant differences from zero concurrent in both
ds significant differences between response conditions (p < 0.05, uncorrected).
ith the right leg (n ¼ 8).
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alpha, beta I, and beta II rhythms in the midline parietal cluster and the
left and right central clusters.

3.3. Event-related potentials

Fig. 6 shows the ERPs in each IC cluster for both response conditions.
Except for brief episodic differences in the midline occipital and left
central clusters, we found no significant differences between response
conditions in the time interval from 0 to 500ms following the pertur-
bation onset. The most prominent potentials occurred in the midline
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central cluster, with the largest amplitudes after perturbation onset. The
ERP in the midline central cluster showed the characteristics of
perturbation-related potentials (Bolton, 2015; Varghese et al., 2017), i.e.,
a slow potential shift preceding the perturbation onset (around 1.2 s),
followed by P1 (80ms) and N1 (150ms) potentials after the perturbation
onset. Several previous EEG studies on balance control (Fujiwara et al.,
2011; Jacobs et al., 2008; Mochizuki et al., 2008, 2010; Smith et al.,
2012) have reported that expectation of an upcoming balance pertur-
bation elicits a negative potential shift known as contingent negative
variation (CNV), which is associated with cortical mechanisms of motor
Fig. 7. Asymmetric activation of the sensorimotor
cortices and changes in vertical load during stepping
responses. Modulations of the beta (13–17 Hz)
rhythm in the left and right central IC clusters,
corresponding to the sensorimotor cortices
contralateral to the swing (orange) and support
(blue) sides. The bottom plots show the relative
change in vertical load during an interval of �2 s
around perturbation onset (baseline: �2 to
�1.5 s). Stepping responses (left column) show a
typical asymmetric vertical loading pattern (i.e.
preparatory postural adjustment) preceding step
initiation (0–400ms after perturbation onset),
followed by increased load on the support side
during the actual step. Feet-in-place responses
(right column) show symmetric load of swing and
support sides, as expected. Strong beta suppres-
sion in the sensorimotor cortex contralateral to
the support body side coincided with the
maximum vertical load of the support body side.
The vertical grid represents intervals of 400ms
(after time warping). The curves show the 95%
confidence intervals. Black markers at the bottom
of the plots indicate that the confidence intervals
do not overlap. Importantly, these clusters only
include ICs of participants who stepped with the
right leg (n¼ 8).
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preparation (Neuper and Pfurtscheller, 2001; van Rijn et al., 2011).
Noteworthy, the morphology of the CNV shown in Fig. 6 differs from
previous reports due to the use of a higher cut-off frequency for the
high-pass filter (0.5 Hz) during preprocessing. Additional potential shifts
preceding the perturbation onset were found in the left and right central
clusters and the midline anterior prefrontal cluster. In the midline ante-
rior prefrontal cluster the potential shift returned to zero around 150ms
after the perturbation, coinciding with the latency of the N1 potential in
the midline central cluster. In the left and right central clusters, the po-
tential shift was also terminated around 150ms and it was followed by a
positive potentials peaking around 300ms.

3.3.1. Cortical dynamics related to postural behavior
Fig. 7 shows different modulation of the beta I rhythm in the left and

right central clusters, with respect to the relative vertical load of the
swing and support body sides. Importantly, these comparisons only
considered the participants who stepped with their right foot (swing
body side) in trials requiring stepping responses (n¼ 8).

The stepping responses corresponded with asymmetric vertical load
of the swing and support sides, whereas the feet-in-place responses cor-
responded with symmetric vertical load. Irrespectively of the response
condition, vertical load gradually shifted toward the support side during
the response preparation phase. Asymmetric modulation of the beta I
rhythm occurred in trials with stepping responses. The right central
cluster (contralateral to the support body side) showed stronger beta I
suppression (median t¼ 2.199, p¼ 0.043; the effective degrees of
freedom varied between 10 and 20, according to the estimated variances
of each time-frequency bin), which coincided with the maximum vertical
load of the support body side (~500ms). Modulations of other cortical
rhythms showed symmetric cortical activation of the left and right cen-
tral clusters for both response conditions.

4. Discussion

We determined oscillatory activity of multiple cortical areas during
preparation and execution of reactive balance responses, with particular
interest in differences between stepping and feet-in-place responses. The
distinct postural demand of these responses corresponded with differ-
ential modulations of theta, alpha, and low-gamma rhythms in the SMA.
Higher postural demand, associated with feet-in-place responses, was
reflected in stronger power modulations during preparatory, but not
reactive balance control. Translations of the support surface elicited
perturbation-related potentials arising from the SMA, with additional
sources in PFC, and bilateral M1/S1. The balance perturbations also
elicited broadband power increase in SMA, and enhancement of the theta
rhythm in PFC, ACC, PPC, and bilateral M1/S1. Remarkably, the distinct
whole-body movements and postural demands of the stepping and feet-
in-place responses resulted in largely similar oscillatory dynamics dur-
ing the response execution phase, with two notable differences: reactive
feet-in-place responses corresponded with stronger theta enhancement in
PFC, and, during reactive stepping, asymmetric vertical load during
single support corresponded with stronger beta suppression in M1/S1
contralateral to the support leg. Overall, our results provide novel in-
sights into the cortical mechanisms that underlie the control of human
standing balance and upright posture.

4.1. Preparatory balance control

4.1.1. Integration of visual information
Contextual information given by visual cues may be transmitted via

visuo-parieto-frontal projections to the SMA for selection of optimal
motor programs (Scott, 2004; Takakusaki, 2013). In our study, this was
indicated by suppression of oscillatory activity (Figs. 3–5) in the (sec-
ondary) visual cortex (alpha and beta rhythms), PPC (theta and beta
rhythms), and SMA (theta, alpha, and beta rhythms). This interpretation
is in line with studies indicating that theta and alpha rhythms are related
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to early stages of visual processing (Klimesch, 1999), that the alpha
rhythm directs information toward task-relevant neural structures (Kli-
mesch et al., 2011), and that the beta rhythm may mediate information
between visual and sensorimotor systems (Pavlidou et al., 2014; Wr�obel,
2000).

4.1.2. Selection of motor programs and preparatory cortical activation
Suppression of theta, alpha, and low-gamma rhythms in the SMA

during cue observation and response preparation corresponded with the
postural demand of the two response conditions (Figs. 3 and 5). Stronger
suppression reflected the higher postural demand of the feet-in-place
responses at two different time intervals.

During the cue observation phase, partial enhancement of the theta
and alpha rhythms in the SMA may represent an update of motor pro-
grams after the visual cue indicated the use of stepping responses. This
would imply that a feet-in-place response (high postural demand) was
selected as the default motor program, which needed to be updated when
a stepping response (low postural demand) was required. Indeed, a
previous study reported that when uncertainty about postural demand
exists, the central nervous system is conservatively driven toward a
default preparatory state in anticipation of high postural demand
(Mochizuki et al., 2010). Consistent with our results, stopping action or
changing a motor program induces brief enhancement of theta/alpha
rhythms over multiple cortical areas, including (pre)SMA (Jha et al.,
2015).

Later during the cue observation phase, low-gamma suppression
specifically occurred after clear definition of a trial with high postural
demand. This low-gamma suppression continued through the first half of
the response preparation phase, together with the alpha suppression that
started earlier during the cue observation phase. The cerebral cortex is
thought to regulate the activity of subcortical postural centers, to (indi-
rectly) modify postural responses according to environmental demands
and task constraints (Jacobs and Horak, 2007; Nutt et al., 2011).
Top-down modulation of movement appears to involve synchronization
between distant neuronal networks in frequencies above 20 Hz, corre-
sponding to beta and gamma rhythms (Engel et al., 2001). During
preparation of motor responses, the power of cortical oscillations be-
tween 13 and 35 Hz is strongly suppressed (Crone et al., 1998; Neuper
and Pfurtscheller, 2001; Pfurtscheller and Lopes da Silva, 1999), while
(phase) synchronization with surface EMG is increased (Chen et al.,
1998; Schoffelen et al., 2011). In contrast, increased amplitude of beta
(and low-gamma) oscillations may serve to maintain the current postural
set at the expense of slowing new movements (Engel and Fries, 2010),
and the selective suppression of these rhythms appears to be related to
the selection or inhibition of competing responses (vanWijk et al., 2009).
Our results show cortical activity during the response preparation phase
that differentiates the postural demand of these two response conditions.
We speculate that the alpha and low-gamma suppression may be related
to the upregulation of subcortical postural centers and the priming of the
motor system to react to the balance perturbation.

Additional results suggest cortical mechanisms of motor preparation
during both response conditions, akin to the preparation of many other
types of movement (Shibasaki, 2012). Specifically, we observed alpha
and beta suppression (SMA, PPC, and bilateral M1/S1 in SMA) and CNV
(SMA, PFC, and bilateral M1/S1), during the response preparation phase
(Figs. 3–5). Previous studies have shown that prior knowledge about
perturbation onset (Jacobs et al., 2008; Mochizuki et al., 2008) and
perturbation characteristics (Fujiwara et al., 2011; Mochizuki et al.,
2010; Smith et al., 2012), modulates the amplitude/magnitude of
scalp-level fronto-central CNV and the suppression of mid-central
alpha/beta rhythms. Yet, we did not observe significant differences in
CNV or alpha/beta suppression, even though information about postural
demand and perturbation characteristics was known in advance. Thus,
we consider that these results mainly represent general mechanisms of
response preparation.

Beyond scalp level analyses in previous studies, our results
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demonstrate multiple cortical areas engaged in visual and cognitive
processing following the visual stimuli indicating the requested response.
Interestingly, the CNV latencies suggest sequential activation of SMA,
followed by the bilateral M1/S1, and later the PFC. Consistent with this
result, it has been suggested that the SMA recruits action- and perception-
related areas for processing of subsequent movements (G�omez et al.,
2003).

4.2. Reactive balance control

4.2.1. Detecting and monitoring challenges to postural stability
The perturbation onset elicited broadband enhancement of SMA

theta, alpha, and beta rhythms, concurrent with multifocal theta
enhancement in ACC, PFC, PPC, and bilateral M1/S1 (Figs. 3–5), and
perturbation-related potentials in SMA and bilateral M1/S1 (Fig. 6).
These results were common to both response conditions.

The broadband enhancement in the SMA could represent top-down
processes related to the detection of an event that challenges postural
stability, i.e., the detection of an unexpected event. Our results show brief
broadband enhancement that generalizes between responses with
distinct postural demand and behavior. Brief fronto-central broadband
enhancement has also been reported following minimal challenges to
postural stability that can be easily overcome using feet-in-place re-
sponses (Mierau et al., 2017; Varghese et al., 2014, 2015). Furthermore,
studies relying on ERP-based analyses have shown that the amplitude of
the N1 potential is reduced when the onset of a balance perturbation is
predictable (Adkin et al., 2006, 2008; Mochizuki et al., 2010). To link
these results, it is important to mention that Varghese et al. (2014)
showed the correspondence between N1 potentials and a broadband
power increase (explained through phase-locking) that closely matches
the results presented here. Thus, we favor the interpretation of detection
of a challenge to postural stability over other processes commonly
associated with SMA activity (e.g., movement initiation). However, it
cannot be ruled out that the broadband enhancement in the SMA may
also represent contributions to other aspects of balance control.

The multifocal theta enhancement could represent the activity of a
cortical network involved in monitoring the current postural stability
state. Its emergence following perturbation onset is consistent with
fronto-centro-parietal theta enhancement previously reported in condi-
tions of transient and sustained compromised postural stability (Hüls-
dünker et al., 2015; Mierau et al., 2017; Slobounov et al., 2009).
Multifocal enhancement of the theta rhythm has also been reported
during loss of balance while walking on a balance beam (Sipp et al.,
2013), starting during the last gait cycle preceding loss of balance and
continuing until stable gait was achieved, providing further support for
the suggested functional significance of theta enhancement in moni-
toring the stability state. Interestingly, we observed stronger and
longer-lasting enhancement of the theta rhythm in PFC during
feet-in-place responses (Figs. 3 and 5). Previous studies suggest that the
PFC participates in the detection of errors and novel events (Wessel et al.,
2012), as well as a subsequent inhibition of motor responses (Wessel and
Aron, 2013). This suggest that the stronger theta rhythm during
feet-in-place responses may indicate an ongoing process of motor inhi-
bition to suppress an “automatic” reactive stepping response (which
would be the more natural response to high-intensity mechanical
perturbations).

A variety of novel and unexpected events are associated with modu-
lations of the midline frontal theta rhythm (Cavanagh and Frank, 2014),
resembling the modulations found in our study. In earlier studies (Adkin
et al., 2006; Dimitrov et al., 1996), it was quickly noticed that
perturbation-related potentials bared resemblance with the error-related
negativity that is present during performance errors in a variety of
reaction-time tasks (Gehring et al., 1993, 2018), and it was proposed that
the cortical perturbation-related responses represented an error in sta-
bility. Although direct comparison of ERPs, and the anatomical locali-
zation of their equivalent current dipoles, between balance perturbations
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and a flanker task suggested different cortical sources for the two con-
ditions (Marlin et al., 2014), it is worth revisiting the possible functional
meaning of the perturbation-related responses. In particular, the strong
SMA broadband power increase and the multifocal enhancement of the
theta rhythm should be considered as possible nodes of a
cortico-subcortical network that implements top-down response inhibi-
tion (Wessel and Aron, 2017).

Although our focus is on oscillatory dynamics, we performed an
additional ERP-based analysis to complement the existing literature.
First, we present further evidence of the likely cortical source of
perturbation-related potentials. The N1 potential is strongly represented
in the SMA, with additional small but consistent potentials in PFC and
bilateral M1/S1. Second, the perturbation-related potentials elicited in
both postural demand conditions were indistinguishable. Thus, the N1
potential could represent the processing of sensory input (which was
identical in both conditions) or the detection of a challenge to postural
stability (i.e., unexpected events). Yet a relation with other functions
(e.g., movement initiation) cannot be excluded (Varghese et al., 2017). In
the bilateral M1/S1, late perturbation-related potentials (~300ms) are
consistent with re-afferent potentials following voluntary and passive
movements (Kornhuber and Deecke, 1965). Further analyses with
respect to the different kinematics of these two response conditions are
necessary to better determine the functional meaning of early and late
perturbation-related potentials.

4.2.2. Lateralization of cortical activity during balance responses
Stronger beta suppression occurred in M1/S1 contralateral to the

support body side in stepping trials, coinciding with the period of
maximum vertical load (Fig. 7). In contrast, there was no apparent dif-
ference between bilateral M1/S1 beta ERD in feet-in-place trials. Despite
the clearly different movements involved in stepping and feet-in-place
responses, we only found subtle differences in the modulation of the
cortical beta rhythm. A relative power decrease of the sensorimotor
rhythms is typically associated with an active sensorimotor cortex,
related to increased sensory input or efferent motor commands (Neuper
and Pfurtscheller, 1992; Pfurtscheller, 2003). Moreover, suppression of
the central alpha and beta rhythms can be related to increased cortical
excitability (Laaksonen et al., 2012; Parkkonen et al., 2015) and
increased excitability of the corticospinal tract (Chen et al., 1998).
Noteworthy, our analyses were solely based on power modulations and
phase information was not analyzed in any way. Thus, the common
modulations of cortical sensorimotor alpha and beta rhythms in SMA,
PPC, and bilateral M1/S1 during both reactive balance control responses
may still contribute to the control of muscle activity via neural syn-
chronization, as corticomuscular connectivity can occur without associ-
ated power modulations (Bastos and Schoffelen, 2016). In line with a
recent study demonstrating unidirectional cortical drive to leg muscles
during gait (Artoni et al., 2017), future studies may focus on quantifying
directional corticomuscular connectivity to further determine the
cortical control of reactive balance responses (Mima and Hallett, 1999;
Yang et al., 2017).

Alternatively, we consider the possibility that the central nervous
system (brain, cerebellum, basal ganglia, brainstem, and spinal cord)
may control coordinated movements during quiet stance and gait by
specifying the co-activation of groups of muscles, known as muscle
synergies (Ivanenko et al., 2006) and their recruitment. In this view, the
subtle differences are perhaps not surprising in light of a previous study
reporting common recruitment of multiple standing-leg muscle synergies
for stepping and feet-in-place responses (Chvatal et al., 2011). Note-
worthy, only one muscle synergy was found to be specific for stepping.
We must emphasize that, although the results of Chvatal et al. (2011)
suggest a high degree of similarity between the neural control of the two
distinct responses, it is an open debate whether or not muscle synergies
have a corresponding neuroanatomical representation in the central
nervous system (Bizzi and Cheung, 2013; Flash and Bizzi, 2016). How-
ever, accumulating evidence suggests that the human cerebral cortex is at
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least partly involved in the flexible recruitment of muscle synergies
(Cheung et al., 2012; Godlove et al., 2016; Scano et al., 2017). Indeed, a
recent study on postural control (de Kam et al., 2018) reported that
feet-in-place responses to multidirectional balance perturbations were
consistently represented with three muscle synergies in healthy in-
dividuals, but the muscle synergies were less consistent in individuals
with chronic stroke, with one muscle synergy even being undetectable in
nearly half of the participants with stroke. Interestingly, the absent
muscle synergy involved muscles with typical long-latency responses,
which argues in favor of cortical involvement in the control of
long-latency postural responses. Based on these observations, we spec-
ulate that the lateralized beta suppression in stepping trials may reflect
direct cortical involvement in recruiting a stepping-specific muscle syn-
ergy for stabilization during single support, although processing of
asymmetric motor output or sensory input to/from the support leg cannot
be excluded as an alternative explanation.

5. Conclusions

Our study presents novel insights into the cortical dynamics of SMA,
PFC, and M1/S1 during the control of human balance. The SMA may be
involved in preparatory balance control, as evidenced by the differential
modulations of alpha and low-gamma rhythms, showing increased SMA
activation for reactive balance responses with higher postural demand.
We speculate that the increased SMA activation could be related to the
modulation of subcortical postural circuits. In addition, the SMA may
participates in the detection of a challenge to postural stability, as indi-
cated by broadband power increase of theta, alpha, and beta rhythms,
without apparent differentiation between the specific type of response.
The PFC may be involved in monitoring the state of postural stability or
inhibiting an automatic stepping response, as indicated by stronger and
longer lasting power increase of the theta rhythm for reactive balance
responses with higher postural demand (feet-in-place responses). The
bilateral M1/S1 may participate in postural stabilization, with subtle
differences in power modulation of the sensorimotor beta rhythm for
symmetric and asymmetric reactive balance responses. Noteworthy, our
conclusions are drawn from analyses on power modulations of EEG-
derived source-level cortical activity. Complementary analyses on
cortico-cortical and corticomuscular phase synchronization can provide
valuable information on the direct effect of cerebral cortex on balance
and posture. Understanding the cortical mechanisms of human balance
control is instrumental for the development of novel treatments to pre-
vent falls and related injuries due to aging or neurological conditions
(e.g., stroke and Parkinson's disease).
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