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Abstract
Commonsense knowledge based question answer-
ing is a recent topic that has seen a surge in inter-
est. Yet most models obtain general data, this pa-
per looks at obtaining query-specific similar con-
cepts using first and second-order proximity to-
gether with BERT-based retrieval. Using these
query-specific concepts new commonsense knowl-
edge can be obtained using a Game with a pur-
pose. Results show that this current implementa-
tion leaves room for improvement.

1 Introduction
How would you answer the question “Where do I put my cof-
fee mug after it’s dry?”? Depending on the person you might
get different answers but in general, you would get an answer
like cabinet or shelf. But this is not the answer to the ques-
tion. The question is how does a person answer a question?
For this specific question, you would be required to know
what a coffee mug is, that it becoming dry means that it has
been cleaned and after being cleaned it is usually put away
and stored somewhere. For a person these things are obvious,
but for a computer, this requires a lot of relations between
many different concepts to even have a grasp of answering
the question.

These relations are known as commonsense knowledge.
Commonsense knowledge roughly has two types of knowl-
edge, generative knowledge, and discriminative knowledge.
Generative knowledge is relations that are true an example of
generative knowledge would be “chair is a furniture”. Dis-
criminative knowledge is relations that can be used to differ-
entiate between things, e.g. “chair is not a mammal”.

Current ways of obtaining this type of knowledge are either
done using humans answering questions [1] or using machine
learning combined with human workers[2]. In general, these
works obtain data for a bunch of different and broad subjects.

But what if you want to obtain commonsense knowledge
with a specific query in mind?
In this paper, a method of obtaining different concepts related
to a query will be described. The intent of this is to generate a
selection of different topics/concepts to be used for obtaining
commonsense knowledge. Specifically using this selection
for the starting board in FindItOut[3] a game with a purpose
which is a “Guess Who” type of game. Where players have to
guess the opponent’s concept by asking each other questions
in order to learn the opponent’s concept.

Answer the research question “How to obtain common-
sense knowledge for a specific purpose?” is an easier task if
the question is split up into subquestions.

What are related concepts to the starting concept and do
they need to have direct relations to each other? How do
we evaluate the “relatedness” of these concepts to the query?
How does this method compare to the previously established
Greedy maximum coverage algorithm used in FindItOut?

In order to easily obtain a starting concept from a query
the CommonSenseQA[1] dataset will be used. Using this
starting point a set of related concepts can be obtained using

a commonsense knowledge database [4]. To evaluate the
quality of the obtained related concepts BERT[5] is used
for scoring. BERT is a state-of-the-art Natural Language
Processing model. Which is also the best at answering
the multiple-choice questions from the starting dataset
CommonsenseQA. And to answer the final sub-question
BERT is once again used for rating the selected concepts and
comparing them to the previously obtained game boards in
the FindItOut game.

The paper is structured as follows: In section 2 related
work, a summary of similar work will be described. In
the next section, section 3 Methodology the pipeline of
this method will be presented. Section 4 will show the
experiments and findings. Then a brief talk about responsible
research and ethics in section 5 and finally the conclusion
and future work in section 6.

2 Related work
In the past there have been a few Game With a Purpose
(GWAP) the goal of the game varies per game, but for this pa-
per in general the goal is to obtain commonsense knowledge
via a game. Some examples are the ESP game [6] and Phetch
[7]. A more recent example is FindItOut [3], it compares mul-
tiple concepts at the same time while playing a ”guess who”
type of game, players have to differentiate between differ-
ent concepts while trying to guess the other player’s concept.
This allows FindItOut to generate data about multiple con-
cepts at the same time.

There are some databases such as ConceptNet [4] which is
”a knowledge graph that connects words and phrases of nat-
ural language with labeled edges.” (p. 1). It can be used to
find topics and concepts related to the concept that is being
searched for. This can be used for Natural Language Process-
ing to understand the meaning behind words and concepts.
For this research, ConceptNet will be used to obtain similar
concepts to the query concept. Using first and seconder order
proximity.

In LINE [8] first-order and second-order relations are
defined. For this paper, these definitions will also be used.

”(First-order Proximity) The first-order proximity in a
network is the local pairwise proximity between two vertices.
For each pair of vertices linked by an edge (u, v), the weight
on that edge, wuv , indicates the first-order proximity between
u and v. If no edge is observed between u and v, their
first-order proximity is 0.”(p. 3)

”(Second-order Proximity) The second-order proxim-
ity between a pair of vertices (u, v) in a network is the
similarity between their neighborhood network structures.
Mathematically, let pu = (wu,1 , ..., wu, |V |) denote the
first-order proximity of u with all the other vertices, then the
second-order proximity between u and v is determined by
the similarity between pu and pv . If no vertex is linked from
to both u and v, the second-order proximity between u and v
is 0.” (p. 3)

The first and second-order proximity is used to obtain a set



of related concepts that might not be directly connected. Be-
cause the concepts share so many neighbors the concepts are
likely similar, which means they might be lacking connec-
tions and that is exactly why we would want to select these
concepts.

CommonsenseQA[1] is a dataset of multiple choice ques-
tions that is created using ConceptNet[4] and human workers.
The questions are made up of a question, question concept,
correct answer, and 4 incorrect answers. This dataset is used
to have a starting concept together with a question.

Once a set of related concepts has been obtained it has to be
evaluated on how well the concepts relate to the starting ques-
tion. To do this a rating is needed to rank the concepts. For
this BERT[5] can be used, BERT is a state-of-the-art Natural
Language Processing model as mentioned in the introduction.

3 Methodology
Starting with the query in this paper the commonsenseQA
questions are used so that there is a quick and easy way to
question the concept. So the actual starting point would be the
question concept. From here we start the process as shown in
figure 1.

Using ConceptNet a first and second-order relation can be
obtained by taking every concept looking at the neighbors
and then comparing it with every other concept and looking
for the similarities in the concept neighbors. If two concepts
share a lot of neighbors they have high first-order similarity.
Now there is a ranking of similar concepts.

From here a BERT[5] implementation is used in the form
of [9] it implements BERT but in an easier-to-use way. Using
the rankings from before a syntax can be set up where we
can create sentences in the form Concept1 relation Concept2
relation Concept3. Using this together with the query a score
can be obtained in the range of [-1, 1] higher meaning the
query and sentence are very related to each other.

4 Discussion about Experiments
In this section, a brief discussion will be held about the pro-
duced results. In table 1 a few examples of the generated
gameboard are shown. There are some asterisks to these gen-
erated examples. For example, the generation that was used
in the FindItOut game was dependent selecting a bunch of
questions and trying to search up different questions with
similar concepts. It searches up the question with the most
overlap in these concepts and puts them together. With this,
a bunch of questions is selected together to create a size of
16 concepts. Thus the game board does not generate specifi-
cally to that question but rather a bunch of questions together.
Whereas the solution shown in this paper generates depend-
ing on one specific query/question. Taking a look at these
generated boards one might conclude that the concepts that
are generated do not always seem very fitting to the question.
Perhaps if multiple key concepts were taken from the query
rather than just one key concept the output might have been
better.

In figure 2 a boxplot is shown showing how well BERT
rates the concepts that are generated using the maximum cov-
erage algorithm used in FindItOut and the one that is shown

in this paper. The y axis shows the BERT scoring. Over-
all FindItOut does better in its best-generated concept com-
pared to the solution in this paper. But this outcome was
expected as FindItOut uses the multiple-choice answers that
come with the CommonSenseQA dataset. And the average
of the FindItOut performing much lower also makes sense,
as these gameboards are generated with a bunch of questions
rather than just the specific question. So a lot of unrelated
concepts appear.

5 Responsible Research
In this section the ethical aspects of this research are dis-
cussed and the reproducibility of the methods is shown.
The code that has been created for this paper will be avail-
able on a github repository that is available on the TU Delft
repository site. Here links will also be made to the datasets
that are used in this paper. Every dataset’s paper has already
been referenced in this paper. But for the exact versions of
the datasets used in created code will be linked on github.
The overall reproducibility of results with comparing to the
FindItOut boards is not 100%, as the FindItOut generation
uses a lot of randomnesses. It has been reduced a lot from the
original code that can be found on github1. But it still is not
100% the same every time it is run.

6 Conclusions and Future Work
In this paper, a process of obtaining related commonsense
knowledge specific to a query has been shown.
A simple solution by using First and second-order proximity
is used in order to find unconnected neighbors. Afterward,
BERT scoring is used to create a selection of concepts.

Follow-up work could be done by either using higher-order
proximity, using natural language models in order to obtain
more query-related concepts.
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Query First and Second
order based concepts FindItOut Concepts

Glass is used to build
these so you can see outside.

door , paint, plate, rock,
tree, water, window,
wood

plate, vase, restaurant,
window, glass, cup,
floor, bathroom,
backpack, cabinet,
dishwasher, windowsill
, shelf, sink, books, table,

Where could you find a library
that people of any age can visit?

apartment, books, college,
dictionary, property,
school, shelf, warehouse

notebook, inside, hotel, notes,
bathroom, school, closet, house,
desk, library, meeting, person,
hospital, college, bedroom, palace,

Where does light come from? current, lamp, motion,
sun, sunshine

human, submarine, floor, ocean,
closet, workplace, house, desk,
universe, cupboard, attic, sun,
chair, hope, light, table,

Where would my son
place his paper plate?

bowl, clock, cut,
food, glass, paper,
spoon, table

plate, vase, restaurant, window,
glass, cup, floor, bathroom,
backpack, cabinet, dishwasher,
windowsill, shelf, sink, books, table,

Table 1: Board generation using First order and second order group-
ing versus the FindItOut gameboards

Figure 1: The pipeline of the methodology



Figure 2: A boxplot showing BERT scoring in the y axis with on the
x axis the best case and average case for this paper’s method and the
FindItOut method
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