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Abstract—Increased on-road testing and market availability of partially automated vehicles (AV) offers 
researchers and developers the opportunity to evaluate the AV’s performance. The occurrence of new 
types of accidents involving AV’s has sparked questions in regard to who is actually in control over and 
responsible for AV control. In this contribution, we suggest a potential discrepancy in AV control with the 
review of recently documented accidents involving AV’s. The identification of a gap in control is performed 
using a recently formulated moral philosophical framework of Meaningful Human Control (MHC). This 
shows a discrepancy between the attribution of responsibility and the ability of a human to fulfil the role 
assigned to them. While a gap in control is not evident from the viewpoint of operational control, it requires 
the more intricate concept of MHC to expose it. Recommendations are further made that AV developers and 
vehicle approval authorities should consider control from a MHC perspective to avoid future gaps in control 
with the resulting consequences.
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I. Introduction

O
n-road testing and increased automated functional-
ity in production road vehicles has increased steeply 
in recent years. It is estimated that many hundreds 
of million miles have now been driven in vehicles 

that have SAE level 2 capability or higher (both longitudi-
nal and lateral automation, but with the driver monitoring) 
[4], [5]. However, accidents involving automated vehicles 
(AV’s) have also been occurring and have attracted in-
creased media attention. It is not surprising that accidents 
occur. However the causes behind the accidents do give in-
sight into the performance of the current crop of AV’s on 
roads and there may be cause for concern. While respon-
sibility is quickly attributed by various parties, there may 
to be a deeper underlying problem in regard to AV-control. 
In this article, we aim to address the aspect of control over 
an automated vehicle and show that current driver-vehicle 
setups may contain a critical gap in their control chain.

Quotations of the number of accidents involving AV’s 
vary extensively depending on the source, but can be found 
to lie in the region of one accident per 42017 miles [4], while 
it remains inconclusive if AV’s are safer than conventional 
vehicles due to low and non-representative conditions [8]. 
The vast majority of the accidents are at very low speeds 
(<10 mph) with minimal to no structural damage, never 
mind human injury or death [4]. The first reported deaths 
involving an AV on public roads have also occurred. Three 
well publicized incidents have been the Tesla-trailer colli-
sion in May 2016 in Florida, the Uber Volvo collision with 
a pedestrian in March 2018 in Arizona and the Tesla col-
lision with a parked police car in May 2018 in California. 

[1], [3], [6], [7]. Characteristics of the first two incidents are 
given in Table I based on official reports. The official in-
vestigation report for the third accident is pending. For this 
reason, use is made of official police statements gathered 
by media. In each of these incidents, a similar explanation 
emerged: the vehicle was not able to fulfil a designated task 
and the driver did or could not react to mitigate the im-
pending incident. Without further analysis, we can already 
clearly state that a discord existed between the driver and 
the Automated Driving Control System (ADCS)1. The three 
accidents are analyzed later in the article and are used for 
a proxy of current AV systems in practice.

In all cases, we are considering low level automation 
here. For low level automated vehicles, SAE [9] describe 
SAE L1 AV’s as vehicles that have automated lateral or 
longitudinal control within their Operational Design Do-
main (ODD), and SAE L2 vehicles as those that have both. 
The dynamic Driving Task (DDT) is not performed by the 
ADCS, but by the driver, as the ADCS only performs part 
of the DDT [9]. Object and Event Detection and Response 
(OEDR), as defined by SAE, are the responsibility of the 
driver, even if the ADCS performs some of the tasks. Par-
tially automated SAE L3 AV’s perform the whole DDT, but 
only within their ODD. The driver performs a fall-back role 
and must be receptive to intervene in a timely fashion [9].

With increasing amounts of behavioral and psycho-
logical research focusing on the role of drivers in AV’s, 

1We define Automated Driving Control System (ADCS) as the com-
plete setup of an automated vehicles’ control algorithms, software 
and related sensory hardware and ability.

Incident
Tesla (T)-Tractor Trailer (TT)  
Collision-Florida May 2016 [1], [2]

Uber Volvo (UV)-Pedestrian (P) Collision-Arizona  
March 2018 [3]

Tesla (T)-Police Car (PC) Collision-
California May 2018 [6], [7]

Road type Rural highway Urban street, 2 lanes Urban street

Accident type Side on collision T on TT at 
uncontrolled interaction

UV collides side with crossing P T collides with road-side parked PC

Mortality/Injury Driver of T dies P dies T driver minor injuries

ADCS system 
in operation

Tesla autopilot mode (SAE L2) Uber ‘developmental self-driving system’ Tesla autopilot mode (SAE L2)

Stated role of 
driver

Continued and full attention of driver 
to monitor… and be prepared to take 
action to avoid crashes.

Attentive operator to intervene if system fails to perform 
appropriately during testing.

Continued and full attention of driver 
to monitor… and be prepared to take 
action to avoid crashes.

ADCS 
performance

T ‘Automatic Emergency Braking’ did 
not warn or perform braking action. 
System was found to be working as 
designed.

UV system detected P 6s before collision. System 
determined braking action required at 1.3s prior to collision, 
but did actuate. Emergency braking maneuvers were 
disabled. System was operating normally without faults.

Unknown

Driver state Unknown Distracted Unknown

Driver action No action detected Braking action less than 1s before collision Unknown

Probable cause 
of accident

T perception sensors did not detect TT Disabled emergency braking system and inattentive driver Possibly vehicle following unclear road 
marking (not confirmed!)

�Table I. Accident characteristics of three selected AV accidents.
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increasingly more evidence is appearing that suggests that 
drivers are not suitably fit to perform the tasks that are de-
manded of them in AV’s [10]-[12]. In general, this follows 
the line of reasoning that drivers whose tasks are reduced 
to only monitoring are subject to a reduction in situational 
awareness (SA) [13]-[16] as they experience a lack of task 
demand and intensity, which has been shown to lead to a 
short-term degradation in Task capability [16]-[18]. SA de-
scribes the processes of attention, perception, and decision 
making in regard to a person’s mental model of their cur-
rent situation [19], [20]. Reduced SA can lead to inattention 
and even distraction during their monitoring tasks [13], [21].

This is not purely by choice, but is inherent to the way 
human cognitive processes work. As a consequence, the 
quality of the performance of monitoring decreases [16], 
[22]-[25], which leads to longer reaction times and even 
incoherent reactions to stimuli [10], [26]. And if an ADCS 
makes a request for a driver to (immediately) retake op-
erational control of a vehicle, there is ample evidence that 
a driver shows a significant inability to do this in a timely 
and correct fashion in emergency situations [12], [26]-[29]. 
In regard to control, and therefore responsibility, often too 
much is expected from drivers to perform tasks that they 
cannot reasonably be expected to perform [10]-[12], [30].

Automated vehicle manufacturers have repeatedly 
stated that their current vehicles are not able to drive fully 
automated or autonomously [1], [31] and require drivers to 
remain vigilant and resume operational control if required. 
However, it is clear that current AV’s cannot be deemed to 
always be capable of performing driving tasks, as also dem-
onstrated from recent accidents. However, with questions 
regarding a driver’s ability to sufficiently fulfil their DDT 
while driving with low automation, and also regarding the 
suitability and clarity of the applied distribution of tasks 
and responsibility between DDT, OEDR and ‘Fall back’ in 
practice, we again arrive at our thesis that a gap in control 
exists in the current design and operation of AV’s. We aim 
to address the concept of control in the following section. 
Thereafter, we argue that the use of the concept of Mean-
ingful Human Control (MHC) is required to identify and 
bridge the gaps in control, and we discuss consequences 
thereof in the discussions and recommendations.

II. Automated Vehicle Control

A. Levels of Control
A classical description of skills and control was coined 
by Michon [32], which distinguished between strategical, 
tactical and operational levels of control. The strategical 
level defines the general planning of a trip, such as route 
choice, mode choice, etc., the tactical level involves driver 
maneuvers, while the operational level is the physical ac-
tion of movement at any one time. Although control can be 
discussed on all three levels, we are going to focus here on 

operational control, as this is the level at which actions are 
performed and that must be considered most critical, e.g. 
for safety and alike. If failures occur on an operational lev-
el, then incorrect vehicle movements are the consequence, 
which directly create unsafe situations and can lead to 
accidents. Operational control is performed over the Dy-
namic Driving Task (DDT) as defined by SAE [9] and aligns 
with their description of the DDT.

Under normal driving conditions in a conventional ve-
hicle without any form of automation, as well as strategic 
and tactical control, a driver should be in operational con-
trol at all times, i.e. they should actively perform all sorts of 
driving tasks. Consequentially, the driver can be considered 
to be responsible for the behavior of the vehicle as they are 
required to be in control. The other extreme is in fully auto-
mated vehicles, in which a human driver is not required at 
any time and the vehicle performs all DDT including moni-
toring of the environment (e.g. OEDR). In this case, which 
does not yet exist on roads or even in most field trials, the 
ADCS is in complete control. In both these cases, the vehicle 
is designed such that control is carried out as envisaged. In-
termediate levels of automation that a) perform some driv-
ing tasks (such as ACC) and leave the rest to a driver, or b) 
perform most or all tasks, but require a driver to monitor 
and if required intervene, remove some or all driving tasks 
from a driver, while still demand the driver to remain en-
gaged [9]. The driver is left with only an observatory control 
task, which, as stated, leads to a loss in task capability.

B. Meaningful Human Control
Recent developments in philosophy of technology have led 
to a new concept of control: Meaningful Human Control 
(MHC), which has been backed as a vital and necessary con-
cept for vehicle automation going forward [33], [34]. MHC en-
tails the extent to which humans can maintain control over 
an (automated) system, even when not actively performing 
driving tasks, for example by means of system design. This 
notion was defined by Santoni de Sio and Van den Hoven 
[34] in the context of the political debate on autonomous 
weapon systems, to depart from an idea of direct operational 
control of an agent over an intelligent system, towards con-
trol mechanisms that originate from human reasons to act. 
The application of the concept of MHC in vehicle automa-
tion is logical as humans must maintain generic control 
over such an ADCS that is there to aid mobility, but also has 
the potential to cause undesirable, unsafe or even danger-
ous situations [35]. The concept of MHC relies on two formal 
conditions called tracking and tracing. The tracking condi-
tion considers the responsiveness of a system to act accord-
ing to human reasons. This condition denotes any factor that 
can motivate and explain human behavior, such as inten-
tions and plans. For example, the intention of a driver might 
be to get home as soon as possible and therefore decide to 
ignore a stop sign (note, we are not evaluating intentions, 
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just recognizing them).We would hope than an automated 
system would not follow such an intention and stop at the 
sign. The tracing condition demands the possibility to iden-
tify one or more human agents (e.g. ADCS designers, drivers, 
etc.) in the system’s design and operation, who are able to: (i) 
appreciate the capabilities of the system and (ii) understand 
their own role as targets of potential moral consequences for 
the system’s behavior. This could be the driver, but does not 
have to be. MHC defines conditions for control that do not 
depend on whether a particular agent is performing specific 
tasks. Rather, those conditions regard certain capacities of 
the system as a whole. In such a way, it is clear that opera-
tional control by a qualified driver can lead to the system be-
ing under MHC, not just because a driver engages in driving 
tasks, but because the system satisfies the two fundamental 
conditions. The areas where control may be perceived to lie 
in theory are given in Table II. The extent to which this is re-
ally the case is tested in the following Section.

III. Gaps in Control Over Automated Vehicles

A. Analysis of Operational Control
As a proxy for partially automated vehicles in practice, let 
us again consider the three serious accidents that we ear-
lier referred to and are characterized in Table I. In each 
of the cases, the vehicle could be considered a low level 
automated vehicle that is capable of performing all driv-
ing tasks within the specified driving conditions on the 
applicable road, while requiring the driver to maintain 
vigilance and monitor the environment and be prepared 
to intervene if required by either the circumstances or on 
request by the vehicle. The vehicle manufacturers in each 
case are very clear on the ODD of their vehicles. The Tesla 
vehicles from the first and third “require the continual 
and full attention of the driver to monitor the traffic en-
vironment” [1], [2], as “many unforeseen circumstances 
can impair the operation … and as a result may not steer 
… appropriately. Always drive attentively and be prepared 
to take immediate action” [2]. The Uber Volvo, in accident 
two, requires “an attentive operator to intervene if the sys-
tem fails to perform appropriately” [3] and “is not designed 
to alert the driver that braking is needed.”

As far as can be determined, the drivers in each of the 
cases were behind the steering wheel, but did not react in 
time (or at all) to the impending danger. All three drivers 
were not in operational control as they were not physical-
ly performing actions that led or could lead to immediate 
influencing of their vehicles’ movement. There is a high 
probability that none of the pedals were in use prior to the 
accidents, the gearshift would not be in use, and even if the 
driver had their hands on the steering wheel, which we know 
wasn’t the case in at least two of the three cases, they would 
not be exerting any significant force on it. In all cases, the 
ADCS was in operational control of the vehicles’ movement, 

both in a longitudinal as well as lateral sense, which is by 
definition as the vehicles may be classified as SAE level 2 
vehicles [9] with automated longitudinal and lateral control.

B. Analysis of Meaningful Human Control
As the drivers were not in operational control, we cannot 
automatically state that their vehicles were under MHC by 
only considering the driver. We need to review the design 
and applicable ODD of the vehicle to determine if, under 
the circumstances that the vehicles found themselves in, 
one could determine that MHC was present. The system 
that is considered when analyzing MHC, is defined as the 
complete vehicle-driver system. We therefore now consid-
er the conditions for MHC:

a) Did the Driver-Vehicle System Act According to Some Human’s 
Reasons to Act? (Tracking Condition)
In all three cases, the vehicles did not perform (suitable) 
braking maneuvers before hitting another object (i.e. pedes-
trian with bike, and police car). From a moral, social and 
legal perspective, a vehicle should arguably perform an eva-
sive maneuver or an emergency braking maneuver if such 
an object is predicted to be hit. For the Tesla-trailer collision, 
an impaired sensor appeared to cause problems [1], while in 
the case of the Uber Volvo that hit the pedestrian, a false-
positive was reported [3] (i.e. the pedestrian was detected, 
but was categorized as an anomaly and ignored), and for the 
Tesla and the police car, it remains unclear what the main 
cause of inaction by the vehicle was, although there are in-
dications that it may have followed incorrect road markings 
[6], [7]. Whatever the purpose, the system did not adhere to 
these human reasons. Therefore, in all these cases, the sys-
tem cannot be deemed to have been under MHC.

b) Is There Some Qualified Human That Can Appreciate the 
Capabilities of the System and Recognize Themselves as  
Target of Potential Moral Consequences of the System’s  
Behavior? (Tracing Condition)
Starting with the drivers, it is unclear to what extent the 
drivers were sufficiently trained and knowledgeable of the 
system. The first part of the tracing condition should be read 

Level of 
Automation

Operational 
Control Monitoring

Agent With Potential 
MHC Over System*

None (SAE L0) Driver Driver Driver

Low (SAE L1-3) ADCS  
(+ driver)

Driver Driver & Designer 
of ADCS

High (SAE L4-5) ADCS ADCS Designer of ADCS

*note that this list is illustrative and as a consequence also restrictive, as in 
practice MHC also responds to other relevant reasons, including societal 
reasons as embedded in infrastructures, road signs, regulations etc.

�Table II. Agent in control of automated vehicle.
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in a broad sense. For an agent to be able to appreciate the 
capabilities of a system, it is required that they have a thor-
ough conceptual knowledge, a know-that, and to have the 
right capacities to fully and correctly utilize the system, in 
the sense of a know-how. It is reasonable to presume that the 
drivers trusted the system sufficiently for them to perform 
their monitoring tasks to the level of performance that they 
did. But then, the driver’s capacity to perform the monitor-
ing task was not sufficient as in each of the cases, no suitable 
evasive maneuvers were performed by the driver. We come 
back to the ability of human drivers to properly monitor an 
automated vehicle, as described in the introduction section. 
The strong evidence provided by the scientific community, 
and given in the introduction section, is that drivers cannot 
be expected to perform an engaged and active monitoring 
role with high situational awareness, therefore leading to 
high reaction times, even if this is demanded by the system 
or the systems designers and even by the law. Therefore, it 
is highly doubtful whether the drivers can properly appre-
ciate the system’s capabilities to react and appreciate their 
own ability to react as demanded by the ADCS (first part of 
the tracing condition). The second part of the tracing condi-
tion should be easier for the driver to appreciate; the moral 
consequence of failure to perform their role may mean the 
occurrence of a dangerous situation, for which they may be 
held responsible. This is something that the driver should be 
expected to appreciate, regardless of their ability to perform 
their role. However, as the first part of the tracing condition 
is not met, then the system can also not be deemed to be un-
der MHC by the driver, based on the tracing condition. Let us 
then consider other potential loci of controls. Presuming no 
other humans were in the vehicle or exerted direct opera-
tional control through communication, then those involved 
in the design and production of the ADCS are arguably the 
only ones left that could potentially satisfy the tracing con-
dition for MHC. While not knowing the exact algorithmic, 
technical, or any other design aspects of the vehicles, the 
vehicle manufacturers have clearly stated that their vehi-
cles are not able to drive under all circumstances and driv-
er monitoring is required for the other circumstances [2]. 
Therefore, it can be deduced that such agents do appreciate 
the capabilities and limitations of their automated driving 

system as a whole (including the human driver). However, 
they seem to not fully appreciate their own role as potential 
targets of moral blame and responsibility for possible acci-
dents. So far, many companies, although not all, have used 
their disclaimers to shield themselves against legal and 
moral repercussions. This would lead us to conclude that 
designers have a limited recognition of themselves as mor-
ally responsible for behavior of the system, as prescribed by 
the second part of the tracing condition. This approach by 
manufacturers is mainly applicable to the American style 
legislative systems and may differ for other systems. In 
many countries in Europe, for example, the Vienna Conven-
tion [36] forms a main basis for the legal context, while na-
tional vehicle approval authorities play an important legal 
role. These approval authorities may even also be consid-
ered as targets for the tracing condition, as they play a role 
in approving the ADCS within the vehicle design.

C. Gaps in Control
Based on the above analysis, we conclude that none of the 
systems exemplified by our cases could achieve meaning-
ful human control (see Table III). In Table III, operational 
control is transferred to the driver (shown by the arrows), 
but some doubt is present to the extent that the driver actu-
ally has suitable control (hence the question marks in the 
table). The systems might in some sense have satisfied the 
tracking condition for the driver, but were judged to not 
satisfy tracing and possibly insufficiently able to perform 
the requested tasks. The tracking and the tracing condi-
tions are very limitedly, if at all, satisfied by the design-
ers and manufacturers of the ADCS’s. As the underlying 
vehicle-driver system is common for partial and mixed au-
tomated vehicles (i.e. SAE level 1-3), this conclusion is also 
more generally valid for this level of AV. The gap in con-
trol occurs due to the vehicle being incapable of perform-
ing its tasks with its limited ODD and requiring the driver 
to intervene, while at the same time the driver does not 
have sufficient capacity to intervene. From an operational 
control perspective, there does not appear to be a gap in 
control at the moment of control transition: the vehicle can 
remain in control or can (partially) transfer control back 
to the driver regardless if the driver is ready or not. This 
shows that reasoning in terms of operational control, i.e. 
attribution of driving tasks, is far from sufficient to solve 
issues of “real” control and responsibility. That’s why we 
propose to reason in terms of MHC, a notion that does not 
only look at the distribution of driving tasks, but first and 
foremost at the capacities of human and non-human agents 
involved in the driving operation. From the perspective of 
MHC, none of the potential human agents involved in the 
driving tasks would satisfy the “tracing” condition for the 
system to be deemed under control, which in turn leads to 
a gap in control. And a gap in control for a road vehicle has 
every risk of resulting in a (potentially critical) accident.

Driver ADCS 
Control Exerted 
by…

Operational control NO "  YES (?) YES ADCS "  Driver (?)

Driver
ADCS 
Designers

Under MHC 
From…

MHC Tracking NO NO GAP!!!

Tracing NO NO

�Table III. Control gap in an emergency situation for a low level 
automated vehicle.
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IV. Discussion and Recommendations
Much of the identified ‘gaps in control’ relate either di-
rectly or indirectly to the condition that the driver must 
‘monitor’ and ‘react’ if required and the assumption that 
the driver is capable to do so. Responsibility is assigned to 
the driver through these conditions. However, responsi-
bility is attributed normatively and often depends on the 
moral, social and legal context. Responsibility is often de-
fined to follow control, but control cannot be attributed 
in the same way to responsibility. Stating that someone 
should be in control does not mean that they are or can 
be. MHC offers a concept that allows control to be attrib-
uted, checked and designed into a system in a more sensi-
tive and encompassing way, especially when intelligent 
devices are involved.

When considering the design of AV’s, it has already been 
suggested that drivers should never be disengaged from 
operational tasks in the first place, as mere monitoring 
will never suffice [11], [37]. Others have stated that levels of 
automation that require immediate response from drivers 
should never be allowed on roads and that these levels of 
automation should be skipped. The role and capability of 
drivers should be considered in AV design. Consideration 
of driver-vehicle control should be considered holistically 
and we argue from a MHC perspective that encompasses so 
much more than the attribution of unrealistic responsibil-
ity. And it should be noted that human drivers may not have 
prevented the accidents occurring either, even if they were 
in control. The occurrence of an accident does not have to 
indicate a loss of control, but can often be traced back to 
control gaps if they exist. For vehicle approval authorities, 
there is also a challenge to be able to judge the appropriate-
ness of ADCS design. The concept of MHC also allows them 
to dig deeper into the control of a vehicle and set ethically 
acceptable and safety-conscious regulations.

The concept of MHC is still in its infancy and is still be-
ing translated into wider relevant areas of application. Spe-
cific guidelines for its use and foundations remain under 
development, although are expected to become more read-
ily available in coming years. Nevertheless, MHC is already 
applicable in many situations regarding control, as has 
been shown here and in other places [34], [35], [38], [39].

V. Conclusions
In this contribution, we have demonstrated that a poten-
tial gap in vehicle-driver control exists in current partially 
automated vehicles that are applied in practice. This was 
shown by analyzing three recent and serious accidents in-
volving partially automated AV’s that serves as a proxy for 
many current on-road AV’s, in which the driver remains in 
the loop. This gap in control has become evident through 
accidents involving automated vehicles and exists in part 
due to an inability of drivers to perform tasks and given 
responsibility. Using the concept of Meaningful Human 

Control (MHC), we demonstrated that although opera-
tional control might exist, control through MHC does not 
always exist in emergency circumstances as various cir-
cumstances fall outside of the operational design domain 
of many partially automated vehicles, while control (c.q. 
MHC) cannot always be undertaken by a driver, even if the 
expectation of the vehicle manufacturer and the law de-
mand it. A recommendation is made to consider automated 
vehicle control from the perspective of MHC to aid a closed 
control system that is reasonable and humanly acceptable 
and achievable. This responsibility to consider vehicle con-
trol in such a way may lie with the vehicle developers and 
manufactures, and also with policymakers, including ve-
hicle approval authorities.
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