
 
 

Delft University of Technology

Target-oriented least-squares reverse-time migration with Marchenko redatuming and
double-focusing
Field data application
Shoja, Aydin ; van der Neut, Joost; Wapenaar, Kees

DOI
10.1190/geo2023-0374.1
Publication date
2024
Document Version
Final published version
Published in
Geophysics

Citation (APA)
Shoja, A., van der Neut, J., & Wapenaar, K. (2024). Target-oriented least-squares reverse-time migration
with Marchenko redatuming and double-focusing: Field data application. Geophysics, 89(3), S267-S274.
https://doi.org/10.1190/geo2023-0374.1

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1190/geo2023-0374.1
https://doi.org/10.1190/geo2023-0374.1


Green Open Access added to TU Delft Institutional Repository 

'You share, we take care!' - Taverne project  
 

https://www.openaccess.nl/en/you-share-we-take-care 

Otherwise as indicated in the copyright section: the publisher 
is the copyright holder of this work and the author uses the 
Dutch legislation to make this work public. 

 
 



Target-oriented least-squares reverse time migration with Marchenko
redatuming and double focusing: Field data application

Aydin Shoja1, Joost van der Neut2, and Kees Wapenaar1

ABSTRACT

Recently, the focus of reflection seismologists has shifted
to applications for which a high-resolution image of the sub-
surface is required. Least-squares reverse time migration
(LSRTM) is a common tool used to compute such images.
Even so, its high computational costs have led seismologists
to use target-oriented LSRTM for imaging only a small target
of interest within a larger subsurface block. Redatuming the
data to the upper boundary of the target of interest is one ap-
proach to target-oriented LSRTM, but many redatuming
methods cannot account for multiple scattering within the
overburden. We apply a target-oriented LSRTM algorithm
that integrates Marchenko redatuming and double focusing
to a field data set. This redatuming method accounts for
all orders of multiple scattering in the overburden, thus im-
proving the accuracy of target-oriented LSRTM. Moreover,
we determine the effectiveness of a double-focusing algo-
rithm in reducing the data size by decreasing spatial and tem-
poral dimensions of the model and the data. The algorithm’s
performance is evaluated using field data acquired in the
Norwegian Sea. The numerical results indicate that the
target-oriented LSRTM algorithm with Marchenko double-
focusing can reduce the internal multiple effects and increase
the resolution of the resulting image.

INTRODUCTION

Seismic imaging and inversion are a set of techniques used by
geophysicists to estimate parameters related to wave propagation,
such as reflectivity, velocity, and density, within the earth’s subsur-
face. A network of sources and receivers is positioned on the earth’s

surface to produce and record seismic waves, from which these
parameters are determined. Geophysicists typically assume a
subsurface model that consists of a background model (m0) for long
wavelengths and a perturbation model for short wavelengths (δm),
based on a weak-scattering assumption (Claerbout, 1985; Schuster,
2017). The primary objective of seismic imaging is to generate a
structural image of the short-wavelength perturbation model (δm).
Reverse time migration (RTM) is a popular method among differ-

ent imaging techniques because it can produce high-resolution im-
ages and better handle complex geologic structures (Baysal et al.,
1983; McMechan, 1983; Zhou et al., 2018; Zhang et al., 2019).
RTM creates images by crosscorrelating the forward-propagated
wavefield and its back-propagated counterpart based on the Born
approximation. However, improving the resolution and quality of
RTM images is possible by inverting the Lippmann-Schwinger in-
tegral under the Born approximation for the perturbation model
with a least-squares algorithm (Tang, 2009; Liu et al., 2016;
Dutta et al., 2017; Kaur et al., 2020; Huang, 2023). This inversion
process is known as least-squares RTM (LSRTM).
However, LSRTM is a computationally expensive algorithm (Tang,

2009; Dai et al., 2012; Herrmann and Li, 2012; Farshad and Chauris,
2021). To reduce the computational cost of LSRTM, one can restrict
the model’s dimensions by focusing on a small area inside the big
block of the subsurface model. To compute the image of this smaller
region, thewavefield on the upper boundary of this region is needed at
least. The process of computing the wavefield on the boundary of this
target from surface-recorded data is called redatuming (Valenciano
et al., 2006; Haffinger et al., 2013; Ravasi et al., 2016; Willemsen
et al., 2016; Yuan et al., 2017; Zhao and Sen, 2018; Guo and
Alkhalifah, 2020; Huang et al., 2020; Biondi et al., 2023). One promi-
nent redatuming technique is Marchenko redatuming (Wapenaar
et al., 2014, 2021; Diekmann and Vasconcelos, 2021).
Marchenko redatuming (Wapenaar et al., 2014, 2021; van der Neut

et al., 2015a, 2015b; Dukalski and de Vos, 2017; Wapenaar and
Staring, 2018) can create virtual receivers on the boundary of the
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target of interest while accounting for all orders of internal multiple
scattering effects and reflections. Because Marchenko redatuming
and Green’s functions retrieval are powerful tools, researchers use
them to address seismic imaging and inversion issues (Cui et al.,
2018, 2020; Zhang et al., 2019; Diekmann et al., 2023). Moreover,
it is possible to perform a double-sided redatuming using Marchenko
focusing functions. Double-sided redatuming creates virtual sources
in addition to virtual receivers at the boundary of the target. The proc-
ess of double-sided redatuming also is called double focusing
(Staring et al., 2018; Shoja et al., 2023). Marchenko double-focused
wavefields account for all orders of internal multiples generated in-
side the overburden, enabling us to create images with less impact
from internal multiples. Moreover, Marchenko double focusing com-
pacts the data’s time axis, reducing its size even more.
This paper combines the Marchenko double focusing and target-

oriented LSRTM algorithm to create high-resolution artifact-free
images of a marine data set from the Vøring region in the Norwe-
gian Sea. First, we review the theory of target-oriented LSRTM
with Marchenko double focusing, which is fully developed and
is validated with synthetic models by Shoja et al. (2023). Second,
we apply this algorithm to a marine data set, and finally, we discuss
the results and conclude the paper.

THEORY

Least-squares RTM

Dai et al. (2012) show that classical RTM can be derived from the
Born approximation of seismic reflection data. In the Born approxi-
mation, the incident wavefield (Pinc) can be estimated using the back-
ground Green’s function. The perturbation model is expressed as
δm ¼ ðð1=c2Þ − ð1=c20ÞÞ, where c represents the medium velocity
and c0 represents the background velocity. This equation links δm
to the scattered data in the frequency domain (Pscat) through a linear
relation (Born et al., 1999; Schuster, 2017; van den Berg, 2021):

Pscat
predðxr;xs;δm;ωÞ¼ω2

ρ0

Z
V
G0ðxr;x;ωÞδmðxÞPincðx;xs;ωÞ;dx:

(1)

The integral in equation 1 is computed throughout the model’s vol-
ume (V). Here, Pincðx; xs;ωÞ ¼ G0ðx; xs;ωÞWðωÞ. Moreover, ω is
the angular frequency, W is the source signature, G0 is the Green’s
function computed in the background model (c0), ρ0 is the back-
ground density, and Pscat

pred is the scattered predicted data. The sub-
scripts r and s indicate the receiver and source, respectively. This
equation can be expressed in an operator format as follows:

Pscat
predðxr; xs; δm;ωÞ ¼ Lδm; (2)

where L is the forward Born operator.
The standard method of RTM involves obtaining an approximate

perturbation model by taking the adjoint of L and applying it to the
observed scattered data:

δmmigðxÞ ¼ L†Pscat
obs : (3)

Because the adjoint of this kernel is merely an approximation of its
inverse, the resolution of the perturbation model obtained through
this process is limited.

To tackle the problem of limited resolution, scholars have adopted
a least-squares strategy in which the adjoint operator (L†) is substi-
tuted with a damped least-squares solution (Marquardt, 1963; Dai
et al., 2012; Dutta et al., 2017):

δmmig ¼ ½L†Lþ ϵ�−1L†Pscat
obs ; (4)

where L†L is the Hessian matrix and ϵ is a damping factor. Unfortu-
nately, calculating the Hessian matrix (L†L) and its inverse is com-
putationally infeasible. As an alternative, an iterative algorithm that
minimizes the L2 norm of the discrepancy between the observed and
predicted data often is used to update the perturbation model:

CðδmÞ ¼ 1

2
kPscat

predðδmÞ − Pscat
obsk22: (5)

One potential way to tackle this optimization problem is by using
a conjugate gradient algorithm (Nocedal and Wright, 2006). In
LSRTM, the background velocity model (c0ðxÞ) is not changed,
and only the perturbation model (δm) is updated, resulting in the
Green’s functions of equation 1 being calculated only once. To learn
more about LSRTM, please see Schuster (2017).

Marchenko redatuming and double focusing

Marchenko redatuming is an innovative data-driven technique
that can recover the Green’s function generated by a source at
the surface and recorded by a virtual receiver just above the target
area’s surface, including all orders of multiple-scattered events.
This method only requires the reflection response at the surface
and a smooth background velocity model of the overburden capable
of predicting the direct arrival from the surface to the redatum-
ing level.
The following coupled Marchenko-type representations are

solved iteratively to retrieve the Green’s functions at the redatuming
level (Wapenaar et al., 2014):

G−
Marðxv; xr;ωÞ ¼

Z
Dacq

Rðxr; xs;ωÞfþ1 ðxs; xv;ωÞdxs

− f−1 ðxr; xv;ωÞ (6)

and

Gþ
Marðxv; xr;ωÞ ¼ −

Z
Dacq

Rðxr; xs;ωÞf−1 ðxs; xv;ωÞ�dxs

þ fþ1 ðxr; xv;ωÞ�; (7)

where Dacq represents the acquisition surface where xs and xr are
situated, and G−

Mar and Gþ
Mar denote the upgoing and downgoing

components of the Marchenko redatumed Green’s function, respec-
tively (see Figure 1a and 1b). In addition, f−1 ðxs; xv;ωÞ and
fþ1 ðxs; xv;ωÞ denote the upgoing and downgoing parts of the focus-
ing function, respectively, with the subscript v denoting a virtual
point situated on the redatuming level denoted byDtar. Furthermore,
Rðxr; xs;ωÞ refers to the dipole response of the medium at the ac-
quisition surface, and it is related to the upgoing Green’s function at
the acquisition surface (G−) via the following relationship
(Wapenaar and Berkhout, 1989):
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Rðxr; xs;ωÞ ¼
∂3;sG−ðxr; xs;ωÞ

1
2
iωρðxsÞ

: (8)

The partial derivative in the downward direction taken at xs is
denoted by ∂3;s. This partial vertical derivative is computed in
the frequency-wavenumber domain by multiplying the wavefield
by ikz, where kz is the vertical wavenumber. Here, ρðxsÞ is the den-
sity at xs. It is important to remove horizontally propagating waves
and surface-related multiples before inserting Rðxr; xs;ωÞ into
equations 6 and 7. The detailed derivation of these integrals and
their solution for computing the focusing functions and Green’s
functions can be found in Wapenaar et al. (2014) and Thorbecke
et al. (2017).
The preceding equations correspond to single-sided redatuming.

To perform a double-sided redatuming, a convolution operation on
the upgoing and downgoing parts of the Marchenko redatumed
Green’s function is proposed by Staring et al. (2018). This operation
involves filtering the downgoing focusing function in a multidimen-
sional manner:

G−;þ
df ðxv;x 0

v;ωÞ¼
Z
Dacq

G−
Marðxv;xr;ωÞFþ

1 ðxr;x 0
v;ωÞdxr (9)

and

Gþ;þ
df ðxv;x 0

v;ωÞ¼
Z
Dacq

Gþ
Marðxv;xr;ωÞFþ

1 ðxr;x 0
v;ωÞdxr;

(10)

where

Fþ
1 ðxr; x 0

v;ωÞ ¼
∂3;rfþ1 ðxr; x 0

v;ωÞ
1
2
iωρðxrÞ

: (11)

Here, the vertical derivative is taken with respect to xr, which is
computed similar to ∂3;s, as discussed above equation 8. Equations 9
and 10 use superscripts to indicate the direction of propagation at
the receiver and source locations, respectively. The term df repre-
sents double focused. This process is referred to as “Marchenko
double focusing.”
The Marchenko double-focusing technique yields two Green’s

functions, namely a downgoing (Gþ;þ
df ) and an upgoing (G−;þ

df )
Green’s function (Figure 1c and 1d). The downgoing Green’s func-
tion consists of a band-limited delta function and interactions between
the target and the overburden. Here, G−;þ

df can be interpreted as the
continuation of propagation of Gþ;þ

df through the target and recording
the upgoing part of it at the redatuming level. This upgoing wavefield
includes interactions between the target and the overburden on the
source side. In contrast, the conventional double-focusing approach
involves using the inverse of the direct arrival of the transmission re-
sponse of the overburden instead of the downgoingMarchenko focus-
ing function. However, this approach cannot predict and remove the
multiples generated by the overburden. In subsequent sections, the
term double focusing is a general expression that refers to these ap-
proaches, and it is explicitly mentioned when a distinction between
the methods is necessary.

Target-oriented LSRTM by Marchenko double
focusing

The theory of the method is fully described by Shoja et al. (2023).
Here, we give a brief explanation of the theory. The following in-
tegral is the base for target-oriented LSRTM by Marchenko double
focusing:

P̂scat
predðx 0

vr;x 0
vs;δm;ωÞ¼ω2

ρ0

Z
V
Ĝ0ðx 0

vr;x;ωÞδmðxÞPinc
df ðx;x 0

vs;ωÞdx;
(12)

where V is the target volume, x is a point inside the target, and x 0
vs

and x 0
vr are the virtual source and virtual receiver locations on the

upper boundary of the target, respectively. Moreover,

Pinc
df ðx; x 0

vs;ωÞ ¼
Z
Dtar

∂3;vsG0ðx; xvs;ωÞ
1
2
iωρðxvsÞ

Gþ;þ
df ðxvs; x 0

vs;ωÞWðωÞdxvs
(13)

and

Ĝ0ðx 0
vr; x;ωÞ ¼

Z
Dtar

Γðx 0
vr; xvr;ωÞG0ðxvr; x;ωÞdxvr; (14)

where

Γðx 0
vr;xvr;ωÞ¼

Z
Dacq

Gþ
d ðx 0

vr;xs;ωÞ−1Gþ
d ðxvr;xs;ωÞdxs

(15)

is a point-spread function that acts as a band limitation filter on the
predicted data. In equation 15, Gþ

d is the first arrival of the Green’s
function between the target boundary and the surface. For a com-
plete derivation of the preceding equations and an analysis of the
effects of the point-spread function (Γðx 0

vr; xvr;ωÞ), we refer to
Shoja et al. (2023). Thus, the new cost function is

D

D

+ _
D

D

D

D

++
D

D

+_

a) b)

c) d)

Figure 1. The Green’s functions resulting from Marchenko reda-
tuming and double focusing: (a) downgoing part of Marchenko
Green’s function, (b) upgoing part of Marchenko Green’s function,
(c) downgoing Marchenko double-focused Green’s function, and
(d) upgoing Marchenko double-focused Green’s function.
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CðδmÞ ¼ 1

2
kP̂scat

predðδmÞ − P̂scat
obs k22; (16)

where

P̂scat
obs ¼ G−;þ

df ðx 0
vr; x 0

vs;ωÞWðωÞ: (17)

We solve equation 16 with a conjugate gradient algorithm.

FIELD DATA EXAMPLE

In a previous paper (Shoja et al., 2023), target-oriented LSRTM
with double focusing is tested on synthetic models. Here, we apply
this method to a field data set.

Field data explanation

This part of the paper shows the results of the Marchenko-based
target-oriented LSRTM on a field data set provided by Equinor,
which was acquired in the Norwegian Sea in 1994. The water bot-
tom depth is 1.5 km, which is sufficiently deep to separate the free-
surface multiple reflections from the primary and internal multiple
reflections. The field data set contains 399 shot gathers with 180
traces per gather, and the spatial sampling of sources and receivers
is 25 m. The field data set was processed using the method pro-
posed by Davydenko and Verschuur (2018), which involved mut-
ing the direct wave, estimating near-offset traces through the
parabolic Radon transform (Kabir and Verschuur, 1995), compen-
sating for 3D effects by multiplying with

ffiffi
t

p
, and deconvolving the

source wavelet. Source-receiver reciprocity also is applied to cre-
ate offsets in the positive direction to prepare the data set for the
estimation of primaries through sparse inversion method to re-
move free-surface multiples (van Groenestijn and Verschuur,
2009). After source-receiver reciprocity, each gather contains
371 receivers. Because it is not possible to recover the traces after
the last shot with source-receiver reciprocity, dummy traces are
added in this part of the data to have an equal number of traces
in each shot gather. Table 1 shows the acquisition parameters, and
Figure 2 shows the acquisition geometry of this data set. Adding
reciprocal traces also is in line with having regularly sampled data

for the Marchenko scheme. Van IJsseldijk and Wapenaar (2020)
study the possibility of using data with irregular sampling. We ap-
ply a time gain of 1.73e1.3t to the reflection response as recom-
mended by Brackenhoff et al. (2019) to compensate for the
absorption effect. However, with this scaling function, the Mar-
chenko redatuming procedure does not sufficiently reduce the
multiple reflections energy for imaging. An incorrect scaling func-
tion can result in more artifacts (van der Neut et al., 2015a). Thus,
we multiplied the reflection response already scaled with the
aforementioned scaling function, using a range of values to adjust
it for imaging. Then, we measured the L2 norm of the double-fo-
cused gather to find the value that produces the minimum energy
(van der Neut et al., 2015b; Brackenhoff, 2016). Figure 3 shows
the L2 norm of the double-focused gather against the values we
use. According to Figure 3, we choose value 10, which results in
an adjusted scaling factor of 17.3e1.3t for the original (nonscaled)
reflection response.
Figure 4 shows the surface reflection response after preprocess-

ing, with a source located at xs ¼ ð5000 m; 0 mÞ. We choose two
different targets inside the medium.

Table 1. Acquisition parameters for the data set.

Parameter Value

Number of source positions 399

Source spacing 25 m

First source position 5000 m

Final source position 14,950 m

Number of receiver positions per source 180

Receiver spacing 25 m

Minimum source-receiver offset 150 m

Maximum source-receiver offset 4625 m

Number of time samples 2001

Sampling rate 0.004 s

High-cut frequency 90 Hz

Figure 2. The acquisition geometry of the data set. Blue crosses
show the source locations, red crosses show the receiver locations,
and green crosses show the dummy traces added after source-
receiver reciprocity to have an equal number of receivers per shot.
The receivers on the left side of the sources are the real ones, and
the receivers on the right side are added by source-receiver reci-
procity.

Figure 3. The L2 norm of the gather shown in Figure 6a against
different scaling values.
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LSRTM with double focusing

Target of interest 1.—Figure 5 shows the smooth velocity model
provided by Equinor for migration. The red rectangle inside the
velocity model indicates the target area, and the virtual source
and receiver positions are at the upper boundary of this target area.
We assume a constant density model for this study.
We apply the double-focusing algorithm to the field data for this

target. For this, we define 241 virtual sources and 241 virtual receiv-
ers with a spacing of 12.5 m at a depth of 2500 m extending from
9000 m to 12,000 m over the upper boundary of the first target area.
The upgoing wavefield resulting from double focusing is used
as input for LSRTM and is called observed data in the following.
Figure 6 shows the observed and predicted data next to the
residuals of Marchenko double-focusing target-oriented LSRTM.
Moreover, Figure 7 shows the same but for a conventional
double-focusing approach. Conventional means using the inverse
of the direct arrival between the target and the surface as the reda-
tuming operator instead of the Marchenko focusing functions.
The nonphysical noise in the data is caused by imperfect surface
multiple elimination in this part of the data. The computational
advantage of target-oriented LSRTM with double-focused data is
twofold. First, this algorithm reduces the spatial dimension of
the problem, and second, it reduces the temporal dimension of

the problem as well. The original recording time of the data at
the surface is 8 s, whereas the temporal length of the double-focused
data is 0.5 s.
Figure 8 compares the LSRTM images of using Marchenko and

conventional double-focused data as input. Figure 8 shows some
improvements from using Marchenko double-focused wavefields
compared with conventional double-focused ones. A comparison

Figure 4. Reflection response with a source located at
xs ¼ ð5000 m; 0 mÞ. A Ricker wavelet with a dominant frequency
of 30 Hz is convolved with the data for better visualization.

Figure 5. The smooth velocity model provided by Equinor for mi-
gration. The red rectangle inside the velocity model indicates the
first target area. The virtual source and receiver positions are at
the upper boundary of this target area.

a) b) c)

Figure 6. Marchenko double-focused data with a virtual source lo-
cated at xvs ¼ ð10;500 m; 2500 mÞ and virtual receivers at the same
depth as virtual sources. (a) Observed data obtained by Marchenko
double focusing, (b) predicted data after 35 iterations of LSRTM,
and (c) residuals after 35 iterations of LSRTM.

a) b) c)

Figure 7. Conventional double-focused data with a virtual source
located at xvs ¼ ð10;500 m; 2500 mÞ. (a) Observed data obtained
by conventional double focusing, (b) predicted data after 35 itera-
tions of LSRTM, and (c) residuals after 35 iterations of LSRTM.

a)

b)

Figure 8. Comparison of images obtained with (a) Marchenko tar-
get-oriented LSRTM and (b) conventional target-oriented LSRTM.
Red lines in (a) delineate some trends that are not visible in (b), and
the red arrows and rectangles in (b) show some events that may be
internal multiple reflection artifacts that are suppressed in (a).
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of our results with the results of Ypma and Verschuur (2013)
and Davydenko and Verschuur (2018) confirms that the suppressed
events are likely internal multiple reflections.
Moreover, Figure 9 compares the RTM and LSRTM images of

Marchenko double-focused data as input. The LSRTM algorithm
improved the quality of the image.

Target of interest 2.—Here, we choose another target. This target
is located between depths of 2100 m and 2600 m and lateral exten-
sion from 7000 m to 10,000 m, as shown in Figure 10. Virtual
sources and receivers are located at the upper boundary of this target
area.
Figure 11 shows the observed and predicted data with corre-

sponding residuals of the Marchenko double-focusing approach.
Figure 12 shows the same for the conventional double-focusing
approach.
Moreover, Figure 13 shows the LSRTM images of the target-ori-

ented algorithm with Marchenko and conventional double focusing.
The red arrows, the red rectangle, and the red ellipse indicate the
internal multiple reflections that our method suppresses. Figure 14
shows the RTM and LSRTM images of the target-oriented algo-
rithm with Marchenko double focusing. The LSRTM algorithm in-
creases the quality and resolution of the image.

DISCUSSION

In the “Theory” section of this paper, we derive a target-oriented
LSRTM algorithm based on double focusing that can significantly
reduce the dimensions of the problem, which also reduces the
computational costs of the LSRTM algorithm. We also integrate
the Marchenko double-focusing algorithm with our target-oriented
LSRTM algorithm to reduce the artifacts caused by internal multiple
reflections.

To demonstrate the advantages of our proposed algorithm, we
applied it to a data set acquired by Equinor in the Norwegian Sea
in 1994. We chose two different target zones. Figures 5 and 10 show
our targets of interest embedded in the entire domain of the region.
This spatial dimension reduction is to validate the first advantage that
we mentioned previously. Figures 6a, 7a, 11a, and 12a show the
double-focused data with a recording duration of 0.5 s, whereas
the recording time of the original data is 8 s.
To move forward with our investigation, we showed the imaging

results with double focusing for these targets. Figure 8 compares the
conventional and Marchenko double-focusing target-oriented
LSRTM imaging results. The first panel (Figure 8a) shows the
LSRTM result of our proposed algorithm with Marchenko dou-
ble-focused data, and the second panel (Figure 8b) shows the
LSRTM results with conventional double-focused data. Comparing
these two panels reveals that using Marchenko double-focused
wavefields leads to better visualization of true events and fewer ar-
tifacts due to internal multiples, delineated by the lines and arrows
in those panels. Moreover, Figure 9 shows the resolution and quality
improvement of target-oriented LSRTM compared with target-ori-
ented RTM with Marchenko double focusing.
The same discussion holds for the second target. Figure 13 shows a

comparison between conventional and Marchenko double-focusing

a)

b)

Figure 9. Comparison of images obtained with (a) Marchenko
target-oriented RTM and (b) LSRTM of the first target.

Figure 10. The smooth velocity model provided by Equinor for mi-
gration. The red rectangle inside the velocity model indicates the
second target area, and the virtual source and receiver positions
are at the upper boundary.

a) b) c)

Figure 11. Marchenko double-focused data with a virtual source
located at xvs ¼ ð8500 m; 2100 mÞ and virtual receivers at the same
depth as virtual sources. (a) Observed data obtained by Marchenko
double focusing, (b) predicted data after 35 iterations of LSRTM,
and (c) residuals after 35 iterations of LSRTM.

a) b) c)

Figure 12. Conventional double-focused data with a virtual source
located at xvs ¼ ð8500 m; 2100 mÞ. (a) Observed data obtained by
conventional double focusing, (b) predicted data after 35 iterations
of LSRTM, and (c) residuals after 35 iterations of LSRTM.

S272 Shoja et al.

D
ow

nl
oa

de
d 

04
/2

2/
24

 to
 1

31
.1

80
.5

6.
22

2.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

S
E

G
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 T

er
m

s 
of

 U
se

 a
t h

ttp
://

lib
ra

ry
.s

eg
.o

rg
/p

ag
e/

po
lic

ie
s/

te
rm

s
D

O
I:1

0.
11

90
/g

eo
20

23
-0

37
4.

1



target-oriented LSRTM images for which the internal multiple
suppression is visible and indicated by arrows and an ellipse, and
Figure 14 shows the RTM and LSRTM images of Marchenko double
focusing. The quality and resolution of the image are increased
noticeably. We use the internal multiple elimination results of
Ypma and Verschuur (2013) and Davydenko and Verschuur (2018)
as benchmarks for our results.
In the target areas, the double-focused gathers experience multi-

ple flawed preprocessing stages that cannot be adequately explained
by the forward modeling or the Marchenko approach. The non-
physical artifacts within the data primarily arise from incomplete
surface multiple removal and the impact of 3D effects in 2D data
sets. These spurious elements in the data have led to a substantial
residual.

CONCLUSION

This paper discusses a target-oriented LSRTM algorithm based
on double focusing. The advantages of this algorithm are (1) reduc-
tion of the spatial dimensions of the problem by choosing a smaller
target of interest and (2) reduction of the temporal dimension of the
problem by creating virtual sources and receivers at the boundary of
the target, which leads to lower computational costs. One can opt
for sophisticated redatuming algorithms such as Marchenko reda-
tuming and double focusing to create virtual sources and receivers.
The advantage of using Marchenko double focusing compared to a
more conventional redatuming algorithm is the ability to predict the
internal multiple reflections inside the overburden and a reduction
of artifacts due to these multiple reflections.
The reason for choosing double focusing instead of multidimen-

sional deconvolution (MDD) is to avoid another inversion step in our

algorithm. MDD is an inversion process with its own uncertainties
and associated errors. In contrast, the double focusing is a multidi-
mensional convolution process with a stable output. As shown in
previous studies and this paper, the predicted data, which use the
double-focused downgoing wavefield at the boundary of the target,
can predict the interactions between the target and the overburden and
fit them to the double-focused observed data.
Present-day seismic imaging and inversion applications need

more accurate and higher-resolution images. Computing higher-res-
olution images demands significant amounts of computational
power and time. Thus, devising algorithms that can reduce this com-
putational burden is essential. Our proposed target-oriented algo-
rithm is not only able to greatly reduce the spatial and temporal
dimensions of the problem but also can reduce the artifacts due
to internal multiple reflections by integrating Marchenko double
focusing with the LSRTM algorithm. Consequently, our algorithm
enables us to create higher-resolution images with fewer artifacts at
a lower computational cost.
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