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Abstract—Radio frequency fingerprinting has been identified
as a method to increase integrity in aircraft surveillance while re-
taining its openness. One way to uniquely determine transmitting
devices is to distill the device its radio frequency (RF) fingerprint
by looking at the physical features of the message signal it
transmits. This physical layer fingerprint is the unique trace the
transmitter leaves in the signals. This research proposes a method
to RF fingerprint ADS-B and VDL2 messages to identify the
transmitting aircraft using a complex-valued convolutional neural
network model. Raw data from ADS-B and VDL2 messages are
collected over multiple days using low-cost RTLSDR hardware.
Results show that the model can identify ADS-B and VDL2
messages from up to 200 different aircraft based on the raw
IQ preamble and bit synchronization samples of both signal
protocols. Further analysis of the robustness of the model shows
that the model accuracy can be highly affected by changing
channel conditions during training and testing. This research
shows that testing the RF fingerprinting model’s robustness to
channel conditions is necessary since the models are prone to
mistakenly considering channel information as transponder RF
features.

Index Terms-Radio Frequency Fingerprinting, Deep Learning,
Complex valued convolutional neural network

1. INTRODUCTION

The air traffic management infrastructures in parts of the
world are currently reaching their limits of capacity due to
ever-increasing congestion. Besides this, the aviation industry
has to increase sustainability and reduce its environmental
impact dramatically in the coming decades. These are
some of the major challenges for aviation. To tackle this,
modernization programs are being implemented to increase
capacity and efficiency such as the FAA its NextGen program
and the EASA its SESAR. These projects will implement an
increase in digitization, automation, and connectivity in air
traffic management. Air traffic management will cross over
into the digital realm.

Under these modernization programs, some new aviation
surveillance and communication concepts have already
been implemented. For example Controller Pilot Data Link
Communications (CPDLC) represents a shift in terms of
air traffic control communications from voice-based radio
communication to digital communications and data links. For
surveillance, there will be a shift towards more Automatic
Dependent Surveillance (ADS) which means that aircraft
provide surveillance data using satellite data such as GPS
without the need for radar [1]. Technologies that enable

these concepts are ADS-B (1090ES), which is a surveillance
protocol that aims to increase safety by providing an extra
means of surveillance by transmitting position information
automatically between aircraft and ground stations [2], and
VDL2 is a communications protocol that is the physical layer
that enables CPDLC over VHF radio [3]. But this increase
in digitization means the industry faces numerous challenges
in cyber-security [4]. For example, the relatively new ADS-B
technology, which is one of the core technologies implemented
for both modernization programs, was developed as an open
protocol [2]. The same holds for CPDLC (VDL2) [3]. This
has many advantages, such as ease of implementation, low
cost and it provides the research community with invaluable
data [5].

The openness of these protocols must be preserved to
uphold the many advantages it gives, but it comes at the
cost of vulnerability to cyber-attacks. One of the reasons for
this is because the messages in both ADS-B and VDL2 are
identified or authenticated by an address that is transmitted in
the message. This is the unique 24-bit ICAO code sent out by
ADS-B transponders and VDL2 radios. These addresses are
used to uniquely identify the transmitting aircraft. However,
the problem is that these addresses can be spoofed such that
an attacker is able to impersonate a device. The possibility to
spoof wireless transmitting devices and impersonate aircraft
or inject messages has obvious implications for the integrity
of the wireless protocol. A way to uniquely identify a
transmitting device by the receiver is to identify the device
by its physical layer fingerprint [6]. This physical layer
fingerprint, also called RF fingerprint or RFF is the unique
trace the transmitter leaves in the signal it sends. Using this
RF fingerprint as an extra layer of identification can possibly
make both protocols more secure while retaining the openness
of the protocols.

Already, it has been shown that RF fingerprinting could
also be used to identify and distinguish between different
aircraft ADS-B signals, without relying on the ICAO 24-
bit address present in the message. Most of the methods
researched use some form of deep learning. VDL2 could
also, be eligible for RF fingerprinting to identify aircraft.
Because of this, the goal of this research is to investigate if
the VDL2 signals could be used to identify aircraft through



RF fingerprinting by using deep learning methods.

This research discusses the technical aspects and research on
the security for ADS-B and VDL2, the background of RF
fingerprinting, the research method used, and finally results.
The main contributions of this research are as follows:

e In this research raw IQ data from ADS-B and VDL2
messages are collected over multiple days using cheap
SDR hardware.

« This research proposes a complex CNN model which can
identify aircraft based on the preambles of raw IQ mes-
sage data for ADS-B and VDL2 messages for up to 200
different aircraft. The model avoids to use ID information
within the messages as features for classification.

o This research investigates the robustness of the models
to different population sizes, noise, transmitter hardware
similarity, message injections and channel effects.

o This research shows the importance of investigating
the channel effects when investigating RF fingerprinting
methods. Results show these can have a large effect on
the overall performance of classification by the model.

II. TECHNOLOGICAL BACKGROUND

This section will explain the technological basics of the
protocols used in this research: ADS-B and VDL2.

A. ADS-B

Compared to legacy radar surveillance methods such as
the primary (PSR) and secondary surveillance radar (SSR),
that determine the aircraft position using ground-based radar
stations, the ADS-B system obtains positioning information
from the (GNSS). This shift from independent ground-based
localization surveillance or to on-board localization or depen-
dant surveillance is intended to reduce the high costs of air
traffic surveillance. ADS-B is cheaper and less maintenance-
intensive compared to both primary and secondary radar
equipment. It also aims to increase situational awareness for
air traffic management and the safety of the entire air traffic
system [7] [2]. From the acronym a lot can be distilled about
the technical functionality of the ADS-B system:

o Automatic: The ADS-B system automatically sends its
data without the need for interrogation.

e Dependant: ADS-B surveillance data is collected by on-
board systems of an aircraft using for example GNSS.

e Surveillance: ADS-B provides air traffic surveillance
data. For example 3D-position, velocity, and identifica-
tion.

e Broadcast: The ADS-B protocol depends on broadcasting
its surveillance data, such that every receiver in range of
the signal can receive and analyze messages.

As of 2020 the ADS-B out capability is mandated to be
available on most commercial passenger aircraft in European
airspace [8].

The ADS-B out system periodically transmits the aircraft
position, velocity, altitude, and identifier. No pilot or air

traffic controller has to trigger the broadcast of information
or no interrogation is needed to transmit information. Aircraft
equipped with ADS-B out periodically and automatically
transmit messages to ATC and other aircraft equipped with
ADS-B in. Two different competing types of the ADS-B
protocol exist, the UAT and the 1090ES. The UAT protocol
utilizes the 978 MHz frequency, and because it requires fitting
new hardware and is only being used in some countries such
as the USA mostly by general aviation [9]. The (1090ES)
protocol utilizes the mode S transponder. The mode-S
transponder can transmit both 56-bit and 112-bit messages.

This research will only focus on 1090ES 112bit ADS-
B messages. The 1090ES Mode-S/ADS-B message comprises
of a preamble which is followed by a 112-bit message. This
message contains the ADS-B frame information shown in
table I, including the 24-bit ICAO address code used as an
aircraft identifier. The ADS-B packet is amplitude modulated
using PPM. This form of modulation represents a 1 bit using
a 0.5us pulse followed by a 0.5us pause, and the opposite is
true for a O bit. This signal is modulated on the 1090MHz
carrier wave for transmission [10]. The ADS-B message
frame is shown in table I:

TABLE 1
ADS-B MESSAGE DATA FRAME AS ADOPTED FROM [9]

Bit Number of Bits Abbreviation Information
1-5 5 DF Downlink Format
6-8 3 CA Transponder Capability
9-32 24 ICAO ICAO Aircraft Address
33-88 56 ME Message, extended squitter
(33-37) (5 (TC) (Type Code)
89-112 24 PI Parity/Interrogator ID

B. VDL2

VHF data link (VDL) is the protocol that can transmit
CPDLC and ACARS over VHF via the FANS-1/A systems.
4 versions of VDL have been developed. The first VDLI1
was a version that utilised analog radios which is considered
outdated and was thus never adopted. The second VDL2 is
the only adopted and implemented VDL. The third VDL3 was
a version that tried to implement a form of digitized voice
communications, but airlines did not adopt this technology
due to its complexity. Lastly, VDL4 was a contender to be
the physical layer for ADS-B but was not implemented in
favor of the Mode-S extended protocol which is discussed
above. [11].

VDL2 is the physical layer that enables Controller Pilot
Data Link Communications CPDLC over VHF. One of its
other uses is the ability to send Aircraft Communication
Addressing and Reporting System ACARS messages, which
is called ACARS over Aviation VHF Link Control AVLC,
AVLC is the aviation VHF link control that contains the
data of the VDL2 messages [11]. ACARS messages were
initially sent out over VHF analog radios, this is also referred



to as POA or plain old ACARS. As compared to POA the
VDL2 system provides better performance such as a higher
bit rate and is a more modern communications protocol [12].
Currently, the VDL2 datalink is the most used form of digital
communication in aviation [13]. VDL2 shares the same VHF
band as the VHF radio voice communication (118 [MHz] -
137 [MHz]). VDL2 uses a Differential 8-Phase Shift Keying
modulation scheme (D8PSK), which encodes the message in
the phase domain. The phase changes of the signal carrier
wave contain the data of the message.

Before a VDL2 message is transmitted the input bits
are mapped to a phase difference in the signal wave using
Gray code. Using Gray code has the advantage that if a bit
error occurs during for example the transmission, the error
will be smaller as compared to using normal binary code [14].
Each symbol transmitted consists of three bits mapped by a
phase difference. Because D8PSK does not use a reference
phase to achieve phase coherence in a message, message bits
are demodulated using the difference in phase with respect
from the previous symbol or signaling interval, hence the
name ’differential’. To do this 2 requirements have to be
fulfilled, the channel effects and the transmitter oscillator
have to be stable enough such that unknown phase changes
very slowly such that the phase is effectively constant from
one signal interval or symbol through the next. The second
requirement is that the phase of the current symbol interval
has to have a relationship with the previous interval [15].
The first requirement is fulfilled by using a proper transmitter
oscillator and the second is fulfilled by differential encoding
the phase using the current and previous phase of the signal
[14]:

Ok = Prp—1 + Aoy (H

After the signal has been differentially encoded, the modulated
signal x(t) can be obtained by separately modulating the
signal by its in-phase (I) and quadrature (Q) components
before adding these.

A VDL2 message consists of a training sequence and
the message data. Before a sequence of messages is sent the
training sequence ensures a synchronization of transmitter
and receiver. The training sequence consists of five parts:
the transmission ramp up, bit synchronization, symbol,
transmission length and header FEC showed in table II.
The transmitter ramp-up is there to setup the transmitter
power stabilization and receiver gain control [14], the
synchronization code is there for the receiver of the message
to find the synchronization point of the message and consists
of a fixed known sequence of bits [11]. The FEC or forward
error correction enables the receiver to detect bit errors in the
message data. The message data is sent using AVLC frames.
For purposes of brevity this is not discussed in detail, it is
however to be noted, that the message data always includes
the 24-bit ICAO address of the sender of the message.

TABLE II
VDL2 HEADER FRAME AS ADOPTED FROM [14]

Bit Number of Bits Number of Symbols Information

0-15 15 3 Transmitter Ramp up
15-63 48 16 Bit Synchronisation
63-66 3 1 Reserved Symbol
66-83 17 - Transmission Length
83-88 5 - Header FEC

88- 1992 - AVLC Frame + FEC

C. Security Measures

Both modern improvements in communications and
surveillance, CPDLC with VDL2, and ADS-B were designed
as open protocols which has many advantages in terms of
ease of implementation, data for research, or investigative
journalism. But this openness introduces some shortcomings
in terms of confidentiality, integrity and availability of the
service. This can lead to possibly dangerous situations in
air traffic management and has been a subject of previous
research, with many authors stressing the need for more
security in ADS-B [2], [16]-[18], as well as in ACARS
and CPDLC [3], [19]-[21]. Multiple security measures have
been proposed for ADS-B such as encryption algorithms,
spread spectrum technologies, or data verification techniques.
Currently, no security measures have been implemented nor
are there any plans to implement security measures in the
future. Each security solution has its positive and negative
sides but, not one security solution is suitable to provide
full security [2]. Furthermore, it is debatable whether the
openness of ADS-B should be compromised. The open nature
of ADS-B has many advantages and is an essential component
of ADS-B [22]. Besides this, adopting a system that does
not require a change in protocol is easier to implement.
This research proposes RF Fingerprinting to provide an extra
method of identification for ADS-B and VDL2 messages
without requiring a change in protocol and that retains the
openness of both systems.

III. RADIO FREQUENCY FINGERPRINTING

Traditionally, most wireless transmitting devices are iden-
tified or authenticated by an address that is transmitted by
this device. Examples of these are the unique 24-bit ICAO
code sent out by ADS-B transponders or the MAC-address
of a device connected to the internet. These addresses are
used to uniquely identify the transmitting device. The problem
is however that these addresses can be spoofed such that
an attacker can impersonate a device. A way to uniquely
identify and authorize a transmitting device by the receiver is
to identify the device by its physical layer fingerprint [6]. The
process of identifying a signal by retrieving the signal’s unique
physical layer features due to hardware imperfections is called
Radio Frequency Fingerprinting [24]. It has been shown that
due to randomness in the manufacturing process of wireless
devices, small imperfections arise that affect the features of
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the signals these devices transmit. These imperfections can
be exploited to uniquely identify the signal’s transmitter.
Moreover, the likelihood that two of the same transmitters
have the same fingerprint is very low [24]. This renders radio
frequency fingerprints usable to provide an extra identification
layer that provides more security and integrity in the wireless
protocol.

A. Principles of the Fingerprint

Because there is an inherent degree of variance and tol-
erances in the accuracy of manufacturing radio transmitter
components, no signal transmitter will be able to transmit the
theoretically perfect signal. Even if the transmitting device is
from the same manufacturer, it will still have some minute
differences [6]. These imperfections are the actual physical
constructs that enable RF fingerprinting, as can be seen
from figure 1. Before transmission, several digital and analog
components will have their effect on the eventual signal trans-
mitted, with each their corresponding small error on the signal.
Examples of the transmitter imperfections are the modulation
errors produced by the modulator, frequency offset, and phase
noise by the oscillator and non-linear distortion produced by
the amplifier. During transmission traces of these effects can
be found in the signal. This trace is called the RF fingerprint
because these errors are inherent to the device transmitter they
are very difficult to be reproduced and can thus be exploited
to identify specific devices [6].

The goal of physical layer identification using the RF
fingerprints is to extract the features of the origins of the
fingerprinting to create a RF fingerprint of devices. A library
of known devices their RF fingerprints should be created to
provide a list of which devices are able to transmit messages.
The receiving devices should use this library to classify if
the fingerprint of the received signal compares with that of a
known fingerprint. This will authenticate if a message is from
a known sender. To provide a usable layer of identification,
the radio frequency fingerprints and devices should fulfill the
following conditions [6]:

o Universality: Every device should have features which
are used for fingerprinting

Dlgltal filter Oscillator Amplifier

] “ "‘,_'.‘
‘ Mixer .
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Universal software radio transmission reprinted from [23]

o Uniqueness: Every device should have a unique finger-
print

o Permanence: The fingerprints should be time and envi-
ronment invariant.

o Collectability: The fingerprints should be obtainable with
existing equipment

o Robustness: The fingerprints should be evaluated and
robust to changes in device aspects such as tempera-
ture/voltage and external environmental aspects such as
effects of signal reflection or absorption

Many different features based on the protocol in signals can
be exploited and combined to provide a fingerprint.

B. RF Fingerprinting for Aerospace Signals

To provide more security and identification in wireless
protocols, RF fingerprinting for identification to improve
security has been a topic of interest for many researchers.
RF fingerprinting is possible for many different applications,
such as wifi, Bluetooth, and Zigbee devices: [34], [35] and
[36]. Since signals such as ADS-B and CPDLC VDL2 are
periodically transmitted by aircraft, aircraft identification
based on RF fingerprinting these signals is possible [32].

There has been a lot of research on specifically ADS-
B fingerprinting with a great diversity in the type of
fingerprinting and the features used to fingerprint. Most of
the published work on ADS-B fingerprinting used IQ data to
provide the features for fingerprinting with many employing
machine learning techniques such as a neural network to feed
1Q data directly in a neural network to provide a classification
of the aircraft transponder transmitting the ADS-B signal.

Table III provides an overview of some of the research
on RF fingerprinting for signals that are emitted from aircraft.
As can be seen, the number of different features and input
data can vary, but most use raw IQ data as input. This is
useful if different signal protocols are considered for RF
fingerprinting using the same classifier. Furthermore, use
is made of the phase pattern and the short-time Fourier
transform. The performance of the RF fingerprints can



TABLE III
RF FINGERPRINTING RESEARCH AND PERFORMANCE COMPARISON

Research  Signal Features or Input Data  Data set (Transmitters) Classifier Performance (Accuracy)
[25] ADS-B/WiFi Raw IQ 5000 CNN/ResNet50-1D up to 99%

[26] ADS-B/WiFi Raw IQ 100 Recurrent DCN 100%

[27] ADS-B Raw IQ/STFT 1000 Complex CNN up to 86% (100 devices)
[28] ADS-B Contour Stellar Images 5 AlexNet/GoogleNet >95%

[29] ADS-B Raw 1Q 100 Complex CNN 81.6% (focus on preamble)
[30] ADS-B/Wifi Raw IQ 10000 Dilated Causal CNN  up to 99%

[31] ADS-B Phase Pattern 2942 kNN - (intruder detection)

[32] ADS-B Phase Pattern 274 CNN 41.7%

[33] ACARS/ADS-B  Raw IQ 5157/3022 Inception Res CNN 98.1% / 96.3%

vary widely and depends highly on the size of the datasets
used. For example in [25], the performance for a dataset
containing 5000 different devices was approximately 77% for
the ResNet50-1D and 53% for the CNN (Baseline Model).
Whereas the performance for a dataset containing 50 devices,
was 86% and 92% for both models respectively. As can be
seen, by the table, most of the RF fingerprinting work focused
on the RF fingerprinting of ADS-B signals and not from
signals other aircraft emit such as VDL2. A single example
was found for ACARS (POA) messages that have been a
topic of research by [28]. In the research a large ACARS
(POA) data set (900,000 samples from 3143 aircraft) was
used. The fingerprints were extracted from the raw signal
samples using an inception residual neural network. It was
furthermore shown that the network could also work for
ADS-B type signals.

Most previous works on radio frequency fingerprinting
of aerospace signals make no mention if training and testing
data were collected over different periods to investigate
channel effects. As can be seen in section VII, this can have
a large influence on performance. Furthermore, some authors
do not mention if ID data is used as an input for the model,
this can have a very large effect on the performance since
deep learning models tend to cheat by using this data to
classify messages. To the best of knowledge, no research has
been found on the RF fingerprinting of VDL2 or (ACARS
over AVLC) signals. There is thus an apparent research gap
in the RF fingerprinting of the VDL2 type of messages. The
main contributions of this research are to investigate if RF
fingerprinting is possible for VDL2 signals as well as ADS-B
signals using a deep learning method and to test what the
effect of the channel is on an RF fingerprinting model for
aircraft identification.

IV. METHODOLOGY

The method for RF fingerprinting first consists of the
creation of a model which can extract fingerprints based on
message data collected. This can be seen in figure 2. The
workflow consists, of the collection of messages of the RF
signal of interest. In this research, those signals are ADS-B
and VDL2. This data is collected and pre-processed such that it
can be used in an RF fingerprinting deep learning model. The
training of the model is done using a predefined set of training

data consisting of pre-processed and labeled sets of real ADS-
B and VDL2 messages from aircraft. These messages are
defined as the training set. The trained model will learn to
distinguish between messages from the different aircraft and
assign messages to an aircraft.

.
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Fig. 2. Training the RF fingerprinting model.

After the model has been trained to generalize well on ADS-
B and/or VDL2 messages from the aircraft in the training
set. It can be employed to identify aircraft based on the RF
fingerprints of these messages. This is done by collecting the
message and pre-processing the message data before feeding it
through the deep learning model. The deep learning model will
classify from which aircraft the message is most likely to be
sent, thus providing identification based on the RF fingerprint.
This process can be seen in figure 3.
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Fig. 3. REF fingerprinting for identification.

A. RF Feature Extraction Method

To develop a model that can classify aircraft based on RF
fingerprints, correct features have to be extracted which fulfill
the condition requirements that are explained in section III-A.
Most previous work on RF fingerprinting for ADS-B data
made use of raw 1Q values or signal processing methods such
as the short-time Fourier transform (STFT) as inputs for a
deep learning model. This research will use raw IQ data as an
input to extract the RF fingerprints.



1) IQ Data: Suppose we have a bandpass signal xpy(t),
which is the RF signal, in our case, the signal containing the
ADS-B or VDL2 messages. The collected signal is separated
before being multiplied in the time domain by: in the in-
phase (I) channel: cos(2m f.t) and in the quadrature channel
(Q): sin(2wf.t). Both sinusoids have a center frequency
which is equal to the center frequency f. of the RF signal
being sampled. For ADS-B center frequency is 1090Mhz and
for VDL2 the center frequency is somewhere between 118-
137Mhz. In the frequency domain, this centers the frequency
components of the signal of interest around zero, after which
a low pass filter can extract the signal of interest. This gives
the complex continuous I(t) and Q(t) values which have to
be converted to a digital sequence using a sufficient sample
rate fs. For ADS-B the signals have to be sampled at a rate
> 2MSPS because of the pulse cycle of ADS-B at 0.5us
[9]. This yields the discrete IQ samples of the signal z(n):

z(n) = I(n) + jQ(n) 2)

from which a lot of information regarding phase ¢(n), fre-
quency f(n) and magnitude or amplitude a(n) of the sampled
signal can be distilled. [37]:

12(n) + Q*(n) 3)
d(n) = tan™! <CI2((:))> “)

1 ¢(n) —¢(n—1)
fm) = 5 2= )
Besides the signal features described above, the raw IQ data
can contain lots of latent features of the origins of the
fingerprint described in section III-A. The deep learning model
has to extract these features hidden within the IQ data.

a(n) =

B. Model Selection

As can be seen in table III there is a high number of
possible classification models that can be used to perform
RF fingerprinting even for the same signal protocol. Deep
learning provides a high number of advantages over traditional
classification methods. Such as automatic feature extraction
[38]. Deep learning methods generally perform well in au-
tomatically extracting features from data as compared to
traditional classification methods. In RF fingerprinting prob-
lems, features are to be extracted from the message signals
collected. These collected signal are subject to a high number
of distortions coming from different sources. Examples are
channel impairments, such as multi-path effects, noise, and
interference [38]. Because of this, the choice is often made to
develop a deep learning model for RF fingerprinting. CNN’s
have proven to be very effective in the fields of computer
vision, natural language processing and as of recently the field
of RF fingerprinting, therefore this research utilizes a CNN
to extract the RF fingerprints. Furthermore, because the input
data consists of the complex IQ values, the choice is made to
develop a complex neural network. This has been shown to
improve classification performance over real-valued networks

in RF fingerprinting for ADS-B and WIFI messages in [29] as
well as in [27]. The model is implemented using Tensorflow
[39] and the complex-valued neural network package CVNN
by [40].

C. Model Architecture

The model architecture consists of the input layer, the
feature extraction layers, the classification layers, and can be
seen in figure 4.

1) Input Layer: The input to the neural network is the
complex IQ data. Most neural network architectures can
only handle real-valued inputs. Complex data first had to be
converted to real values. Recent developments have made the
implementation of complex-valued neural networks possible.
This research implements a complex-valued convolutional
neural network that directly utilises the complex IQ data as
an input. The difference between a real-valued network and a
complex valued network is that the complex input data is not
split into two real valued vectors, but rather fed in through
the network directly. This requires the network layers and
activation functions to handle complex values.

2) Feature Extraction layers: The feature extraction layers
consist of two complex 1D convolutional layers coupled with
a complex average pooling layer. The complex convolutional
layers perform complex convolutions according to the equation
[41]:

LxK,={Ur+xKr—1;xK;)+j(Ip*K;+1;%Kg) (6)

Where I, is the complex input vector with Re(l) = I and
Im(I) = I; and K, the convolution kernel containing the
weights. The output is afterward activated using the complex
cartesian ReLu defined as [40]:

CReLu(z) = max(Re(z),0) 4+ j max(Im(z),0) (7)

From which the output is again a complex vector. Two
convolutional layers with kernel sizes k1, k2 number of filters:
f1, f2 are connected with a complex average pooling layer
with a pool size of pl. The feature extraction blocks are
connected N0k times.

3) Classification Layers: After the feature extraction lay-
ers, the data is fed in the classification layers consisting of a
flatten layer, which flattens the feature maps and passes these
through to a complex dense layer with a number of neurons:
(nl). The number of hidden layers are defined as (npigden)-
The output layer is first converted to a real number by taking
the absolute values, before feeding through to the last layer
which has the amount of classes as the number of neurons
activated by a softmax activation function, which outputs a
probability distribution of an input message belonging to a
certain aircraft. See figure 4 for the entire model.

4) Model Performance, Training & Validation: The model
will have to be trained to approximate the function f which
is able to determine the correct y;qpe; using the input Xiq.

Yiabel = f(X1Q) (8)



Complex input Feature Extraction

A

Classification
.

r

L
f—""

Complex Conv layer 2:

Complex Conv layer 1: Kernel size: k2

Kernel size: k1

—> > >

Complex avg pool layer

Output Layer:

poolsize: p1 Number of classes

flatten+Complex (Softmax)

dense layers
neurons: n1

. ) Filters: f2
Filters: f1 (ReLu)
(ReLu)
~—
Nstacks

Njayers

Fig. 4. RF Fingerprinting complex neural network model.

The model weights will be trained using the sgd optimizer
algorithm using categorical cross-entropy as the loss func-
tion. the training data set consists of the data set: D =
{(X1Q,i; Yiabel,;)} Where x1q; represents the IQ data of a
message ¢ and the y;44¢1, represents the ICAO 24-bit address
which is the label of the message i. The model performance
will be evaluated using classification accuracy as the metric.
The classification accuracy is the percentage of correctly
classified xjq; to the correct label.

5) Model Parameters: The model parameters are tuned and
adjusted for optimal performance. For this, a small subset of
data was extracted from dataset 1 for both signal protocols
containing messages from 50 separate aircraft. The data is split
into a separate training, validation, and test set (80/10/10). The
model parameters were tuned and selected using the training
and validation set. No testing data was used to select the
model. The model parameters are shown in table: IV

TABLE IV
MODEL PARAMETERS FOR THE DIFFERENT MESSAGE PROTOCOLS
Parameter: VDL2 ADS-B
input size 512 32
k1 11 7
k2 9 5
f1 32 32
f2 32 32
Nstacks 1 1
pl 2 2
nl 256 256
Niayers 1 1

D. Data Pre-Processing

Before the 1Q data can be used as an input for the deep
learning model described above, the data is to be pre-processed
to be of fixed size. Furthermore, input data has to be sliced
in such a way that the RF fingerprinting Complex-CNN
model is unable to use ICAO ID information as features for
classification. If ID information was present within the data,
the model can learn to cheat using this ID information, which

defeats the purpose of RF fingerprinting. If ID information
was present within the input data, both for VDL2 and ADS-B
the performance resulted in a near impossible testing accuracy
greater than 99%. Furthermore, min-max scaling is used
between messages to improve model performance and discards
the message amplitude which can be an effect of the channel
or aircraft location with respect to the receiver.

1) ADS-B: For each ADS-B message, 242 1Q samples
were collected. The sample number and how it relates to
the message bits or contents is shown in figure 5. As can
be seen, the ID information is mainly within samples 32-80.
Furthermore, flight information is also within the message part,
this could also hold ID information such as flight number [9].
Because of this, bits 0—32 are chosen as input for the complex-
CNN. These samples are responsible for the preamble of the
ADS-B messages. These are exactly the same for all ADS-B
messages, thus data from the message content can not be used
as a possible feature to classify an aircraft. The input size for
the ADS-B model is 32 samples.

Pream -CA ICAO Msg PI
Bits: 8 bits 5 bits 3 bits 24 bits 56 bits 24 bits 120 bits
Samples: 0-16 16-26 26-3232-80 80-192 192-240 240 +(2)

Fig. 5. ADS-B message sample selection

2) VDL2: For each VDL2 message, more than 5000 IQ
samples were collected. The sample number and how it relates
to the message bits or contents is shown in figure 6. The ID
information is within the samples starting at bit 2400. Because
the bit sync is a sequence of symbols that is the same for all
VDL2 messages (samples 0-1600), this part is used as an input
for our complex-CNN. Again, data from the message content
can not be used as a possible feature to classify an aircraft.
Because an input size of 1600 is rather large, the samples are
split and sliced in two parts of 512 samples. The input size
for VDL2 is 512 samples.



RU Bit Sync Res Len FEC

12 bits 48 bits 3 bits 17 bits Sbits
0-1600 1600-1'+1700-2200 +2200-2400 >2400
«—>

Bits:
Samples:

Fig. 6. VDL2 message sample selection

V. DATASETS

With the model parameters tuned, data is collected to test the
performance in terms of accuracy and robustness of the model
in collecting RF fingerprints. ADS-B and VDL2 message
data is collected using a software-defined radio. This research
makes use of the relatively cheap RTLSDR (RTL2832U).
This SDR can collect samples at sample rates up to 3.2
MSPS, with some decrease in stability after 2 MSPS. This
maximum sampling rate is sufficient to collect the data but
can be a possible bottleneck, if used for RF fingerprinting.
Certain works on radio frequency fingerprinting used very high
sampling rates (> 100 MSPS) which are not achievable by the
RTLSDR.

A. ADS-B Data set

The ADS-B 1Q data collected was done using the RTL-
SDR (RTL2832U) at the TU Delft faculty of aerospace
engineering in Delft, the Netherlands. ADS-B data collection
was done over a 24h period from 10/01/2022 till 11/01/2022.
This data will be referred to as dataset 1 - ADS-B (D1-ADSB).

To compare data over different days another set of data
was collected from 24/02/2022 till 28/02/2022. This dataset
will be referred to as dataset 2-ADS-B (D2-ADS-B).

The RTLSDR was set at a center frequency fs of 1090Mhz
and a sampling rate of 2MSPS. Each message was decoded
using the pyModeS library. From each message the following
data was retrieved:

e 24-bit ICAO code

o Date & time message received

o 242 1Q samples
In total there are about 6mln ADS-B messages collected from
different aircraft. To utilise the message data in a deep learning
model, the model has to be trained using enough messages per
aircraft to learn to extract the fingerprints. Because of this, only
aircraft which transmitted more than 500 messages during the
collection periods were selected from the data.

B. VDL2 Data

The VDL2 IQ data was again collected at the TU Delft
faculty of aerospace engineering in Delft, the Netherlands.
Like ADS-B, the VDL2 data was collected on a 24h period
from 10-01-2022 till 11-01-2022. This data will be referred
to as dataset 1 - VDL2 (D1-VDL2).

And to compare data over different days another set of
data was collected from 24-02-2022 till 28-02-2022. This
dataset will be referred to as dataset 2-VDL2 (D2-VDL2)

Max N=65 : 131071 bits 1he RTLSDR was set at a center frequency f of 136.775MHz

and a sampling rate of 1.05MSPS. Each message was decoded
using the pyVDL2 library. From each message the following
data was retrieved:

e 24-bit ICAO code

o Date & time message received

o 1Q samples (> 5000 samples per message)
o Message type (ACARS/X.25 etc.)

« Type of source (ground station or aircraft)

In total there are about 400k messages collected from different
aircraft. To utilise the message data in a deep learning model,
the model has to be trained using enough messages per aircraft
to learn to extract the fingerprints. Because of this, only
aircraft which transmitted more than 200 messages during the
collection periods were selected from the data.

VI. EXPERIMENTS

With the model parameters tuned and data collected. A num-
ber of experiments are defined to investigate the performance
and robustness of the model in extracting the RF fingerprints.
All experiments will be evaluated using model accuracy in
terms of correctly classified messages to the test set. For all
data used in the experiments the data is randomly split into a
training and testing set at a ratio of (90/10).

A. Experiment 1: The Effect of the Population Size

The goal of this experiment is to test if amount of different
aircraft the model can classify, has an effect on the accuracy of
the model in identifying messages. To test how many aircraft
the model can distinguish. The model is trained and tested
on subsets of messages from a different amount of distinct
aircraft. For this a random selection is made from message
data collected from 10/01/2022-11/01/2022 or dataset D1. For
each experiment a subset of message data containing different
amounts of aircraft is used to train and test the model. For each
subset the model is trained using 180/450 training messages
per aircraft, and tested using 20/50 testing messages per
aircraft for VDL2/ADS-B respectively. The model is trained
and tested using subsets of message data for 4 different
amounts of aircraft:

o 1.A: 25 aircraft

o 1.B: 50 aircraft

e 1.C: 100 aircraft

o 1.D: 200 aircraft
This is an inquiry into the universality and uniqueness require-
ment of RF fingerprints. The results from this experiment will
be used as a baseline to compare results for the following
experiments.

B. Experiment 2: The Effect of Noise

The models robustness to noise is evaluated by adding white
Gaussian noise to the raw message data. The goal of this
experiment is to test the effects of noise on the model accuracy
in extracting RF fingerprints. It should be noted that noise is
already present currently in the input data since the input are



real collected messages. The effects of noise are measured at
a signal to noise ratio (SNR) of 10dB. For this experiment the
same subset of messages from 50 aircraft used in experiment
1B is used. The subset is contaminated with noise and used to
train and test the model. Results are compared with the subset
which is not contaminated with noise (experiment 1.B).

o 2.A: Messages without added noise (Experiment 1.B)

o 2.B: Messages with added noise at an SNR of 10dB.
The noise is added by adding artificial white Gaussian noise
(AWGN) to the I and Q parts of the data at an SNR of 10dB.

C. Experiment 3: The Effect of Hardware Similarity

In the aviation industry use is made of a large number of
different hardware devices to transmit either ADS-B or VDL2
messages. There could be the possibility that the model does
not extract RF fingerprints from a specific unique device,
but rather from a certain type of device. Because of this,
the effects of hardware similarities are investigated. Here the
assumption is made, that operator fleets of the same aircraft,
operate similar hardware. The RF fingerprinting model should
be able to distinguish between different devices of the same
type of hardware. For this, the collected message data from
10/01/2022 is merged with data from the Opensky database
[7]. This database contains aircraft data such as: registration,
type and operator as well as the ICAO 24-bit address. From
this data a subset was selected containing messages from 25
different 737-8K2 WLs from the same operator. The model
was trained and tested using this subset. Results are compared
with experiment 1A, where the model is trained and tested on
a subset of message data from different types of aircraft and
operator. Again 180/450 (VDL2/ADS-B) training messages
per aircraft were used. And the model was tested using 20/50
(VDL2/ADS-B) messages per aircraft.

e 3.A: Training and testing messages from 25 aircraft of

a different type and operator (Results from experiment
1.A).

e 3.B: Training and testing messages from 25 aircraft of

the same type and from the same operator.

D. Experiment 4: Message Rejections

The model is trained to distinguish messages from a small
subset of aircraft (max 200 in experiment 1.D), but it could
very possibly be that messages encountered in the real world
are from aircraft which are not within this smaller subset, or
could be from possible malicious message injections such as
ghost aircraft injections by ground stations. The model should
be able to reject these messages if it is used as a possible
means of security. To do this the model is slightly adjusted to
include an extra class which is the reject class. The training
set will contain 180/450 (VDL2/ADS-B) messages per aircraft
from 50 different legitimate aircraft, and 180/450 messages per
aircraft from 25 unknown aircraft, which will be labeled as the
reject class. Using this the model will learn to reject messages
from aircraft. The model will afterward be injected with 20/50
messages per aircraft from 25 unknown aircraft which were
not in the training set. If these messages are rejected, the model

will be able to reject messages from previously unidentified
aircraft or possibly malicious message injections from ground
stations. The data set used in this experiment is (D1). This
experiment is compared with the results from experiment 1.B
where the model is not trained to reject messages.

o 4.A: Model not trained to reject messages (Results from
experiment 1.B).

o 4.B: Identifying Aircraft while trained to reject messages.

o 4.C: Rejecting injected messages.

E. Experiment 5: The Effect of the Channel

The model should be trained such that it generalizes to the
origins of the RF fingerprint instead of the signal channel
which can also influence the IQ signal data. Examples of
these are multi-path effects or interference. The goal of this
experiment is to investigate if the channel influences on the
input data have an effect on the model accuracy in classifi-
cation. To investigate the effects, the model will be trained
using data from a single period (D2) but tested using data
from a different period (D1). The assumption in this is that
the channel effects will vary in time, such that training and
testing the fingerprinting model on different days will show
the effects of the channel on the accuracy of classification.
This experiment will show if the model tends to focus on the
channel instead of the origins of the fingerprint. This is an
inquiry into the permanence and robustness requirement. For
this experiment dataset 2 which are messages collected on 24-
28/02/2022 are joined with messages from dataset 1 which are
messages collected on 10-11/01/2022. 50 distinct aircraft were
transmitting messages on both periods. This data is subdivided
into separate training and testing sets such that the model
is trained using messages from period 24-28/02/2022, but
tested using messages from 10-11/01/2022. There are 180/450
(VDL2/ADS-B) training messages and 20/50 (VDL2/ADS-B)
testing messages per aircraft. The model is thus trained using
data collected on a separate day from the testing data. Any
difference in performance will indicate the model is influenced
by the channel effects in the data.

e 5.A: Training and testing the model on a single day

(Experiment 1.B)
o 5.B: Training and testing the model over different days

VII. RESULTS

The results from the experiments are measured in terms of
accuracy to the testing set and are shown separately for each
experiment in tables V-VIIIL.

A. Experiment 1: The Effect of Population Size

The data set used is separated in a test and training set before
messages are selected from 25, 50, 100, and 200 aircraft. As
can be seen by the testing accuracy results shown in table V,
for ADS-B the testing performance decreases slightly with the
introduction of more aircraft. This decrease in performance
shows that the model will probably be limited in use if
a high amount of different aircraft are to be distinguished.
Because it seems the accuracy decreases, where this limit



actually is and at which level of accuracy the model is still
usable is not clearly defined and a possible topic for future
research. Furthermore, the decrease in performance with the
increase of more aircraft is not as prevalent as with VDL2. The
performance for VDL2 is also worse as compared to ADS-B,
this could be because of a number of reasons:

o The signal type VDL2 could be inherently less prone to
RF fingerprinting errors as compared to ADS-B due to
the modulation type and way the signal is transmitted by
hardware used.

o The amount of training samples per aircraft is lower for
VDL2 as compared to ADS-B, which could have an effect
on the testing accuracy.

o As we will see in experiment 5, VDL2 is very prone to
use the channel as a feature for classification, thus not
much can be said about the models ability to extract RF
fingerprints.

TABLE V
ACCURACY OF THE MODEL TO THE TESTING SETS IN EXPERIMENT 1 FOR
DIFFERENT AMOUNTS OF AIRCRAFT.

Experiment:  Description: n-Aircraft: VDL2: ADS-B:
1.A Low Population 25 0.81 0.88
1.B Medium Population 50 0.80 0.86
1.C Mid/high Population 100 0.80 0.80
1.D High Population 200 0.79 0.70

B. Experiment 2: The Effects of Noise

To test if noise affects the extraction of fingerprints, the
messages used in experiment 1.B are subjected to artificial
white Gaussian noise (AWGN) at a signal to noise ratio of 10
dB. The model is trained and tested using the noisy data and
results compared with experiment 1.B. As can be seen in table
VI, the model performs worse for both ADS-B and VDL2
messages. The effect on the testing accuracy is for ADS-B
a decrease of 49% whereas VDL2 shows a decrease of only
27%. This implies noise does have a detrimental effect on the
model’s accuracy to extract RF fingerprints.

TABLE VI
ACCURACY OF THE MODEL TO THE TESTING SETS IN EXPERIMENT 2 FOR
INJECTED NOISE.

Experiment:  Description: n-Aircraft: VDL2: ADS-B:
2.A (1.B) No added noise 50 0.80 0.86
2.B Added noise 50 0.57 0.44

C. Experiment 3: The Effect of Hardware Similarity

For this experiment, the effects of similar hardware are
investigated. A small set is selected which only contain mes-
sage from 25 different 737-8K2WLs from the same operator.
The assumption made here is that similar aircraft from the
same operator utilise similar hardware components and thus
that the hardware responsible for transmitting ADS-B and
VDL2 messages is similar for all aircraft in this dataset. The
RF fingerprinting model could have a harder time extracting

fingerprints if the messages are from the same type of devices.
As can be seen by the results shown in table VII, the model
does not perform worse which indicates that the model can
make the distinction between messages from similar devices.

TABLE VII
ACCURACY OF THE MODEL TO THE TESTING SETS IN EXPERIMENT 3 FOR
THE SAME AIRCRAFT AND OPERATOR.

Experiment:  Description: n-Aircraft: VDL2: ADS-B:
3.A (1.A) Different types/

operators 25 0.80 0.86
3.B Similar type/

operator 25 0.84 0.89

D. Experiment 4: Message Rejections

The goal of this experiment is to determine if the model
could be trained in such a way that it can reject messages
from aircraft which are unknown. The experiment consisted
of a training set containing messages from 50 aircraft which
are considered legitimate, and 25 aircraft from aircraft which
the model has to reject. The model is both tested using a set
of messages from the 50 legitimate aircraft, and tested using
a set of messages from 25 aircraft which the model has to
reject. Note that the 25 reject aircraft are different from the
25 in the training set.

o Training set: 180/450 (VDL2/ADS-B) messages per
aircraft from 50 known aircraft + 25 unknown aircraft

o Testing set 1: 20/50 (VDL2/ADS-B) messages per air-
craft from the 50 known aircraft in the training set.

o Testing set 2: 20/50 (VDL2/ADS-B) messages per air-
craft from 25 reject aircraft that are not in the training
set.

The accuracy for testing set 1 is for VDL2 37% and for ADS-
B 71%. The accuracy for testing set 2 is for VDL2 56% and
for ADS-B 68%. This means for ADS-B the model is able to
reject messages at an accuracy of 68% while still being able
to distinguish messages from 50 different known aircraft at an
accuracy of 71%. Comparing these results with experiment 1.B
means that the performance in identifying aircraft decreases
when the model is trained to also rejected messages from
previously unidentified aircraft. For VDL2 the performance is
again lower as it utilises channel conditions for classification.
To accept or reject messages, models that are binary classifiers
or anomaly detectors to either accept or reject messages are
probably better suited for this task such as the models proposed
in the study of [42]. Messages which are accepted by the
binary classifier could be passed on for identification of the
aircraft using this model.



TABLE VIII
ACCURACY OF THE MODEL TO THE TESTING SETS WHILE REJECTING
MESSAGES.
Experiment:  Description: n-Aircraft: VDL2: ADS-B:
4.A (1.B) Identifying legitimate
Messages. 50 0.80 0.86
4.B Identifying legitimate
(trained to reject) 50 0.37 0.71
4.C Rejecting non-
legitimate 25 0.56 0.68

E. Experiment 5: The Effect of the Channel

In this experiment the model is trained and tested on
different days for both signal protocols. The goal of this
experiment is to investigate if the model utilizes the channel
effects on the data as a feature to identify the message
transmitter. As can be seen by the results shown in table IX,
the accuracy of the test set drastically decreases for VDL2 at a
test accuracy of only 12% which is slightly better than chance.
This indicates that the model utilizes the channel effects during
training instead of the RF fingerprints. ADS-B also shows a
decrease in performance but is still able to perform at a test
accuracy of 60%. The results of this experiment show that the
model can use channel effects as features to classify messages.
This has implications for the usability of the model since
channel conditions are varying over time the usability is thus
limited for multiple days. Furthermore, for the VDL2 model
accuracy seems to be highly affected by changing channel
conditions. This could indicate that for VDL2 the model does
not extract RF fingerprints but identifies the messages based
on the channel effects which influence the raw message data.

TABLE IX
ACCURACY OF THE MODEL TO THE TESTING SETS IN EXPERIMENT 5 FOR
TRAINING AND TESTING ON DIFFERENT DAYS.

Experiment:  Description: n-Aircraft: VDL2: ADS-B:
5.A (1.B) Training/testing

same period. 50 0.80 0.86
5.B Training/testing/

different periods 50 0.12 0.60

VIII. DISCUSSION

The goals of the experiments were to investigate if the
model was able to extract RF fingerprints for both ADS-B
and VDL2 and if the requirements set out in section III-A
were fulfilled. As can be seen by the results set out in table
V the model is able to correctly identify aircraft ADS-B
messages at a maximum accuracy of 88% and for VDL2
messages 81%. But these accuracy figures do not tell the
whole story.

Experiment 5 shows that a change in channel conditions can
have a large effect on the model’s ability to correctly classify
messages. This holds especially for VDL2 at a test accuracy
of 12% when the channel changes. The results of 5 suggests
that the model utilizes the features of the channel to classify

the messages, and does not extract RF fingerprints, but
rather identifies messages based on the channel in which this
message propagated to the receiver. This channel is inherently
varying which results in this unstable performance over time.
This effect is not examined in most previous literature for
aerospace signals (ADS-B), such as in [30] which mentions
that the channel does not vary for ADS-B. But as can be seen
by the results shown in this research, the temporal conditions
of the channel can have a large effect on the performance of
an RF fingerprinting model for aircraft identification.

Since for VDL2, the performance is only slightly higher than
chance if the channel is changed, it is safe to assume that for
VDL2 no RF fingerprints are extracted and the model utilizes
the channel as the main feature for classification. The model
is thus not able to extract RF fingerprints for VDL2 but it
extracts the channel information within the message data. The
results of the other experiments for VDL2 should be viewed
with this notion in mind.

For ADS-B the effect of changing channel conditions is lower
as compared to VDL2. Performance decreases as can be seen
by comparing the results of experiment 5.B with 1.B, but the
model is still able to classify messages at a higher accuracy
than chance at 60%. There is a decrease in performance when
the channel is changed which indicates the model utilises the
channel information as a means of classification for ADS-B
as well, but this is of a lower influence as compared to VDL2.

The results from the other experiments are influenced
by the model’s use of channel information to identify
messages. For example in experiment 3, there is no apparent
difference in the models accuracy with similar hardware, this
could be because the model partly uses the channel effects on
the 1Q data to classify the transmitter. So there could be an
effect of hardware similarities, but these are not measurable if
the channel effects are mistakenly taken as RF fingerprinting
features.

The reason the model focuses almost fully on the channel
effects instead of the RF fingerprints for VDL2 could be
because there are no features present within the raw I1Q
data which can be utilized to make a distinction between
transmitters. This could be because the hardware is inherently
less prone to produce distinctive origins of a fingerprint.
Another reason could be that the RF fingerprinting features
can not be extracted from the IQ data directly and other
feature extraction methods which can possibly be more
robust to channel effects, such as the periodogram should be
investigated.

It can furthermore be possible that the sampling rate
used is not sufficient enough to collect features. The hardware
used in this research consisted of a low spec RTL SDR which
is only able to sample at a maximum stable rate of 2MSPS.
The VDL2 messages were sampled utilising a sampling rate



of IMSPS which could be too low to provide RF fingerprint
origin features. This could also explain the performance
difference for ADS-B as compared with previous work. Some
research utilised sampling rates of > 100MSPS such as [25]
and [30]. A higher sampling rate could possibly increase the
performance of RF fingerprint extraction, but this should be
investigated. This research furthermore investigated if the
model could be trained to reject messages outside of the
trained aircraft set. As can be seen, the model could be able
to reject messages at a test accuracy of 68% whilst still being
able to correctly identify the trained set at a rate of 71%.
Models which are specifically designed for the task to either
accept or reject messages are probably better suited for this
task. Messages which are accepted by such a model could
be passed on for identification of the aircraft using this model.

The main result of the investigation on the effect of
the channel has some implications for previous work on the
RF fingerprinting subject. It shows that channel variability
can have a large effect and thus should always be investigated
if new RF fingerprinting methods are proposed. Furthermore,
more investigation into the fingerprinting for VDL2 or ADS-
B should be investigated using different feature extraction
methods such that the models are unable to utilise the channel
effects as features for identification. The authors of [25] state
that generative adversarial networks could possibly increase
robustness to channel effects. The highest population size
used in this experiment was for 200 distinct aircraft. Even
larger classification for more devices could be possible using
hierarchical classifiers which structure the messages into
multiple subsets before classifying. The results of experiment
4 show that the model is able to reject messages from
previously unidentified aircraft to a certain degree (68%),
but it could be that binary classifiers or anomaly detectors
which either accept or reject messages work better for this
purpose. Besides this, the overall feasibility of implementing
a possible RF fingerprinting framework to identify aircraft
to improve security should be considered. Implementing an
RF fingerprinting model for aircraft identification requires
implementing a library of approved aircraft fingerprints which
will have to be updated constantly if transmission hardware
changes. This can be impractical. Furthermore, there should
be a consensus among responsible authorities in the minimal
degree of certainty needed to accept or reject messages if
such a model were to be implemented.

IX. CONCLUSION

RF fingerprinting could possibly be used as a method to
provide secure identification of aircraft messages. In this
research, a complex CNN model was implemented which
utilized a low spec SDR to sample 1Q data from ADS-B and
VDL2 messages. This IQ data is used as an input to classify
the transmitting aircraft ADS-B and VDL2 messages whilst
being unable to utilize ID information within the data. This
research tests RF fingerprinting model’s scalability, robustness
to noise, channel effects, hardware similarities, and message

injections. It shows that for VDL2 the model was scalable to
an increasing population but not robust to a changing channel,
whereas ADS-B was more robust to changing channel effects
as compared to VDL2. It was found that the model utilised
channel features as a means of classification for both ADS-B
and VDL2 messages. Furthermore, added noise seemed
to negatively influence the performance of the model for
both ADS-B and VDL2. Hardware similarity does not seem
to influence the accuracy of the model but this could be
because the model does not only use hardware induced RF
fingerprinting features for identification, but also uses channel
information. This research also proposes a method to reject
messages from unknown aircraft whilst still being able to
identify messages from a known set of aircraft.

The main contribution of this research is that it shows
the necessity of investigating channel effects since these can
have a very large influence on the overall performance of RF
fingerprinting models for ADS-B and VDL2. Little can be
said about the effectiveness of an RF fingerprinting model
without investigating to what extent the model is possible
to use the channel as a feature for classification. In most
previous research, the effects of channel variability for RF
fingerprinting aerospace signals are not investigated.

The results show the model is highly affected by the
channel for VDL2 and to a lesser extent ADS-B. More
research is needed to investigate the usefulness and feasibility
of implementing an RF fingerprinting for aircraft identification
to improve security.
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Appendix to Paper

This section is meant to provide some extra background into the design choices made to develop the
complex-convolutional neural network model for RF fingerprinting. (The references used in this section
can be found at the end of this document in the preliminary thesis).

Complex-Valued Convolutional Neural Network

In the preliminary thesis work, use was made of a real-valued convolutional neural network, the real
and imaginary parts of the input sequence were treated as a separate real-valued part in the neural
network. But since the input vector used in this research is the complex sequence |1Q data that repre-
sents the sampled signal, it makes sense to treat the values as such. The real and imaginary parts
of the input sequence have a degree of correlation, but by treating the input vector as separate real
parts, this correlation is mitigated, in other words, more degrees of freedom for the network to possibly
exploit are introduced [9]. This could have a detrimental effect on the generalization performance of
the neural network. A complex-valued neural network treats arithmetic operations such as convolu-
tions differently as compared to real valued neural networks. As can be seen by equation (6) in the
scientific report, the convolution operation of a complex number is different from that of a a real-valued
counterpart. The downside of using complex-valued convolutional neural networks is that there are
not many libraries available in which complex-valued machine learning could be applied easily. Keras
for example does not provide a library for complex-valued layers or activation functions. Furthermore,
there are limitations regarding the training algorithms and layers available.

The choice was made to test the performance of a complex-valued convolutional neural network using
the library provided by [7]. The model was trained and validated using the subset of training data con-
taining messages from 50 distinct aircraft (data from experiment 1.B). The training data from experiment
1.B was first split in a training and validation set (90/10) the test data was not used to select the model
but only used to test the final model for the results presented in the paper. As can be seen from the
figures 1, both for ADS-B and VDL2 the validation performance is better for the complex convolutional
neural network as for the real-valued neural network used in the preliminary thesis. Because of this,
the choice was made to convert the real-valued neural network into a network which is able to use a
complex vector as input.

Designing the Model

The model chosen is based of a shallower form of AlexNet which proved to perform well for RF-
Fingerprinting ADS-B messages under different conditions in the research from the authors of [44].
The model is converted to a complex-valued convolutional neural network for the reasons discussed
above. As compared to AlexNet the model used in this research is 1-dimensional, since the input vector
is a single 1D complex vector. The model parameters are tuned using the same training and validation
data used to compare performance between the complex an real-valued model.

Model Parameters

The model parameters chosen are similar to which the model was based upon. The model consists of
the input layer, the feature extraction layers and the classification layers. The feature extraction layers
consists of two 1D convolutional layers coupled with an average pooling layer which extracts the fea-
ture maps. The kernel size chosen for the first convolutional layer for VDL2 is k1 = 11 and for ADS-B
k1 = 7, the kernel is chosen to be larger for VDL2 since the input size is larger. The second kernel
size is fixed at k2 = k1 — 2. The number of filters is chosen at a fixed f1» = 32. The pool size of the
average pooling layer is set at p1 = 2 which is a standard choice in most convolutional neural networks
networks. The feature extraction layer is stacked a single time for both signal protocols, ngiecrs = 1,
any deeper network resulted in worse performance in terms of validation accuracy as can be seen in
figure 2. The activation function in the convolutional layers is the complex cartesian ReLu.

The output of the feature extraction stack is flattened before moving through the hidden layers. The
number of hidden layers in the classification part of the network is reduced to a single layer. Again,
here the validation performance did not seem to be influenced by the amounts of hidden layers, this
can be seen in figures 3. So np;44en = 1. The activation function used in the neurons is again the
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complex cartesian ReLu function. The amount of neurons in the hidden layers is set at n1 = 256. This
leads to the parameters of the network shown in table 1V of the paper.
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Summary

Due to modernisation programs in air traffic management, some relatively new surveillance and commu-
nication protocols have been adopted: ADS-B surveillance and VHF data link communications (VDL2).
Both technologies aim to increase safety in ATM, and are designed as open protocols. This has many
advantages but can lead to vulnerabilities in terms of cyber-security. A method to increase integrity in
the mentioned wireless surveillance and communication technologies while retaining the openness, can
be radio frequency fingerprinting for physical layer identification. A way to uniquely identify transmitting
devices is to distill the device its radio frequency (RF) fingerprint by looking at the physical features of
the message signal it transmits. This physical layer fingerprint is the unique trace the transmitter leaves
in the signal it sends. This thesis proposes a method to RF fingerprint ADS-B and VDL2 messages to
identify aircraft using a convolutional neural network model (CNN). Initial results show the model is able
to identify aircraft based on raw message 1Q data as input, but more research is needed to determine
if this model could be used to provide a robust identification for multiple aircraft. This report starts with
an introduction of the research questions and objective. This is followed by a detailed background in
chapters 2-4 of the technical aspects of ADS-B and VDL2 including some security issues highlighted
in previous research. Furthermore, the paradigm of RF fingerprinting and machine learning for RF fin-
gerprinting will be explained. In chapter 5 the methodology is discussed. Here the CNN model used
for RF fingerprinting is introduced and six experiments to test the robustness and performance of the
model explained. The six experiments consist first of the effect of model parameters, secondly of the
model performance for different aircraft population sizes, the effect of training and testing on different
days, the effect of noise on the samples, the effect of hardware similarities and lastly the robustness
of the model to message injections. This preliminary report discusses the results of experiments one
to two in chapter 6. The initial results show that the model is capable of identifying aircraft using raw
IQ message data as an input, furthermore the results of experiments two show the model is scalable
with increasing population size but an increase in different aircraft in the data set slightly reduces the
accuracy of aircraft identification. The next steps are to conduct the experiments 3-6. These will show
if the model is capable of a robust RF fingerprinting for ADS-B and VDL2 messages to identify aircraft.
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Introduction

The air traffic management infrastructures in parts of the world are currently reaching their limits of
capacity due to ever increasing congestion. Furthermore, the aviation industry will have to increase
sustainability and reduce its environmental impact dramatically in the coming decades. These are
some of the major challenges for aviation and to tackle this, modernisation programs are being im-
plemented to increase capacity and efficiency such as the Federal Aviation Administration (FAA) its
NextGen program and the European Aviation Safety Agency (EASA) its Single European Sky ATM re-
search (SESAR). These projects will implement an increase in digitisation, automation and connectivity
in air traffic management. The aviation industry will cross over into the digital realm.

Under these modernization programs, some new concepts have already been implemented, for ex-
ample CPDLC which represents a shift in terms of air traffic control communications from voice based
radio communication to digital communications and data links. For surveillance there will be a shift
towards Automatic Dependant Surveillance (ADS) which means that aircraft provide surveillance data
using satellite data such as GPS without the need for radar [69]. A technology which enables one of
these concepts is Automatic Dependent Surveillance - Broadcast (ADS-B), which is a surveillance pro-
tocol that tries to increase safety by providing an extra means of surveillance by transmitting position
information automatically between aircraft and ground stations [95]. Another technology is VHF Data
Link (VDL) 2 a communications protocol which is the physical layer that enables CPDLC over VHF
radio [15].

But this increase in digitization means the industry faces numerous challenges in cyber-security [22].
For example, the relatively new ADS-B technology which is one of the cornerstones for both moderni-
sation programs, was developed as an open protocol [95]. The same holds for VDL2 [15]. This has
many advantages, such as ease of implementation, low cost and provides the research community with
invaluable data. The openness must be preserved, but it comes with a cost of vulnerability to cyber-
attacks. One of the reasons of this is because, the messages in both ADS-B and VDL2 are identified
or authenticated by an address which is transmitted in the message. This is the unique 24-bit ICAO
code sent out by ADS-B transponders and VDL2 radios. These addresses are used to uniquely identify
the transmitting aircraft. The problem is however that these addresses can be spoofed such that an
attacker is able to impersonate a device. The possibility to spoof wireless transmitting devices and to
impersonate or inject messages has obvious implications for the integrity of the wireless protocol. A
way to uniquely identify a transmitting device by the receiver is to identify the device by its physical
layer fingerprint [91]. This physical layer fingerprint, also called Radio Frequency (RF) fingerprint or
(RF-fingerprint) is the unique trace the transmitter leaves in the signal it sends. This RF fingerprint
could be used as an extra layer of identification, which can possibly make both protocols more secure
while retaining the openness of the protocols.

Already, it has been shown that RF fingerprinting could also be used to identify and distinguish be-

tween different aircraft ADS-B signals, without relying on the ICAO 24-bit address present in the mes-
sage. With most of the methods researched using some form of deep learning. VDL2 could also be

1
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eligible for RF fingerprinting to identify aircraft. Therefore, the goal of this thesis research is to inves-
tigate whether the VDL2 signals could be used to identify aircraft through RF fingerprinting by using
deep learning methods. Furthermore it will be investigated if the combination of both ADS-B and VDL2
can be used in a mixed input deep learning model such that both signals can be utilised to identify
aircraft.

This preliminary thesis will first discuss the technical aspects and research on the security for ADS-
B and VDL2 in chapter 2. It will afterwards discuss the background of RF fingerprinting and introduce
some machine learning concepts in chapters 3 and 4. Chapters 2-4 will consist of the background and
the research foundation for this thesis. Chapter 5 will discuss the research method used and Chapter
6 the preliminary results. In the last chapter some initial conclusions are drawn.

1.1. Summary of Background

The increase in air traffic over the last decades has led authorities to develop future proof air traffic
management systems. Examples of such initiatives are the implementation of the modernisation of
U.S. airspace: Next Generation Air Transportation System (NextGen), and its European counterpart:
the Single European Sky. One of the cornerstones of both modernisation programs is the development
and implementation of ADS-B. Compared to legacy radar surveillance methods such as the Primary
Surveillance Radar (PSR) and Secondary Surveillance Radar (SSR), that determine the aircraft po-
sition using ground-based radar stations, the ADS-B system obtains positioning information from the
Global Navigation Satellite System (GNSS). This shift from ground based localisation or independent to
onboard localisation or dependant surveillance is intended to reduce the high costs of air traffic surveil-
lance. ADS-B is cheaper and less maintenance intensive compared to both primary and secondary
radar equipment. It also aims to increase the situational awareness for air traffic management and
increase the safety of the entire air traffic system [85],[95].

Currently, the primary means of communication in aviation is the Very High Frequency (VHF)-radio
voice communication. VHF-radio voice communication is an analog AM form of radio communication
which enables aircraft to communicate by voice with among others, air traffic control and other air traf-
fic. The VHF voice communications demand a high cognitive workload from the pilots and air traffic
controllers. To further meet the increase in aviation traffic and volume, a transition is needed from the
voice-only communication to a long term solution utilising data communications [48]. This has lead to
the development of data links between aircraft and ground stations. The first form of data link commu-
nications in aviation was implemented with the ACARS. ACARS was implemented in the late 1970s
to accommodate communications between the Airline Operations Control (AOC) and aircraft. The
ACARS system is a data-link between the aircraft and ground stations which makes it possible to send
text data over VHF. ACARS is mostly used by the airlines operation control but in the last two decades
the system was extended to be used by ATC [48]. To further improve, modernize and promote the
usage of controller/pilot data links the International Civil Aviation Organisation (ICAO) recommended
new standards. This has lead to the development of the Future Air Navigation System (FANS). FANS
is a system which enables CPDLC over either VHF, HF or Satcom. Both Boeing (FANS-1) and Airbus
(FANS-A) developed implementations of the system, therefore FANS is usually referred to as FANS-
1/A. To improve the capability of CPDLC over the earlier ACARS implementation, new VHF datalink
schemes have been implemented such as VDL2 which provides some advantages over ACARS such
as a higher bit-rate [15].

Both modern improvements in communications and surveillance, CPDLC with VDL2 and ADS-B were
designed as open protocols which has many advantages in terms of ease of implementation, data for
research or investigative journalism. But this openness introduces some shortcomings in terms of se-
curity. This can lead to possible dangerous situations in air traffic management and has been a subject
of previous research, with many authors stressing the need for more security in ADS-B [47, 111, 95, 84],
as well as in ACARS and CPDLC [87, 88, 15, 28]. Multiple security measures have been proposed for
ADS-B such as: encryption algorithms, spread spectrum technologies or data verification techniques.
Each security solution has its positive and negative sides but not one security solution is suitable to
provide full security [95]. Furthermore, it is highly debatable whether the openness of ADS-B should
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be compromised. The open nature of ADS-B has many advantages and is an essential component
of ADS-B [40]. This thesis will focus on a security measure for ADS-B and VDL2 which preserves the
openness, radio frequency fingerprinting. RF fingerprinting has already been demonstrated to be able
to identify ADS-B transmitters for aircraft identification without needing a change in signal protocol or
transmitter devices. Besides this it will be investigated if RF fingerprinting is possible for VDL2 mes-
sages.

Physical layer identification or radio frequency fingerprinting is providing the identity of transmitting
devices through the physical signal characteristics of the messages [91]. The RF fingerprint of the
signals transmitter is based upon imperfections of the hardware. Examples of these transmitter imper-
fections are due to the analog elements of the device which can be extracted as features to produce
fingerprints. Some examples of the elements which can be features for fingerprints are [91]: Phase
noise, digital to analog converters, band pass filters, frequency mixers and power amplifiers.

Many research has been done on RF fingerprinting, and it could be used to provide an extra physi-
cal layer identification for many different devices [91]. This research will focus on RF fingerprinting for
aircraft signals, ADS-B and VDL2 to identify aircraft. Currently there has been lots of research on the
fingerprinting of ADS-B signals such as: [55, 92, 113, 46, 116]. There is a great difference in the types
of methods used. Even for a single signal type. However, most fingerprinting methods have the com-
monality that they employ some deep learning method such as convolutional neural networks,recurrent
neural networks or denoising autencoders. Most papers have common parameters which should be
evaluated to determine the performance and robustness of the radio frequency fingerprinting. Namely:
classification accuracy, the size of the data set or number of devices, the number of samples per de-
vice, sampling rate of the signal receiver, features considered, deep learning method and signal to
noise ratio.

Aircraft transmitter identification using radio frequency fingerprinting based on ADS-B signals has al-
ready been shown to be possible. However, there has been little focus on other signals aircraft emit,
such as VDL2. To the best of the authors knowledge, there is no research on the fingerprinting of the
VDL2 protocol to provide aircraft identification or on how both VHF signals such as VDL2 fingerprinting
can be combined with ADS-B signal fingerprinting to provide aircraft identification. Radio frequency
fingerprinting has however been done with signals comparable to VDL2, such as [117] which used
DQPSK modulated signals as radio frequency fingerprints. A form of PSK (D8PSK) is the modulation
scheme of VDL2 signals. It is thus to be expected that fingerprinting VDL2 signals is a feasible under-
taking. Therefore this thesis proposes to investigate radio frequency fingerprinting of VDL2 signals for
aircraft identification, and to see if the combination of ADS-B and VDL2 can provide an accurate aircraft
identification based on radio frequency fingerprinting.

1.2. Research Objectives

1.2.1. Research Questions
The main topic of research is divided into one main question and five sub-questions. The questions
are formulated as:

* Q1 Can the paradigm of radio frequency fingerprinting be used to identify aircraft based on ADS-B
and VDL2 signals to provide an accurate aircraft identification?

— SQ1 Which deep learning algorithm can be effectively applied to achieve an accurate radio
frequency fingerprint from ADS-B and VDL2 signals to identify the aircraft transmitting this
signal?

— SQ2 What is the effect of noise on the accuracy of the extracted the radio frequency finger-
prints?

— SQ3 What is the effect of hardware similarity on the accuracy of the extracted the radio
frequency fingerprints?

— SQ4 Is the RF fingerprinting model able to reject message injections from previously uniden-
tified transmitters?

— SQ5 Is the model usable over multiple days?
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1.2.2. Research Objective

The main research objective of this thesis is:

"To develop a method to radio frequency fingerprint aircraft ADS-B and VDL2
signals to identify an aircraft, by using radio frequency fingerprinting methods
which employ deep learning.”

The research objective can be divided into multiple specific sub-goals. The first one being the goal to
fingerprint aircraft based on ADS-B and VDL2 signals by using deep learning. This can be subdivided
in to firstly determine which signal features are suitable to provide a fingerprint and secondly to select
a deep learning algorithm which is able to achieve a high accuracy fingerprinting. Furthermore the
goal is to investigate if the model focuses on the correct features and investigate the robustness of the
fingerprints to noise and on the accuracy of the fingerprints. Besides investigating fingerprinting for
the ADS-B & VDL2 signals, another goal is to identify aircraft by combining the VDL2 fingerprints with
that of ADS-B signal fingerprints, to see if the combination of both provides a more accurate aircraft
identification.



Aviation Communications and
Surveillance

Before the 1930s, aviation air traffic control was still in its infancy. There was no need for a large air
traffic control system because most aircraft flew only during daytime and in good weather under Visual
Flight Rules (VFR). With the increasing growth of aviation, the first forms of air traffic control in terms of
communication were the use of light signals. This had the drawback that pilots had no way of respond-
ing to signals coming from the early air traffic controllers and a new two-way system of communication
had to be adopted. This was solved with the implementation of radio communication. The outbreak of
world war two had a profound impact on aviation, with numerous adaptations of new technologies such
as radar and transponders. These early forms of surveillance technologies were implemented in the
years following the war, which saw an immense growth in aviation and air traffic. Radio communica-
tion and radar surveillance are at present still the primary sources of information and data for air traffic
control. But due to ever increasing congestion, airspace modernisation programs are currently being
implemented such as the FAA its NextGen program and the EASA its Single European Sky. These
programs will implement a shift in terms of communication from voice based radio communication to
digital communications and data links. In terms of surveillance there will be a shift towards automatic
dependant surveillance which means that aircraft will provide surveillance data using satellite data such
as GPS without the need for radar. [69].

These paradigm shifts to the digital realm hold some new challenges in terms of cyber-security. This
chapter will discuss the newly implemented technologies in aviation communications and surveillance
and their security implications. It will furthermore discuss the dilemma of openness and security and
some proposed mitigation measures to increase security.
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2.1. Surveillance

Aircraft surveillance initially relied fully on the PSR [101]. The primary surveillance radar is a rotating
radio transmitter which consecutively transmits a radio signal and listens to the reflections to determine
the slant-range of an aircraft. This is done by measuring the time difference between transmitting
and receiving the signal. The aircraft azimuth angle is determined by the rotation angle of the radar.
Because the primary radar alone does not give enough information to for example, determine aircraft
elevation, the secondary radar was introduced. The secondary radar is used to interrogate aircraft
transponders by sending out interrogation messages on the 1030 [Mhz] frequency band and listens
for replies on the 1090 [Mhz] frequency band replied by an aircraft transponder [101]. The latest type
of aircraft transponder is the mode S transponder, mode S (Mode Select Beacon System) can be
selectively interrogated, which means that the SSR can interrogate different types of information such
as altitude, identification and velocity from different aircraft [101].

2.1.1. ADS-B

The increase in air traffic over the last decades has led authorities to develop future proof air traffic
management systems. Examples of such initiatives are the implementation of the modernisation of
U.S. airspace: NextGen, and its European counterpart: the Single European Sky. One of the main
technological implementations of both modernisation programs is the development of ADS-B. Com-
pared to legacy radar surveillance methods such as the before mentioned primary PSR and secondary
surveillance radar SSR, that determine the aircraft position using ground-based radar stations, the ADS-
B system obtains positioning information from the GNSS . This shift from ground based localisation or
independent to on board localisation or dependant surveillance is intended to reduce the high costs of
air traffic surveillance. ADS-B is cheaper and less maintenance intensive compared to both primary
and secondary radar equipment. It also aims to increase the situational awareness for air traffic man-
agement and the safety of the entire air traffic system [85][95]. From the acronym a lot can be distilled
about the technical functionality of the ADS-B system:

» Automatic: The ADS-B system automatically sends its data without the need for interrogation.

» Dependant. ADS-B surveillance data is collected by on-board systems of an aircraft using for
example GNSS.

 Surveillance: ADS-B provides air traffic surveillance data. For example 3D-position, velocity and
identification.

» Broadcast: The ADS-B protocol depends on broadcasting its surveillance data, such that every
receiver in range of the signal can receive and analyse messages.

As of 2020 the ADS-B out capability is mandated to be available on most commercial passenger aircraft
in European airspace [26].



2.1. Surveillance 7

2.1.2. ADS-B Overview

The ADS-B out system periodically transmits the aircraft position, velocity and other data such as the
altitude and identifier. As mentioned ADS-B is automated, which means that no pilot or air traffic con-
troller has to trigger the broadcast of information or no interrogation is needed to transmit information.
Aircraft equipped with ADS-B out periodically and automatically transmit messages to ATC and other air-
craft equipped with ADS-B in. Two different competing types of the ADS-B protocol exist, the Universal
Access Transceiver (UAT) and the 1090 Extended Squitter (1090ES). The UAT protocol utilizes the
978 MHz frequency, and because it requires fitting new hardware and is only being used in some coun-
tries such as the USA, mostly by general aviation [101]. The (1090ES) protocol utilises the mode S
transponder. The mode-S transponder can transmit both 56-bit and 112-bit messages. This thesis will
only focus on 1090ES ADS-B. The 1090ES ADS-B format utilises the 112-bit mode-S message format
to automatically transmit aircraft data without the need for selective interrogation [96]. An overview of
the entire surveillance system is shown in figure 2.1. As can be seen, the positional data of the aircraft
is transmitted over the ADS-B data link to both other aircraft and ground stations.

Data
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Figure 2.1: ADS-B surveillance system overview as reprinted from [94]

2.1.3. 1090ES Message Format

The 1090ES Mode-S/ADS-B message comprises of a preamble which is followed by a 112-bit message.
This message contains the ADS-B frame information shown in 2.1, including the 24-bit ICAO-address
code used as an aircraft identifier. The message format is shown in figure 2.2. The ads-b downlink
packet is amplitude modulated using Pulse Position Modulation (PPM). Shown in figure 2.2, this form
of modulation represents a 1 bit using a 0.5us pulse followed by a 0.5us pause, and the opposite is true
for a 0 bit. This signal is modulated on the 1090MHz carrier wave for transmission [18]. The ADS-B
message frame is shown in table 2.1.

Bit Number of Bits | Abbreviation | Information

1-5 5 DF Downlink Format

6-8 3 CA Transponder Capability
9-32 24 ICAO ICAO Aircraft Address
33-88 56 ME Message, extended squitter
(33-37) | (5) (TC) (Type Code)

89-112 | 24 Pl Parity/Interrogator ID

Table 2.1: ADS-B message data frame as adopted from [101]
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Figure 2.2: ADS-B packet format reprinted from [18]

The first five bits correspond to the message down-link format, the number 17 indicates the receiver
that the message is an ADS-B extended squitter message [101]. The next sequence is the transponder
capability, which indicate the transponder level. The 24-bit aircraft ICAO address indicates a unique
identifier for the transmitting aircraft which will be discussed further in section 2.1.4. Bits 33-88 contain
the message data, the first five bits (33-37) contain the type code which indicate what kind of information
is transmitted in the message, possible message types include: airborne position, surface position, air-
borne velocities and aircraft status [101]. The last 24 bits are reserved for the CRC-remainder which is
used to check if messages were corrupted during transmission [101]. Cyclic Redundancy Check (CRC)
is an authentication method which uses in the case of ADS-B, a 24-bit number together with a prede-
fined division number to calculate the remainder of a message. The message sender calculates the
24-bit remainder such that the entire 112-bit message remainder with the division number is equal to
zero. The message receiver checks upon receiving if the message has attained errors during transmit-
ting by calculating the remainder. If the remainder is not zero, some bits have been lost or adjusted.
The CRC can also correct up to 5 bit errors in the received message [101].

2.1.4. ICAO-Address

Aircraft Mode-S and ADS-B messages can be identified by their ICAO aircraft address. The ICAO-
address is a unique 24-bit code which is assigned to each aircraft when equipped with a mode S
transponder. All ADS-B and mode S messages contain the transmitters unique 24-bit ICAO code. The
EASA have expressed concerns that there is a large number of aircraft in European airspace with
the wrong setting of the ICAO-24 bit address. According to [27] this can lead to possible hazardous
situations when two aircraft with the same ICAO 24-bit address are in the range of a single mode-S
interrogator. This can lead to aircraft being ignored from Air Traffic Control (ATC) displays, creates
the possibility of misidentification and it could potentially degrade the performance or even disable the
Airborne Collision Avoidance System (ACAS) (Il) system [27].



2.2. ADS-B Security Implications 9

2.2. ADS-B Security Implications

With the before mentioned shift from an independent to a dependant form of Air Traffic Management
(ATM) and the introduction and roll out of ADS-B, arise some security implications. Since ADS-B was
not designed with security as a main focus point, it can be attacked using easy to obtain hardware and
software [95]. An example of this is the development of the Software Defined Radio (SDR). SDRs
make it very easy for everyone to transmit or receive RF transmissions at a very low cost. This makes
the non-encrypted ADS-B protocol vulnerable for attacks [111]. Furthermore, a number of attacks on
the ADS-B system have already been demonstrated by research, for example [84] which demonstrated
among others, the successful injection of a ghost ('fake’) aircraft into the ADS-B system using a SDR.
The vulnerability and ease in which the ADS-B system can be attacked, call for a need to mitigate these
security issues. A number of security threats and requirements have been identified by [59, 95, 111,
60, 63]:

2.2.1. Eavesdropping

Message interception or eavesdropping is the collection of signals with malicious intent. ADS-B is
an un-encrypted protocol which means that signals are sent out using plain text, such that everyone
with an ADS-B receiver can read these signals. According to [111] this could be used to achieve
"complex-attacks”, although no concrete examples are given. Collecting ADS-B data is mostly done by
non-hostile actors, which visualize ADS-B data, such as planefinder.net. Eavesdropping can lead
to privacy implications which will be discussed in section 2.3.

2.2.2. Message Injection

The before mentioned lack of a secure authentication protocol in the ADS-B system makes it possible
for attackers to construct and inject fake messages into the system. Because the ADS-B message
sends its own 3D location information, the ADS-B receiver can not authenticate if the location of the
received message is the actual location of the ADS-B transmitting device. Therefore, Constructing and
injecting an entire ADS-B message will appear to be an aircraft which does not actually exist ("ghost
aircraft’). A legitimate ADS-B receiver can not distinguish real from a fake messages and whether the
location sent out by this message is the actual location of the sender [95]. [84] has demonstrated the
systems vulnerability to these types of attacks by injecting messages which represent a ghost aircraft.
Injecting false ADS-B messages could lead to confusing and potentially dangerous situations. Such
as unnecessary go-arounds, diversions and ACAS systems could give false warnings. This leads to a
higher workload and increased situational complexity for pilots an air traffic control, which could lead
to dangerous situations [84]. Injecting multiple ghost aircraft could have an overwhelming effect on
the surveillance system [60]. [84] proved this could be possible by injecting 100 ghost aircraft that
appeared at random locations, this lead to a total loss in situational awareness and system failures.

2.2.3. Message Deletion

Deleting of legitimate ADS-B messages sent out by aircraft can be a potential security hazard. An
attacker can interfere with the sent out messages by aircraft. A strategy could be implemented to
cause a high amount of bit errors in the message. The CRC discussed in section 2.1.3, can correct up
to 5-bit errors, any higher number of errors and the message will be considered invalid and neglected
[95], this is called "Constructive Interference” [63]. Another method could be to transmit the inverse
of message also known as "Destructive Interference” [63]. This however, is very complex in terms of
timing and precision. This type of attack can thus be very challenging [95, 111]. A concrete attack
scenario utilising message deletion is posed by [84] is total aircraft disappearance by deleting all ADS-
B messages from an aircraft. This will suspend the functionality of collision avoidance systems utilising
ADS-B, which can lead to dangerous situations [84].

2.2.4. Message Modification

Modifying an ADS-B message can be done using multiple methods, [95] gives two different approaches,
namely: overshadowing and bit-flipping. Overshadowing is the transmission of a high powered signal
to modify or replace parts of the message being transmitted by the legitimate transmitter. Bit flipping
can be done by inverting bits of the message, such that information is changed. [84] demonstrated a
message modification attack utilising the overshadowing approach. The trajectory of an aircraft was
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modified by sending modified position updates. If ADS-B is the only data-source ADS-B data modifica-
tion is hard to recognize [84].

2.2.5. Jamming

Jamming the entire Mode-S/ADS-B service can be another possible security hazard. Jamming ADS-B
and Mode S can be done by sending a high powered signal over the same frequency that utilises ADS-
B and Mode S: 1090Mhz. [60], gives two feasible forms of jamming the ADS-B system. Ground station
flood-denial, in which a simple jamming signal is sent out in range of an ADS-B ground station. This will
block all ADS-B signals to the ground station. Materials to do this are readily available at low-cost [60].
Another method could be aircraft flood denial. This method is similar to the one ground station flood
denial mentioned above only here the aircraft in and outgoing messages are being denied. Depending
on the altitude and location of the aircraft, this requires high powered jamming equipment, but is still
feasible [60]. Jamming is a common vulnerability in almost all wireless networks, but due to the air
traffic managements inherent large uncontrollable open spaces coupled with its critical nature of the
system, jamming parts of the system can have a severe impact [95].

2.3. Privacy & Openness Implications

As mentioned before, the open nature of ADS-B makes it possible for anyone with an ADS-B ground
station to receive and read ADS-B messages. ADS-B messages contain the airplanes unique ICAO
24-bit address and combining this with aircraft ownership data in publicly available aircraft registries,
targeted tracking can be possible. Since flight plans are openly available, this is usually not a concern
for commercial flights but it can have an impact on military or privately owned/company aircraft [62].
Aircraft tracking can be done by different types of interested parties, such as: Hobbyists, journalists,
planespotters, the military, business and criminals [100]. An Examples of flight tracking by investiga-
tive journalism are highlighting the personal movements of company executives by private or company
owned aircraft [100]. Collecting ADS-B data can also be used for more complex privacy infringements,
which can provide valuable business information or information about governments and upcoming world
events. This is demonstrated by [100] where ADS-B data from state or business owned aircraft can be
used to detect government events and even predict mergers and acquisitions of companies.

Due to these privacy issues, the U.S. National Business Aviation Association (NBAA) and the gen-
eral aviation community have expressed concerns regarding their privacy and indicated it as a barrier
to equip ADS-B out systems [29]. Therefore, the FAA implemented the Privacy ICAO Address (PIA)
which is a separate ICAO 24-bit address not linked to the U.S. domestic aircraft registry such that air-
craft supposedly can not be tracked under the program in U.S. Airspace [29]. [62] showed that the
PIA program does not fulfill the privacy requirements because flight tracking can still be done using
different data-sources. Furthermore, it concludes that the achievable privacy performance of the PIA
program will be weak [62]. Privacy will be very difficult to achieve without full encryption, such that new
message types or new protocols would need to be developed and implemented [95]. More mitigating
factors which could potentially improve on the privacy concerns are discussed in section 2.4.

On the other hand, a very large case can be made for the openness of ADS-B, mainly because the
openness of ADS-B is one of the most essential components of the successful implementation and
use of the system [40]. Due to the potential cost impact of implementing a completely new air traffic
surveillance system, the 1090ES ADS-B system was designed around already present hardware avail-
able in most aircraft: the Mode S transponder. This has lead to a relatively cheap and quick adaptation
of ADS-B in the entire aviation industry. For example, the implementation of 1090ES is considerably
cheaper than that of the UAT ADS-B protocol mentioned in 2.1.2, which requires different hardware.
The open nature of the protocol also provides the research community with an easy way of collecting
data. An example of this is Opensky, which is an initiative that crowdsources ADS-B data which is made
available for research groups [97]. This data is being used for effective research in numerous different
fields with about 150 academic papers as of 2021 [90]. A recent example of the use of open ads-b data
in research is investigating the change of mobility patterns in Europe due to the Covid-19 pandemic
[42]. Besides the scientific advantages of crowdsourced openness in ADS-B data, it can have a posi-
tive societal impact as well. With numerous non-profits, Non-Governmental organizations (NGOs) and
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journalists using the Opensky database for different purposes [93]. The broader social impact of open
ADS-B data or the Opensky project can be seen in various areas [93]:

* Investigative Journalism: As mentioned before, this group focuses mostly on highlighting the
movements of high profile individuals and political leaders.

» Data Journalism: ADS-B data is being used by journalists to visualise movements of aircraft to the

general public or individuals without a deep knowledge of aviation. Furthermore it can highlight

surveillance activities by governments, An example of this is the article about U.S. government

surveillance ahead of the presidents inauguration in 2021, [82].

(Supra)National Analysis: ADS-B data can be used for economical analysis, during the Covid-19

crisis ADS-B data was for example used to provide an overview of the economic impact of travel

restrictions on aviation [41].

* Local Activism: ADS-B data can also provide information about local problems or concerns in

aviation, such as noise complaints within proximity to airports.

Recreational Use: The data is lastly being used for recreational purposes, such as the numerous

websites which provide live ads-b data e.g. https://www.flightradar24.com/ and https:

//flightaware.com/. Moreover, it can be used by flights simulators such as X-Plane to provide

real-life traffic.

2.4. Securing the Protocol

Due to the apparent need for more security in ADS-B, a number of countermeasures or security pro-
tocols against the types of attacks discussed in section 2.2 have been proposed. When discussing
security, a model which is often used as a baseline for discussing different levels or concepts of secu-
rity is the CIA triad model, which consists of [6]:

» Confidentiality: This concept refers to the ability to protect the gathering of data from unauthorized
persons.

* Integrity: Integrity is the ability to protect data from undesirably being changed or corrupted and
from an authorized source.

* Availability: This refers to the ability to data or service remaining accessible for authorized users.

[17] summarised how the CIA model can be used to decompose the security of ADS-B:

With confidentiality meaning that it should only be accessed by its intended entities. The privacy and
openness implications discussed in section 2.3 are part of this level. Full confidentiality has a negative
impact on of the openness of ADS-B and will negate its advantages, but it does improve the privacy of
the users of the system. Integrity within the ADS-B protocol can be decomposed into two parts, source
authentication and data verification [17]. Source authentication is ensuring that data only originates
from an authorized source. Without modification from an outside entity. [17] decomposes source au-
thentication in three parts: Authentication, Content immutability and Non-repudiation. Data verification
is the process of determining if the information provided is true, for example if the location information in
an ADS-B message is the actual location of the aircraft transmitting [17]. Availability is the assurance
of service provided to the users of ADS-B [17]. Various security solutions relating to confidentiality,
integrity and availability exist and could be applied to ADS-B. These will be briefly discussed in the next
section, for a complete overview of ADS-B security solutions derived from [17] see figure 2.3.

2.4.1. Security Solutions

This section discusses proposed security paradigms, which will be decomposed into the CIA model
described in the section above. As mentioned by [86]: "All countermeasures have some value, but no
countermeasure is perfect.” The same holds for the security solutions proposed for ADS-B. This can
be clearly seen in figure 2.3 where there is no single protocol or security paradigm which encompasses
the entire CIA security model.

Cryptography Methods

Security solutions which aim to ensure confidentiality and a form of authentication in the ads-b protocol
are cryptography methods. Cryptography is a method which protects information and ensures confiden-
tiality and or authentication, such that only the intended receiver has access to the information of the
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message [25]. Three main types of cryptographic methods can be identified, symmetric, asymmetric
and hash [25]. As mentioned by [109], changing ADS-B to an encrypted protocol can be problematic.
First of all because ADS-B is currently an international protocol which means the encryption method
must adhere to existing policies and technological limitations regarding the use of ADS-B [109]. Sec-
ondly, ADS-B is bandwidth and interference constrained. The number of aircraft that the system can
support is limited by interference, increasing the message length to accommodate encryption methods
will further reduce this [109]. Moreover, ADS-B operates in an "cryptographically untrusted environ-
ment” this means that all encryption hardware, software and keys will become available for possible
malicious groups [109].

Symmetric Encryption Symmetric encryption algorithms derives its name by the way keys are used
and shared between sender and recipient. In symmetric encryption, a single public key is used for both
encryption and decryption [31]. Multiple symmetric encryption security measures have been posed
for ADS-B such as [31] who proposed a Format Preserving Encryption (FPE) method. This is an
encryption method which encrypts a message without changing the data format of the message [10].
This format preserving encryption will enable the ADS-B protocol to retain message format while being
presented in an encrypted format. The advantages of symmetric key encryption is that data format
can be kept the same. The problems however arise with key management, if the decryption key is
leaked, the encryption is compromised. As stated above, the environment in which ads-b operates is
"cryptographically untrusted”, this will make key management difficult.

Asymmetric Key Encryption Asymmetric key encryption is an encryption scheme which distributes
public-private key pairs through an infrastructure called the Public-Key Infrastructure (PKI) [109]. Here
every user of the protocol has its own public-private key pair coupled with their own identity. This public-
private key will have to be managed by the Certificate-Authority (CA). The message sender will encrypt
the message with the public key and the recipient of the message will decrypt the message using their
private key [109]. The drawbacks of asymmetric encryption are that the message lengths of ADS-B
will have to be increased to accommodate key ciphers. Furthermore, implementing a PKI would be
expensive [111]. [109], discusses a possible asymmetric key encryption paradigm to secure ADS-B,
but this needs a full key management infrastructure and requires key signatures of at least 448 bits.
This is four times the length of an 1090ES ADS-B message [109]. When using asymmetric encryption,
the sender needs to know the recipient before the transmission, as with the SSR. This could degrade
the positive effects of the ADS-B real time location data [5].

Hashing Techniques A hash or hash function is a function which will map an input of some arbitrary
length, to an output of a fixed length. A cryptographic hash function will have to be non-invertible and
unique in the sense that its difficult to find two of the same outputs [73]. Some cryptographic security
solutions proposed to secure are built around the use of hash functions, such as blockchain methods.
A blockchain is in essence a distributed database or network which records all events that have been
executed in the database network. Blockchain frameworks, consist of blocks which contain information
on the state of the network. Moreover, the blocks contain data and the blocks hash value including the
hash value from the previous block. The blocks are linked in a chain because it incorporates the pre-
vious blocks hash value. Each entity in the blockchain will save its own copy of the blockchain. The
chain coupled with the distribution will ensure security in the blockchain database [24]. This technology
could be applied to provide a solution for ADS-B security issues. With for example [76] proposing a
blockchain inspired PKI framework to authenticate and secure ADS-B.

Besides the three main techniques of cryptography, multiple different paradigms exist which incorporate
cryptography. Such as retroactive publication, which separately sends a Media Access Control (MAC)
to authenticate the sender. An example of this is the proposed protocol by [72], which aims to en-
sure message authentication without changing the ADS-B protocol or hardware. Furthermore hybrid
cryptography techniques can also be employed, these techniques as the name suggests combine the
elements of the different types discussed above. An example of such a technique proposed by [13],
the technique proposed called TESLA combines both the asymmetric, symmetric and retroactive pub-
lication paradigms to authenticate ADS-B messages.
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Spread Spectrum Technologies

Technologies which aim to ensure availability and in some forms authentication in the ADS-B proto-
col are spread spectrum technologies. Most use cases of spread spectrum technologies in wireless
networks are to mitigate eavesdropping and jamming attacks [111]. Different forms of spread spec-
trum technologies exist such as Direct Sequence Spread Spectrum (DSSS) and Frequency-Hopping
Spread Spectrum (FHSS). DSSS uses a Pseudo Random Noise (PSN) code, which divides the fre-
quency spectrum a wireless communication protocol occupies. It than uses the PRN code to modulate
the transmitted signal such that it is spread over a wider bandwidth [107]. The signal received is de-
modulated by the receiver using the same PRN code. Because of this, there is also the need for key
management and distribution (the PRN code in DSSS) [111]. However, non-coordinated spread spec-
trum technologies exist. Uncoordinated Spread Spectrum (UDSSS) is such a technique which does not
pre-share the PRN code, but the PRN code is chosen randomly from a set of publicly available codes
[71]. Everyone with the publicly available set of PRN sequences can decode the message [71]. Al-
though this does protects from jamming and modification attacks, spread spectrum technologies have
an inherent low performance and prolonged transmission times will make the implementation difficult
on a large system such as ADS-B. Besides this, authentication will only be possible by implementing
a public/private key infrastructure as with some forms of cryptography [95].

Data Verification Techniques

Data verification techniques in ADS-B focus on guaranteeing the integrity of location information pro-
vided by the protocol. The techniques discussed in this section provide methods to find the location of
the transmission without relying on the information provided by the sender. These methods provide pro-
tection against message modification and injection attacks discussed in section 2.2. Furthermore, they
can provide a layer of redundancy when systems such as GPS or primary navigation system failures
[95].

Multilateration Multilateration is a technique which uses multiple ADS-B receivers at different loca-
tions to calculate the time difference of arrival, which are used to calculate hyperboloids to derive the
location of the sender. To derive the full 3D position 4 receivers at different locations will have to receive
the ADS-B signal, the location of the sender has to lie at the intersection of the calculated hyperbolas
from the 4 receivers [95].

Group Verification Group verification is a technique which uses the same principle of multilateration,
but instead of ground receivers, groups of four aircraft will verify location information by other aircraft by
using multilateration [95]. To implement group validation, the protocol has to be changed and probably
new hardware has to be implemented [53].

Data Fusion Data fusion techniques try to combine information from multiple sources to verify data.
In the case of ADS-B this could be to combine information from the PSR ,ADS-B and even flight plan
data to verify location data of aircraft.

Distance Bounding Distance bounding is a technique in which a verifier challenges a prover to prove
its distance from the verifier. The distance is determined by the time difference between the verifiers
challenge and the provers response and the upper limit of signal propogation which is the speed of
light. Distance bounding techniques have been proposed by [49], but require a change in the ADS-B
protocol [111].

Kalman Filtering The most important set of state estimation techniques used is the Kalman filter.
The basic idea behind the kalman filter is the calculation of a weighted average between the measured
and a predicted state,where the weight depends on the level of uncertainty in or noise statistics of
the measurement. Kalman filters have many use cases, they are for example used by airborne GPS
systems to smooth noisy GPS data [53]. Kalman filters can also be used to validate ADS-B data using
the state vector and ADS-B trajectory change (TC) report [53]. [53] states Kalman filters have the
potential to discriminate between consistant and inconsistent ADS-B data which will provide a layer of
security. But mentions that the method can still be easily spoofed [53].
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Radio Frequency Fingerprinting

A technique to identify the transmitter of ADS-B messages could be RF fingerprinting. This method
uses the physical layer of the ADS-B signal to verify ADS-B message sources without changing the
protocol. This method does not require the implementation of cryptographic infrastructures such as the
PKI discussed above. Fingerprinting can be implemented with some changes to the software of the
receivers, without changing the current message format as described in section 2.1.3. Fingerprinting
and its different types will be extensively discussed in chapter 3.
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2.4.2. Overview

An overview of the security solutions and how they protect against the different types of attacks possible
on the ADS-B system is shown in table 2.2. The security methods discussed above and how they relate
to the CIA security model are shown in table 2.3. Furthermore, a large overview of most of the security
protocols discussed and how they relate to the CIA model is shown in 2.3. The openness of the system
is an important aspect [111], full confidentiality would mitigate the many advantages the open protocol
has. Another important feature to consider is the overall cost of implementation. methods such as
the cryptography and spread-spectrum methods, will need a change in communication protocol and in
some instances even a change in hardware. This will make the implementation costly. As said by the
[40], the implementation was done relatively quick because of the open nature of the protocol, because
of this, it can be argued that an implementation requiring a large investment of money and resources
by regulators and airlines will probably be difficult to implement.

As can be seen, no method will provide full security and adequate protection against all attacks. [111]
proposes a multi-layer protection system which uses multiple methods to ensure security. Besides this
[111] proposes that it is better to adopt a system which does not require a change in protocol, because
this is easier to implement. Fingerprinting technology can be currently used to provide a secure broad-
cast identification layer which aims to prevent message injection, spoofing and modification attacks
without a change in protocol which will retain the open nature. RF Fingerprinting to secure the ADS-B
protocol will be further investigated in this thesis.

\ | Eavesdropping | Message: Injection/modification | Jamming/Deletion |

Cryptography Methods v v X
Spread Spectrum Technologies v X v
Data Verification Techniques X v X
Fingerprinting X v X

Table 2.2: Attacks and security solutions derived from [95]

] | Confidentiality | Integrity:Authorization | Integrity: Data | Availability |

Cryptography Methods v v v X
Spread Spectrum Technologies v X X v
Data Verification Techniques X X v X
RF Fingerprinting X v X X

Table 2.3: Comparison of security solutions derived from [111] and [95]

2.4.3. Openness, Privacy And Security Dilemmas

The privacy and security implications of the ADS-B system is two-sided. On the one hand there are
obvious concerns and weaknesses regarding privacy and security surrounding the protocol. On the
other hand, one of the key factors in the success and implementation of ADS-B is its openness. Also,
as stated by [95] full security and if possible privacy would possibly require the development of new
message types or new protocols. [60] highlights the dilemma that increasing security of ADS-B will
reduce the functionality of the protocol, which could reduce the safety. These trade offs should be
considered when implementing security solutions for ADS-B [60]. But due to the high number of security
vulnerabilities in ADS-B, there is a call for the implementation of security methods in ADS-B [47, 111,
95, 23, 84]. Besides this, the likelihood of these systems being attacked by the methods mentioned
in 2.2 should be considered. RF fingerprinting is a lightweight identification method, meaning that it
does not require a change in protocol or a large cryptography infrastructure. Furthermore, it does not
impede the advantages of the open nature of the system. Because of this, RF fingerprinting for ADS-B
is investigated in this thesis.
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2.5. Communication

Communication between air traffic control the air operator and aircraft is key for a safe operation. Cur-
rently almost all communication between ATC and pilots is the VHF radio voice communication [98].
More forms of message based communication include ACARS and CPDLC. This section will discuss
these methods and their technical aspects and some of the security and privacy implications identified.

2.5.1. VHF-Radio Voice Communication

Currently, the primary means of communication in aviation is the VHF-radio voice communication. VHF-
radio voice communication is an analog AM form of radio communication which enables aircraft to
communicate by voice with among others, air traffic control and other air traffic. The VHF bandwidth
reserved for aviation 118 to 137 [Mhz]. In the 1980s the bandwith was separated using a 25kHz channel
which rendered about 760 channels. Each channel can be assigned to a ground station such as an
air traffic control tower at an airport. The communication works on a half-duplex basis, which means
that two way communication is possible, but no two stations can communicate on the same channel
at the same time. This is also called "push to talk” [48]. Most of the radio channels are assigned
to air traffic control stations with the remainder assigned to AOC. The AOC uses the channels for
a data service called Aircraft Communication Adressing and Reporting System (ACARS) which will
be discussed in section 2.5.2. Increasing growth in aviation traffic coupled with the fixed nature of
frequency spectrum allocation, has lead to a depleted spectrum. This caused the EASA to implement
a new channel separation in Europe of 8,33 [KHz] instead of 25 [kHz] rendering 2280 channels [11]. The
VHF voice communications demand a high cognitive workload from the pilots and air traffic controllers.
To further meet the increase in aviation traffic and volume, a transition is needed from the voice-only
communication to a long term solution [48].

2.5.2. ACARS

The first form of data link communications in aviation was implemented with ACARS. ACARS was
implemented in the late 1970s to accommodate communications between the AOC and aircraft. The
ACARS system is a data-link between the aircraft and ground stations which makes it possible to send
text data over VHF. ACARS is mostly used by the airlines operation control but in the last two decades
the system was extended to be used by ATC [48]. ATC uses the system to communicate with pilots
to provide clearances or flight information. The advantage of text information instead of voice reduces
the possibility of misinterpretation, and relieves the highly congested VHF radio communications [15].
The AOC employs the system to request maintenance information such as component, performance
or flight parameter data to support their operation [120]. ACARS makes use of multiple subsystems
and can also be transmitted via SATCOM and HF radio. ACARS messages are transmitted at a 2400
bps bit rate. And makes use of the Amplitude Modulation - Minimum Shift Keying [51]. ACARS has
110 different types of messages, for example: current fuel consumption, engine data, estimated time
of arrival as well as free text [102]. Two different types of ACARS messages exist: uplink and downlink.
The first being a ground station transmitting to an aircraft, and the other vice versa. The ACARS system
has limitations such as message length constraints [48]. Therefore new improvements of the system
and protocol have been developed and implemented in the form of CPDLC and ACARS over VDL2
which will be discussed in section 2.5.4.
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2.5.3. CPDLC

CPDLC is text message communication with aircraft and controllers. As mentioned above the earliest
form of CPDLC was over ACARS. To further improve, modernize and promote the usage of con-
troller/pilot data links the ICAO recommended new standards. This has lead to the development of
the Future Air Navigation System (FANS). FANS is a system which enables CPDLC over either VHF,
HF or Satcom. Both Boeing (FANS-1) and Airbus (FANS-A) developed implementations of the system,
therefore FANS is usually referred to as FANS-1/A. To improve the capability of CPDLC over the earlier
ACARS implementation, new VHF datalink schemes have been implemented such as VDL-2 this pro-
vides some advantages such as higher bit-rate [15]. Furthermore, the FANS-1/A system blends with
the aircraft avionics such that instructions are integrated with the aircraft its flight management system
[15]. How FANS1/A compares to ACARS and how both systems are technically implemented is shown
in table 2.4.

AOC ATC Technical Implementation
- Text Communication - VHF/HF/Satcom
C - Departure Clearance - 2.4 kBit/s
ACARS -Text Communication | _ Oceanic Clearance - MSK modulation
- ATIS Information - Character oriented
- ADS-C :é/:—lg(;/;bg/HF/Satcom
FANS-1/A | No usage for AOC - CPDLC - D8PSK Modulation

- ACARS over FANS-1/A (AVLC) | Bit oriented

Table 2.4: Comparison of ACARS and FANS adopted from [15]

2.5.4. VDL-2

VHF data link(VDL) is the protocol which can transmit CPDLC and ACARS over VHF via the FANS-
1/A systems. 4 versions of VDL have been developed. The first VDL1 was a version which utilised
analog radios which is considered outdated and was thus never adopted. The second VDL2 is the
only adopted and implemented VDL. The third VDL3 was a versions which tried to implement a form
of digitized voice communications, but airlines did not adopt this technology due to complexity. Lastly
VDL4 was a contender to be the physical layer for ADS-B, but was not implemented in favour of the
Mode-S extended protocol which is discussed in section 2.1.3 [58].

VDL2 is the physical layer which enables CPDLC over VHF. One of its others uses is the ability to
send ACARS messages, which is called ACARS over AVLC, AVLC is the aviation VHF link control
which contain the data of the VDL2 messages [58]. ACARS messages as described in section 2.5.2
were initially sent out over VHF analog radios, this is also referred to as POA or plain old ACARS. The
VDL2 system provides better performance such as a higher bit rate and is a more modern communica-
tions protocol as compared to POA [51]. Further differences in technical specifications of both systems
can be seen in the table above. Currently the VDL2 datalink is the most used form of digital communi-
cation in aviation [45]. VDL2 shares the same VHF band as the VHF radio voice communication (118
[MHz] - 137 [MHZz]). VDL2 uses a D8PSK modulation scheme, which encodes the message in the
phase domain.
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D8PSK modulation or differential 8-ary phase shift keying is the modulation method of VDL2. This is
a form of phase modulation, which as the name suggests modulates the signals carrier wave, such
that the phase changes of the signal contain the data of the message. Before a VDL2 message is
transmitted the input bits are mapped to a phase difference in the signal wave using Gray code. Using
Gray code has the advantage that if a bit error occurs during for example the transmission, the error
will be smaller as compared to using normal binary code [65]. In D8PSK bits are mapped to phase
differences by using the following constellation diagram and phase encoding see figure 2.4 & table 2.5.

011
010 001

110 ; 000

111 100
101

Figure 2.4: D8PSK constellation diagram reprinted from [58]
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0 0 0 0.007
0 0 1 0.25m
0 1 1 0.507
0 1 0 0.757
1 1 0 1.007
1 1 1 1.257
1 0 1 1.50m
1 0 0 1.75m

Table 2.5: D8PSK phase difference encoding adopted from [65]

As can be seen each symbol consists of three bits mapped by a phase difference. Because D8PSK
does not use a reference phase to achieve phase coherence in a message, message bits are demod-
ulated using the difference in phase with respect from the previous symbol or signalling interval, hence
the name ’differential’. To do this 2 requirements have to be fulfilled, the channel effects and the trans-
mitter oscillator have to be stable enough such that unknown phase changes are very slow such that
the phase is effectively constant from one signal interval or symbol through the next. The second re-
quirement is that the phase of the current symbol interval has to have a relationship with the previous
interval [119]. The first requirement is fulfilled by using a proper transmitter oscillator and the second
is fulfilled by differential encoding the phase using the current and previous phase of the signal [65]:

Or = dp—1 + Ady, (2.1)

After the signal has been differential encoded, the modulated signal s(¢) can be obtained by separately
modulating the signal by its in-phase (I) and quadrature (Q) components before adding these.

2.5.5. VDL-2 Message Format

A VDL2 message consists of a training sequence and the message data. Before a sequence of mes-
sages is sent the training sequence ensures consists of five sequences: the transmission ramp up,
bit synchronization, symbol, transmission length and header FEC. The transmitter ramp up is there
to setup the transmitter power stabilization and receiver gain control [65], the synchronisation code is
there for the receiver of the message to find the synchronisation point of the message and consists of
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a fixed known sequence of bits [58]. The FEC or forward error correction enables the receiver to detect
bit errors in the message data. The message data is sent using AVLC frames. For purposes of brevity
this is not discussed in detail, it is however to be noted, that the message data always includes the
24-bit ICAO address of the sender of the message.

Transmitter ramp up Bit- Reserved Transmission Header Message
and power stabilization Synchronisation Symbol Length FEC g
5 symbols (15 bits) 16 symbols (48 bits) 1 symbol (3 bits) 17 bits 5 bits Variable length (AVLC Frame)

Table 2.6: VDL2 transmission [65]

2.5.6. Security & Privacy Implications

Like the previously described ADS-B protocol the ACARS and CPDLC systems have not been designed
with security as a main concern [15, 28]. Most ACARS messages are sent in plain text, which leaves
it vulnerable for eavesdropping attacks and can lead to privacy implications. [87], demonstrated that
ACARS is sometimes used by commercial aviation to transmit sensitive information such as medical
data of passengers or even credit card information. Intercepting these kinds of messages can lead to
obvious privacy infringements. But the undermining of privacy is mostly due misuse of the system [89].
Besides this the authors [28] demonstrated that CPDLC messages over VDL2 can be injected using
relatively cheap software defined radios. The CIA security model can also be applied to evaluate the
security of CPDLC and ACARS over FANS1/A.

Confidentiality As described above, if sensitive information is sent out over ACARS the message
can be easily intercepted and privacy breached if privacy sensitive information is sent because CPDLC
and ACARS messages are sent out using plain text. This will lead to problems if the system is not used
correctly and privacy sensitive information is transmitted over these channels.

Integrity the controller and pilots need to be sure the sources of information are authentic and can
be identified as the legitimate transmitters. Furthermore, the messages received should not have been
modified by non legitimate actors. Clearances sent out by possible attackers can lead to dangerous
situations. An example of such an attack took place with VHF-voice communications in Melbourne,
where a non-authorised person gave false information to air traffic, [114]. This could also be done with
CPDLC over VDL2 because the logon process of CPDLC is transparent.

Availability For ATC and AOC availability is critical. Denial of service or jamming attacks can lead
to pilots not receiving clearance instructions which can have a disruptive effect on air traffic if attack-
ers disrupt multiple channels [15]. Both the CPDLC and ACARS do not have an identification scheme
robust to attacks [15] and can thus be easily spoofed. This vulnerability was also demonstrated by [28].

As with ADS-B, there are numerous of different countermeasures available to provide more security in
CPDLC and ACARS over VDL2. Examples are the discussed cryptography methods such as symmet-
ric and asymmetric encryption. Again here not a single method will be able to provide full security.



Radio Frequency Fingerprinting

Traditionally, most wireless transmitting devices are identified or authenticated by an address which
is transmitted by this device. Examples of these are the unique 24-bit ICAO code sent out by ADS-B
transponders or the MAC-address of a device connected to the internet. These addresses are used to
uniquely identify the transmitting device. The problem is however that these addresses can be spoofed
such that an attacker is able to impersonate a device. The possibility to spoof wireless transmitting de-
vices and to impersonate or inject messages by non authorized transmitters has obvious implications
for the integrity of the wireless protocol. A way to uniquely identify and authorize a transmitting device
by the receiver is to identify the device by its physical layer fingerprint [91]. The process of identifying a
signal by retrieving the signals unique physical layer features due to hardware imperfections is called
Radio Frequency Fingerprinting [75]. It has been shown that due to randomness in the manufactur-
ing process of wireless devices, small imperfections arise which have an effect on the features of the
signals these devices transmit. These imperfections can be exploited to uniquely identify the signals
transmitter. Moreover, the likelihood that two of the same transmitters have exactly the same fingerprint
is very low [75]. This renders radio frequency fingerprints usable to provide an extra identification layer
which provides more security and integrity in the wireless protocol. RF-Fingerprinting could be used to
provide a fingerprint for many different devices [91]. Examples of applications are the fingerprinting of
ADS-B signals [116] to identify aircraft, Wifi devices [44] and push to talk radio transmitters [104].

This chapter will discuss the paradigm of RF fingerprinting identification and requirements for RF fin-
gerprinting fingerprinting, afterwards it will discuss some of the different types of features that can be
extracted to be used to fingerprint wireless devices. Furthermore, it will be discussed how radio fre-
quency fingerprinting can be applied to identify aviation surveillance and communication signals for
ADS-B and VDL2 to provide an extra identification layer.

21
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3.1. Origins of the RF Fingerprint

Because there is an inherent degree of variance and tolerances in the accuracy of manufacturing radio
transmitter components. No signal transmitter will be able to transmit the theoretically perfect signal.
Even if transmitting device is from the same manufacturer, it will still have some minute differences [57].
These imperfections are the actual physical constructs that enable RF fingerprinting. As can be seen
from figure 3.1. Before transmission a number of digital and analog components will have their effect
on the eventual signal transmitted, with each their corresponding small error on the signal. Examples of
the transmitter imperfections are the modulation errors produced by the modulator, frequency offset and
phase noise by the oscillator and non-linear distortion produced by the amplifier. During transmission
traces of these effects can be found in the signal. This trace is called the RF fingerprint, because these
errors are inherent to the device transmitter they are very difficult to be reproduced and can thus be
exploited to identify specific devices [57].

Modulation error Self-interference Nonlinear amplifier
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Figure 3.1: Universal software radio transmission reprinted from [57]
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3.2. Physical Layer Identification

Physical layer identification is providing the identity of devices through the physical characteristics of the
wireless device [91]. The physical layer fingerprint of the signals transmitter is based upon imperfections
of the hardware. The goal of physical layer identification is to extract these features to create a Radio
Frequency Fingerprint (RFF) of devices. A library of known devices their RFFs should be created to
provide a list of which devices are able to transmit messages. The receiving devices should use this
library to classify if the fingerprint of the received signal compares with that of a known fingerprint. This
will authenticate if a message is from a known sender. To provide a usable layer of identification, the
radio frequency fingerprints and devices should fulfill the following conditions [91]:

 Universality: Every device should have features which are used for fingerprinting
* Uniqueness: Every device should be have an unique fingerprint

* Permanence: The fingerprints should be time and environment invariant.

* Collectability: The fingerprints should be obtainable with existing equipment

* Robustness: The fingerprints should be evaluated and robust to changes in device aspects such
as temperature/voltage and external environmental aspect such as effects of signal reflection or
absorption

Many different features based on protocol in signals can be exploited and combined to provide a fin-
gerprint. An RF fingerprinting method usually consist of multiple steps, which depend heavily on the
application, type of fingerprinting in terms of features and classification strategy. But in general most
of the techniques consist of the following steps [112]:

Identifying Relevant Features — Extracting and modelling Features — Device Identification
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The first step to create a physical layer security system based on RF fingerprinting is to identify the
relevant features which could be used to fingerprint devices. In other words, which parts of the re-
ceived signal should be focused on to identify the transmitter of the signal. The next step is to extract
and model these features which usually requires signal processing techniques such as the PSD, con-
stellation diagrams or by directly utilising the sampled IQ data of the signal. The final step is to identify
the device. This is usually done by training a machine learning algorithm to utilize the identified and
extracted features [112]. The steps mentioned above will be further elaborated upon in the coming
sections.

3.3. RF-Fingerprinting Techniques

The techniques used to fingerprint devices vary widely based on different types of protocols, devices
and features. One of the main challenges in RFF is the selection and extraction of the features in the
signal [91]. Feature extraction and selection can be divided into three different types of techniques
depending on which parts of the signal the features for fingerprinting are extracted from. Namely:
transient-based, steady state-based and other approaches [91]. Transient RF-fingerprinting focuses as
the name suggests on the transient part of the signal, which means the part between the first reception
of the transmission and the actual steady-state data packet. An example of an application of a transient
based RF fingerprinting technique is by [52]. Where wifi devices were identified based on their energy
in the transient part of the signal. Transient based methods can provide a very high accuracy in terms
of classification performance. The problem however is that it is very difficult to extract the transient part
of signals and very high sampling rates are needed [91]. This requires very expensive receivers [83].
Steady state based methods make use of the steady-state part of the signal. The obvious problem
with this is that the steady state part depends on the data being transmitted and is thus subject to
change with different transmissions. This can be problematic for identification. It is however possible
to focus on certain parts of the transmission which do not change between transmissions, such as the
preamble which is present in most wireless transmissions [83]. An example of this is the work by [35]
which utilises the preamble of the signal to fingerprint ADS-B transmitters. Other approaches which
can not be classified to be either a transient or steady state approach make use of specific features
of a certain protocol, for example [96] proposed utilising a clock skew approach to fingerprint aircraft
transponders. A clock skew method makes uses of the minute differences in timing of transmissions
of data between different devices.

3.3.1. Feature Extraction

There are numerous amounts of different features that can be extracted to be utilised for fingerprinting.
Features can be subdivided into both location-dependent and location-independent features [91]. To
correctly RF-fingerprint devices, the permanence requirement mentioned above should be satisfied,
therefore the features extracted should be mostly determined by the transmitter characteristics and
not be subject to much noise coming from for example the channel in which the signal propagates.
RF-fingerprinting can also be applied to localisation, therefore location dependent features are briefly
mentioned as well, [115] provides an overview of the different applications of localisation using RF-
Fingerprinting. This section will discuss the different methods which could be used to extract features
to RF fingerprint for identification.

As mentioned before, due to imperfections in analog components of radio transmitters. Certain imper-
fections arise in the transmitted signal which can be exploited to extract the fingerprint of the transmitter.
Despite these imperfections the transmission usually still guarantees that the signal is fully within pro-
tocol boundaries. A number of different location-independent features can be exploited from the signal
to provide a fingerprint. There are a high variety of methods and features to use for fingerprinting.
[91] highlights multiple useful methods to extract features for fingerprinting devices. Methods include
using raw time domain 1Q signal data. another method is to estimate the signals Power Spectral Den-
sity (PSD) coefficients. The PSD coefficients can be used to fingerprint the devices transmitting the
signal [91]. Choosing a correct method to identify features is heavily dependant of the type of signal
being considered.
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3.3.2. Feature Extraction Using IQ Data

Radio frequency signals can be sampled and represented as 1Q data. This complex time domain (TD)
data represents the collected RF signals. The signals sampled data points (n) are represented as in
phase (I) and quadrature (Q) data. With the signal represented as [106]:

stp(n) = Irp(n) + jQrp(n) (3.1)

This raw signal data can be directly used to extract features of the transmitter. Furthermore, from this
expression a number of signal attributes such as amplitude phase and frequency can be derived [106]:

a(n) =/ Bip(n) + Q3 p(n) (3.2)
(n) = mnl[?fg((:)) (3.3)
fln) = - A= =D (3.4)

These basic physical layer features could be used to provide fingerprints. For example, [21] used these
features with a feature dimensionality reduction technique to identify transmitters. There are multiple
methods to use the 1Q data of signals to extract features for RF fingerprinting. Some of the more recent
publications in the field focus more on the direct utilisation of IQ samples and utilise machine learning
methods to extract features. Some examples of these are [43] and [44].

Features in the Modulation Domain

The radio signals of interest in this literature survey ADS-B and VDL-2. Both make use of some form
of digital modulation to transmit data. During signal modulation, errors can occur due to hardware
imperfections or impairments [16]. The raw 1Q data collected of a signal can be used to determine
different features based on modulation errors. [16] used the differences of 1Q data-points collected
with that of an ideal signal (the signal which is ideally modulated, also referred to as target signal).
There are multiple possible features to identify a transmitter based on the differences between the
collected IQ sample of the signal and an ideally modulated 1Q signal. [16] makes a distinction between
individual IQ data points and the entire IQ data spectrum. The features of individual 1Q data points and
the ideally modulated signal are. [16]:
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Figure 3.2: Possible features of individual IQ data points reprinted from [16].
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To extract more features from the 1Q data, instead of looking at individual data points the entire 1Q data
set can also be examined and compared with the ideally modulated signal [16]:

+ 1Q origin offsets: This is the distance between the origin of the ideal IQ plane and that of the
observed 1Q samples.

» Frequency Errors: This is the difference between the ideal carrier frequency, and the observed
carrier frequency of the signal.

* SYNC Correlation: This is the correlation of signals from the SYNC section. SYNC is the part of
the signal that precedes the data to synchronize the transmitter and receiver.

Some research has made use of the constellation or modulation errors to provide features for RF fin-
gerprinting. Such as [16], [1] and [66].

Besides the feature extraction methods discussed in the sections above, many more exist such as
the use of the Discrete Wavelet Transform by [36]. The variety in the different types of features used
is to high to mention. And every possible method and depends heavily on the protocol or device
considered for RF fingerprinting. In section 3.5 the current research on fingerprinting and feature iden-
tification and extraction for aviation communication protocols, such as ADS-B and VDL?2 is discussed
more specifically.

3.3.3. Location-Dependent Features

The fingerprinting feature extraction techniques discussed so far focus on device identification. But RF
fingerprinting can be applied to finding the location of the transmitting device as well [91]. The features
used to identify the location of transmitters must be location dependant. On of the most used feature
in location identification is the radio signal strength [91]. Since this thesis focuses on an identification
scheme instead of a data verification application of RF fingerprinting, it is only briefly mentioned here.
[115] provides an overview of the different applications of localisation using RF-Fingerprinting.

3.3.4. Feature Extraction Using Deep Learning

The features of the fingerprint initially had to be extracted using feature extraction methods such as
the ones described above. Deep learning methods can also be utilised for this task, because deep
learning methods have the ability to learn and extract features based on data [118]. Furthermore, it
can be very hard to engineer features by hand from the radio signals which are affected by noise from
the channel, multipath effects or interference. Because features extraction methods, such as features
extracted using the modulation domain, are based on the errors between the ideally modulated signal
and the received signal, they are protocol specific. For example, the protocols of interest in this thesis
ADS-B and VDL2 have different types of modulation, trying to extracted features based on modulation
errors will require a protocol specific feature extraction method. This is where deep learning can also
be very helpful, because these methods can adapt to different tasks, a single deep learning model can
be utilised for multiple different signal protocols [118].

3.4. Device Identification

After relevant features have been selected and extracted to provide an RF fingerprinting. An algorithm
should be devised which could identify the transmitting device. An algorithm is to be used to identify
and assign the received signal to the correct transmitter [70]. Classification algorithms, utilise a set of
labeled data or, in the case of RF fingerprinting, a set of devices from which the RF fingerprints are
known. The algorithm then classifies from which device the signal was transmitted from. Chapter 4 will
further elaborate on the machine learning methods utilised for RF fingerprinting.
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3.5. RF Fingerprinting for Aerospace Signals

To provide more security and identification in wireless protocols, RF fingerprinting for radiometric iden-
tification to improve security has been a topic of interest for many researchers. RF fingerprinting has
been shown to be possible for many different applications, such as wifi, bluetooth and zigbee devices:
[61],[36] and [33]. As mentioned in chapter 2, most of the wireless protocols currently being used in
aviation communication and surveillance, do not provide a fully secure identification scheme and can
be easily spoofed. RF fingerprinting described in this chapter can provide identification by uniquely
identifying the devices transmitting the signals. Since signals such as ADS-B and CPDLC VDL2 are
periodically transmitted by aircraft, aircraft identification based on RF fingerprinting these signals is
possible [67].

The following sections will further elaborate on the current state of the art in research of RF finger-
printing specifically for aerospace signals.

3.5.1. VHF Radio Voice Communication

As shown in chapter 2 aircraft transmit and receive numerous amounts of different types of signals
for communication and surveillance. In aviation communications, the main form of communication be-
tween air traffic control and pilots is the VHF-radio voice communication. VHF voice communication
is the least trusted communication paradigm in aviation [99]. Because of this, some security mea-
sures have been proposed to provide speaker verification based on watermarking [30]. Furthermore,
research has been done on using voice data and machine learning to authenticate and verify the speak-
ers in the voice channel [32]. It has been shown that RF fingerprinting on mobile VHF transmitters is
possible, for example in the research of [103]. But there is an apparent gap in RF fingerprinting for
aviation VHF radio voice communication, which is most likely also due to a number of impracticalities,
such that device identification will not give identification of the person using the device. A better method
would be to identify speakers, such as in the research of [105] where a speaker authorization module
was developed using a deep neural network (DNN).

3.5.2. VHF Data Link

Chapter 2, discussed various VHF data link communications currently used in commercial aviation,
namely: CPDLC(VDL-2) and ACARS. [15], showed that the lack of verification and identification leave
the communications protocol vulnerable for impersonation attacks. RF fingerprinting the devices could
provide a layer of physical identification of the transmitters. RF fingerprinting for ACARS (POA) mes-
sages has been a topic of research by [116]. In the research a large ACARS (POA) data set (900,000
samples from 3143 aircraft) was used. The fingerprints were extracted from the raw signal samples
using an inception residual neural networks. It was furthermore shown that the network could also
work for ADS-B type signals, but no research was done on if fingerprinting using the combination of
both signals could be used for aircraft identification. It should also be noted that the authors make no
remarks which parts of the signal were used for fingerprinting, since the machine learning method could
possibly learn to cheat on the identifier (24bit ICAO) which is sent in the message. Also, the sampling
rate was very high at 192MS/s. As to the best of knowledge, no research has been found on the RF
fingerprinting of VDL2 or (ACARS over AVLC) signals. There is thus an apparent research gap in the
RF fingerprinting of the VDL2 type of messages. There has however been research with signal types
comparable to the modulation scheme of VDL2. In [39], the authors devised a RF fingerprinting method
for among others DSSS-DQPSK modulated signal. This signal differs from the D8PSK scheme in that
the phase differences between symbols are always /2 instead of =/4. Furthermore D8PSK does not
use DSSS.
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3.5.3. ADS-B Fingerprinting

The ADS-B, or automatic dependent surveillance broadcast is one of the cornerstones in the moderni-
sation of aviation. Many authors have expressed concerns regarding the security of ADS-B [95][60][55].
This has lead to research in numerous different kinds of possible solutions to improve security in the
ADS-B protocol, among others full encryption, data verification techniques and even blockchain tech-
nologies. One of the researched techniques has been radio frequency fingerprinting. Radio frequency
fingerprinting has been proven to be possible with the transmitted ADS-B signal with a great diversity
in the type of fingerprinting and the features used to fingerprint. This section will discuss most of the
recent publications on this subject.

ADS-B Fingerprinting Features

Most of the published work on ADS-B fingerprinting used 1Q data to provide the features for finger-
printing with many employing machine learning techniques such as a neural network to feed 1Q data
directly in a neural network to provide a classification of the aircraft transponder transmitting the ADS-B
signal. Some focused on inter arrival times of different types of ADS-B messages, such as velocity,
position and identification [96] or on specific signal features such as the ADS-B signal’s phase-pattern.
The ICAO standards of the ADS-B protocol provide an overview of the signals requirements and toler-
ances, from [55]:

* Carrier Frequency should be 1090 + 1MHz
* Pulse Width: 0.5 4+ 0.05us rise time

* message amplitude can change in +1 dB

* No phase restrictions

Carrier Phase-Pattern

Because the ADS-B message protocol described by ICAO standards does not provide a restriction
on the message carrier phase, the authors of [55] and [113] used this feature as a means to classify
and identify aircraft. To estimate the phase pattern of the received message, a maximum likelihood
estimator which estimates the phase pattern of each received bit in a full not taking into account the
preamble, 112 bit ADS-B message. Signal sampling was done at a rate of 100Msamples/s [55]. The
phase pattern of each message was extracted and showed that a distinction could be made between
different types of phase pattern behaviour of the carrier. The phase behaviours of different types of
transponders can be separated into seven classes, linear, quadratic, oscillating, non-coherent, mixed:
quadratic & linear and wave [55]. The authors state that about 50% of all aircraft have a distinct rep-
resentative phase pattern. From which 93 % could be correctly classified by a neural network [55].
The authors did not identify distinct aircraft, but classified the class of phase pattern of transponder
signal. This classification based solely on the carrier phase pattern thus limits itself in to only seven
classes, which implies limited effectiveness [113]. The carrier phase pattern feature was used in [55]
to develop an intruder detection algorithm. This intruder detection algorithm was further developed to
contain more features such as the carrier frequency features in [56]. Furthermore [67] used the phase
pattern to try to identify different aircraft using a convolutional neural network with four layers with an
accuracy of 41.9 %. In a more recent study, [113] also used the phase pattern of the ADS-B message
to classify not only seven classes, but label the aircraft as a separate class. This study used the pairs
of IQ samples to calculate their phases. Using the following relationship [113]:

;[k]
With k as the kth pair of IQ samples. The phases of these IQ samples contain a number of different

features for classification, namely information about the carrier frequency offset and the phase offset.
The ADS-B passband signal can be denoted as [113]:

zp(t) = Re{ﬁx(t)ej%fct} (3.6)

With z(t) = z; + jz,(t) as the baseband signal in complex form f. as the carrier frequency (1090MHz).
With a frequency offset and a phase offset the signhal becomes A f, A¢, the signal becomes [113]:

Ip(t) = Re{\/ix(t)eﬂ”(fﬁAf)HA(p}
— Re{\/i(f(t)e.itﬁ(t))ej%rfct}

o[k] = tan™( (3.5)

(3.7)
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Where the phase is denoted as: ¢(t) = 2rAft + A¢. The rate of change of the phase is the carrier
frequency offset, which is a result of the doppler shift, propagation channel and the transmitter device
specific frequency offset [113].

Signal Classification Using IQ Samples

Raw 1Q data without specifically extracting features such as the phase pattern described above could
also be used for radio frequency fingerprinting. Most of the works used raw 1Q data as input for a deep
learning method which extracted the features and afterwards classified the signals. This has been ap-
plied for ADS-B as well. [35] used the signals from 100 different devices with about 400 signals per
device and used deep neural network with complex valued weights to classify the different devices.
From an ADS-B message. The authors specifically focused on the first part of the message not con-
taining any identification data. Moreover the authors demonstrated the sensitivity of the complex neural
network to identification data in the raw 1Q data points. By focusing on the ICAO 24 bit code alone,
an artificially high accuracy of the network of 99% was achieved [35]. Thus to not focus on the easily
spoofed identification data, only the first part of the message was considered which contains no infor-
mation and is reasonably similar for all devices. The messages were sampled at 20Mhz and only the
initial 164s was considered, which lead to 320 1Q samples per message. The complex neural network
consisted of real and imaginary valued weights and complex activation functions such as ModRelLu
and CRelu. The complex valued neural network proved to achieve an accuracy of 81.4 % in classifying
the different transponders.

3.5.4. Overview

Table 3.1 provides an overview of some of the research on RF fingerprinting for signals that are emitted
from aircraft. As can be seen, the number of different features and input data can vary, but most use
raw |Q data as input. This is useful if different signal protocols are considered for RF fingerprinting using
the same classifier. Furthermore use is made of the phase pattern and the short-time fourier transform.
The performance of the RF fingeprints can vary widely and depends highly on the size of the datasets
used. For example in [44] the performance for a dataset containing 5000 different devices was about
77% for the ResNet50-1D and 53% for the CNN (Baseline Model). Whereas the performance for a
dataset containing 50 devices, was 86% and 92% for both models respectively.

Research | Signal Features or Data set Classifier Performance (Accuracy)
Input Data (Transmitters) Depending on task

[44] ADS-B/WiFi Raw 1Q 5000 CNN/ResNet50-1D  up to 99%

[2] ADS-B/WiFi Raw IQ 100 Recurrent DCN 100%

[92] ADS-B Raw IQ/STFT 1000 Complex CNN up to 86% (100 devices)

[116] ADS-B Contour Stellar Images 5 AlexNet/GoogleNet  >95%

[35] ADS-B Raw IQ 100 Complex CNN 81.6% (focus on preamble)

[79] ADS-B/Wifi Raw 1Q 10000 Dilated Causal CNN  up to 99%

[56] ADS-B Phase Pattern 2942 kNN - (intruder detection)

[67] ADS-B Phase Pattern 274 CNN 41.7%

[20] ACARS/ADS-B  Raw IQ 5157/3022 Inception Res CNN  98.1% / 96.3%

Table 3.1: RF Fingerprinting Research and Performance Comparison



Machine Learning

Machine learning is the term used to describe the set of methods which can automatically detect pat-
terns in data. These learned patterns can afterwards be used to perform different kinds of decision
making under uncertainty [64]. Machine learning can be divided into three main types. The first being
supervised or predictive learning. This type aims to learn a mapping of from input x to output y using
a labeled set of data pairs D = {(x;,y;)}. Here x; in the data set D is known as the set of features,
this could be a time series, images or in the case of radio frequency fingerprinting a received signal,
or features from this received signal. y is the set of labels or target value of data, this is a categorical
value in the case of classification problems. For example, in radio frequency fingerprinting, this is the
label which specifies from which device y; the signal x; was sent. In the case that y is a continuous
variable, it is called a regression problem [14]. Another main type is called unsupervised learning, here
the data to be used for training the machine learning model is not labeled, and the data sets consist
only of the input D = {x;}. Unsupervised learning can have the goal to find groups of similar examples
within a data set, this is called clustering [14]. More examples of unsupervised learning are ways to
determine the distribution of data known as density estimation. The last main type of machine learning
is called reinforcement learning, here the machine learning algorithm does not use labels or optimal
target values as with supervised learning, but has to discover them by using processes of trial and error
[14].

This chapter will discuss the different kinds of machine learning methods that could be employed, specif-
ically for radio frequency fingerprinting.

29
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4.1. Classification Algorithms

Classification is a supervised learning task which is the mapping of an input x to an output class y. With
y being the set of class labels. If the full set of y is two classes, we speak of binary classification, if y
is larger than two it is called multi-class classification [64]. The goal of a classification algorithm is to
estimate the unknown function which maps inputs z to their class labels y: y = f(z). The algorithms
thus acts as a function approximator to output a prediction of a class: § = f(a;) (where the hat indicates
a prediction). In RF fingerprinting for identification, the classification algorithm chosen will have as an
input the signal, or extracted features from this signal and as an output the probability distribution of the
device labels. The eventual prediction of the model will be chosen based on the maximum a posteriori
estimate or MAP, which is in other words the device label which has the highest probability of being
the transmitter of the signal. A high variety of classification algorithms exist. The selection of a correct
algorithm depends highly on the data considered. In RF fingerprinting, the data can be the raw 1Q
samples of the signal received, or an extracted subset of the data which contain the features which was
obtained through feature engineering. Here a distinction can be made between classification methods
which work well when features have been hand picked or processed by humans (feature engineering)
or classification methods which can automatically extract features from the data. Most of the recent
publications in RF fingerprinting utilise methods which can extract features automatically. Because
features are extracted automatically, the algorithms can work for different signal protocols, without
requiring a feature extraction based on the signal. Such as in [3], where a single type of machine
learning algorithm could RF fingerprint both WIFI and ADS-B transmitters. Since automatic feature
extraction is mostly the realm of deep learning methods, it will be discussed in more depth.

4.1.1. Deep Learning

RF fingerprinting discussed in chapter 3 needs some form of a learning classification algorithm to clas-
sify devices. Most of the recent published work in RFF used deep learning methods for this task, such
as: [44, 74, 78]. Deep learning is a type of machine learning which has great flexibility and is very pow-
erful, because it learns to represent the world or data as a nested hierarchy of concepts, in other words
it can build complex concepts by combining or relating simpler concepts [34]. The main motivation to
develop deep learning methods was because traditional machine learning methods, such as support
vector machines did not generalize well enough on tasks which required to learn functions with high
dimensional data such as speech recognition or computer vision [34]. Because with an increase in the
number of dimensions of a machine learning problem, the problem becomes increasingly difficult, this
is also known as the curse of dimensionality. One other important concept in many deep learning prob-
lems is the hypothesis that in high dimensional data, the data of interest lies on a lower dimensional
space embedded in the high dimensional space, this is called a manifold, the learning algorithm should
be able to discover the lower dimensional manifold representation of this useful data [34]. This section
will discuss deep learning methods which have been applied for RFF, starting with the feed-forward
neural network. The methods discussed are based on the theory by [34] unless stated otherwise.
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4.1.2. Feed-Forward Networks

Deep feed-forward networks, feedforward neural networks or Multi-layer Perceptron (MLP) is the archetype
of the deep learning methods. The feedforward network is a function approximator which tries to map
an input z to an output y, or in the case of classification problems an input x to a category y. Also called
MLPs neural networks consist of multiple perceptrons or neurons connected through layers. Percep-
trons are the building blocks of neural networks. The perceptrons take the weighted sum of inputs of the
previous layer, add a bias and pass it through an activation function «. Figure 4.1 shows the diagram of
a perceptron. A feed-forward neural network consists of an input layer, which is connected to a hidden
layer. The hidden layer takes the summed weighted input and passes it through an activation function,
the weighted output of the activation function is afterwards passed through multiple hidden layers or
the output layer. The depth of the network is determined by the number of hidden layers before the
output layer. The hidden layers consist of multiple neurons. Within each neuron the weighted input
vector is converted to a scalar, by summing the weighted inputs and passing them through an activation
function, these neurons thus have the same working principle as a perceptron. The output layer also
has an activation function depending on the problem considered. For a classification with more than
two classes, the output layer is usually a softmax function because it gives an output between 0 and
1 yielding the probability of each class in the output [34]. Section 4.1.2 will discuss the different com-
monly used activation functions. The neural networks have been applied to many different problems
and are very flexible in terms of application [14]. The feed-forward neural network is a universal func-
tion approximator because it can model any suitable smooth function to any desired level of accuracy,
given enough hidden units [38]. Therefore they can be used for radio frequency fingerprinting purposes
aswell.
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Figure 4.1: Diagram of a perceptron.

Activation Functions

The activation functions used in neural networks should be nonlinear to approximate nonlinear func-
tions. This is because the neural network as a whole will remain a linear function if only linear activation
functions are used [34]. This is because successive linear transformations are in itself a linear transfor-
mation. There are many different types of activation functions, and these are still a subject of research
[34]. Choosing an activation function depends on the considered task for the neural network. Currently
the most used activation function for feed-forward neural networks is the ReLU. Some of the most pop-
ular activation functions used in deep learning are:

1
Sigmoid The sigmoid function is defined by o(x) = g [34] states that the sigmoids perform
well with small networks, but suffer from what is known as a vanishing gradient problem. This is be-

cause with small = the functions output is very close to zero, whereas when the input = is large the
output is very close to 1 and the gradient or derivative shrinks to a too small value to be useful for train-
ing. This is an important drawback, because weight updates based on the gradient will not be updated
effectively and thus network training can stall if this happens.

ReLU The rectified linear unit, is currently one of the most used activation functions in neural networks.
It is defined by the function o(x) = max(0, z). This activation function suffers less from the vanishing
gradient problem. This only happens with negative input, when the gradient is always 0. The leaky
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RelLU was developed specially to counter this.

Softmax The softmax function defined by softmax(z;) = Ziim is most often used as the classi-
el
J

fier to output the probability distribution over n distinct classes in multi class classification.

Hyperbolic tangent The hyperbolic tangent: g(z) = tanh(xz). The hyperbolic tangent generally per-
forms better than the sigmoid function [34]. It is often used in recurrent neural networks because the
use of rectified linear functions such as the ReLU do not fulfill the requirements for these types of net-
works [34].

Many more activation functions exist and can be applied for neural networks, the process of select-
ing a correct activation function depends mostly on trial and error [34].

Training

A machine learning method usually needs to be optimized. This refers to the maximization or minimi-
sation of the objective function. The objective function also called, cost function, loss function or error
function is the metric to be maximized or minimised by the training algorithm. The algorithm used for
training in deep learning is usually a gradient descent algorithm. A neural network has a number of
learnable parameters such as the network weights, which are optimised by the gradient descent algo-
rithm. A neural network also has hyper-parameters, which are the parameters that are not learned by
the training algorithm, but rather are the parameters which have an influence on the performance of the
model and model training. Examples of hyper-parameters are: the number of training epochs, number
of neurons in the layers and learning rate of the algorithm.

Loss function As stated above, the learning algorithm needs to minimise a loss function. The loss
function is a measure between the networks desired output and the actual output of the network. The
data which is used during the training of the learnable parameters of the network is called the training
data. This data is input in the network in a so called forward pass, the error is calculated by the loss
function and the learnable parameters are updated by the training algorithm.

Radio frequency fingerprinting is usually an multi-class classification problem, and thus needs a loss
function which is suitable for this. The most used implementation is the cross-entropy method. The
multi class cross entropy error function with T as the matrix of target values (data labels) of N x K with
targets ¢, and model output y, for each output neuron or class k. [68]:

1 N K
ﬁzzfnkln ynk (41)

n=1k=1

Back-propagation

When the network makes a so called, forward pass. The input x is propagated through the network to
result in the network output y. During training back-propagation, the information from the cost function
propagates backwards in the the network to determine the gradient of the loss function with respect to
the learnable parameters or weight vector using the chain rule [34]. After back propagation, the gradient
descent algorithm will update the weights of the network according to an update rule depending on the
type of gradient descent algorithm used. The update rule usually has a learning rate parameter, which
scale the weight updates for each training step, this can be regarded as a hyper parameter [34]. Some
algorithms such as Adam utilise an update rule for the learning rate parameter, such that the learning
rate is adapted at each training step. Choosing a right optimization algorithm is difficult because there
is no general consensus on which is the best algorithm, and it usually depends on the familiarity of the
user. Adam seems to be fairly robust to choices of the hyperparameters [34].
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Regularization

The goal of the machine learning model is to create a model which does not only fit well on the model
training data, but is rather a model which generalises on the problem being considered. In other words,
it prevents overfitting to the training data. Regularization can be thought of as a reduction in generaliza-
tion error, which is not necessarily a reduction in training error [34]. In machine learning, regularization
can be done by constraining the weights of the network by introducing an error term in the cost function,
which penalises the weights. Furthermore, specific for neural networks a dropout layer can be intro-
duced, which randomly drops out neurons in the layer such that neurons do not rely on other neurons,
which is also referred to as co adaptation [37].

4.1.3. Convolutional Neural Networks

Convolutional neural networks are a special kind of neural networks initially designed for computer
vision or image recognition tasks [54]. In traditional pattern recognition or classification problems, fea-
tures were extracted using a hand made feature extractor specific for the problem considered. These
features can after extraction be classified by a trainable classifier such as a feed-forward neural net-
work [54]. For computer vision tasks, this proved to be impractical because the number of variables
would become very high with the number of weights increasing dramatically with the number of vari-
ables or pixels in images. Besides this, the high degree of variability in the location of relevant features
in images leads to feature extraction becoming difficult. Fully connected feed-forward neural networks
could learn to extract the features, with the weights focusing on specific locations in the input space,
but to learn all variability in the inputs a very high number of training instances will probably be required
[54]. This has lead to the development of convolutional neural networks, which use the mathematical
convolution instead of matrix multiplication in a layer of the network, besides this, most neural networks
employ a pooling operation [34].

Convolutional Layer
Convolutional layers perform a convolution of the input layer I with a kernel K. For a one-dimensional
convolution the output of the convolution is [34]:

S(i) = (I« K)(i)=>_ I(n)K(i—n) (4.2)

As can be seen from figure 4.2, the kernel moves over the input space and produces an output layer, in
a CNN this output is usually also fed through an non-linear activation function with the remaining output
layer being referred to as a feature map [34]. The coefficients in the kernel can be thought of as the
weights which can be trained. In the kernel the weights are the same for each input value, this is also
called weight sharing [118]. This has the advantage that the set of weights in the kernel can detect a
specific feature over the entire input space. Even when there is variety in the locations of the features in
the input space, the kernel can detect and extract these features. A convolutional layer usually consists
of multiple kernels from which each produces an output vector. In 2D convolutions such as with image
recognition problems, naturally the input space consists of pixels which are convoluted with a 2D kernel.
As can be seen in the example of figure 4.2 the kernel fits exactly 5 times in the input space. The size of
the kernel is constrained by the input space but can be overcome by using padding of the input space.
The size of the kernel, number of kernels and padding can be regarded as hyperparameters.

Input: [1]2[3[4]5]6]

Kernel: 1]—

output [_3[ 5 7] 8] 1]

Figure 4.2: Visual Representation of a 1D convolution.
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Pooling

The convolutional neural network usually also includes a number of pooling layers. The pooling layers
usually come after a number of convolutional layers. This layer transforms the feature maps of the
convolutions at certain locations of this feature map by comparing the values in the pool by a certain
statistic such as max or average. Figure 4.3 represents a max pooling operation, it will take the max
value of the pool. Here the pool size and type of statistic can also be regarded as a hyperparamter.
Pooling helps the output of the network become invariant to small variations in the input [34]. Because

Featuremap: [ 1 ][ 2 [3[ 4] 5] 6 |
Pooling size: |:|: —

Output: 3 4] 5 ¢

Figure 4.3: Visual Representation of a 1D max pooling layer.

the learning algorithm trains the weights in the kernels, the whole convolutional neural network can be
seen as an automatic feature extractor of data [54]. Because of the weight sharing feature extraction
can be done with a relatively low amount of trainable parameters, which reduces computation times.
Convolutional neural networks have been and can be used for a large amount of different applications,
such as: image recognition, speech recognition etc. It also has been used for many signal processing
applications such as: detection of jammers, unauthorized transmissions and radio frequency finger-
printing [118].

4.1.4. Recurrent Neural Networks

Recurrent neural networks (RNNs) are another type of neural network. RNNs are specially suited for
sequential input data [12]. And were designed specifically for data with a temporal relationship [108]
such as natural language processes. Multiple different architectures of RNNs exist. In a recurrent
neural network the input data of the previous inputs in the hidden layer is shared with the current state,
such that previous information influences the current output of the network, this is a form of memory
[4]. Because a classic RNN suffered from the vanishing gradient problems, the LSTM was introduced.
LSTM stands for long short term memory. The horizontal line on the top of the cell, is the current cell
state. This state passes information to the next recurring LSTM cell. The LSTM also consists of three
gates, the forget gate ”f;”, input gate "i; and the output gate "o,”. The LSTM cell adds or removes
information (data) to the current cell state via these gates and their respective activation functions.
An LSTM neural network usually consists of multiple hidden layers with each neuron representing an
LSTM.
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Figure 4.4: Visual Representation of an LSTM cell [4]

Recurrent neural networks and LSTMs, like the CNN, can have a wide number of applications. Recur-
rent neural networks have have been used for RF fingerprinting purposes in [43], [110] and [81] for a
number of different types of transmitters and signal protocols.
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4.1.5. Other Classification Algorithms

This chapter has provided an overview of some of the most used classification algorithms for RF-
Fingerprinting. Some other RF-fingerprinting methods include but are not limited to: Denoising Au-
toencoders. The denoising autoencoder is an unsupervised learning method try to extract features by
passing the input through first an encoder and reconstruct the data through a decoder by minimising the
reconstruction error [8]. The authors of [8] used denoising autoencoders to develop an intruder detec-
tion model using RF fingerprinting. Some other classification algorithms which can not be characterised
as deep learning methods but have been used for RF fingerprinting are kNN and SVMs. Both have
been used by [16], but using these types methods has the downside that features have to be extracted
by first developing a feature extraction method based upon the signal. This is one of the reasons why
deep learning methods are so popular for RF fingerprinting, since it does not require extensive feature
engineering methods based upon the signal [118].



Methodology

This chapter will discuss the details of the implementation of RF fingerprinting for aircraft identification.
Section 5.2 will discuss the methods used to collect the data and the types and amount of data collected.
The next section will describe the methods used to extract features and what type of data will be used
as inputs for the classification methods described in the following section. Furthermore, the procedures
to investigate the validation and robustness of the model will be discussed in the last sections.

5.1. RF-Fingerpinting Method

The method for RF fingerprinting first consists of the creation of a model which can extract fingerprints
based on message data collected. This can be seen in figure 5.1. The workflow consists, first of the
collection of messages of the RF signal of interest. In this thesis, those signals are ADS-B and VDL2.
This data is collected and pre-processed such that it can be used in a RF fingerprinting deep learning
model. This model will have to learn to distinguish between messages from different aircraft. The
training of the model is done using a predefined set of training data consisting of pre-processed and
labeled sets of real ADS-B and VDL2 messages from aircraft. These messages are defined as the
training set.

‘ ADS-BNVDL2
1 ! I T T e T
£ 1
| Message collection 1 | Data Preprocessing i > Training CNN RF
! ' ), & Labeling H Fingerprint Model
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i ;
bl -

Figure 5.1: Training the RF fingerprinting model.

After the model has been trained to generalize well on ADS-B and/or VDL2 messages from the aircraft
in the training set. It can be employed to identify aircraft based on the RF fingerprints of these messages.
This is done by collecting the message and pre-processing the message data before feeding it through
the deep learning model. The deep learning model will classify from which aircraft the message is most
likely to be sent from and thus providing identification based on the RF fingerprint. This process can
be seen in figure 5.2.
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Figure 5.2: RF fingerprinting for identification.

5.2. Data Collection

This section will describe the methods which were used to collect the data. The data was collected using
a software defined radio. A software defined radio is described by [80] as: “a radio in which some of
the physical layer functions are software defined”. This means that the radio can be programmable to
be able to adjust to multiple types of signals, frequencies, bandwidths, wave-forms, sampling rates etc.
For this thesis, use was made of the following software defined radio hardware:

* RTLSDR (RTL2832U)

— Frequency Range: 24.0 [MHZz] - 1.76 [GHZ]
— Max Sampling Rate: 3.2 [MSPS]
— Cost: +£20 [USD]

The software defined radio is capable of tuning to the correct frequencies for both ADS-B (1090[MHz])
and VDL2 (+118-137[MHz]). Both maximum sampling rates are sufficient for RF-fingerprinting, but
can be a possible bottle neck. Certain works on radio frequency fingerprinting used very high sampling
rates which are not achievable by the RTLSDR. For example the authors of [2] used a sampling rate
of 100[MSPS]. The signal bandwidth of ADS-B both devices however are able to sample above the
minimum sample rate for both signals, the SDR is connected to a suitable antenna for both types of
signal. Both SDRs use quadrature or IQ sampling to sample the VDL2 and ADS-B signals, which will
be discussed in section 5.3.1.

5.3. Fingerprinting Implementation Hardware & Software

The collection and demodulation of data will be done using the python libraries pyModeS and pyVDL2.
The fingerprints will be extracted using a deep learning model. This model will be built using tensorflow
2.80. The training and testing will be done using a virtual machine utilising 4vCPUs, 15GB of RAM and
a NVIDIA Tesla T4 GPU.
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5.3.1. 1Q Sampling

The following describes the method of 1Q sampling bandpass signals based on the article by [50]. The
signals of interest ADS-B and VDL2 are both modulated such that they can be transmitted over VHF
radio, modulation is needed because the signal can not be sent directly as this would require an imprac-
tically large antenna to transmit the low frequency contents of the signal [19]. The resulting signal after
modulation can be referred to as the bandpass signal and the signal before modulation can be referred
to as the baseband signal. The bandpass signal is thus transmitted over VHF. To sample a signal, the
sampling rate should be at least or higher twice the frequency of the highest occurring frequency in the
signal according to the Nyquist theorem such that aliasing does not occur. For an ADS-B bandpass
signal the highest frequency is at £1090MHz (50kHz bandwidth). The sampling theorem thus states
that this signal would have to be sampled at a rate of f, > 2180MHz. As we can see in the section
above, the SDRs used do not even remotely come near that a high sampling frequency, and sampling
at such high rates would probably be quite a costly undertaking in terms of sampler hardware and data
storage. Thus direct sampling is not a practical method to receive these signals. Therefore quadrature
or 1Q sampling is used to retrieve the baseband of the signal. The block diagram of quadrature sam-
pling is shown in figure 5.3.
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Figure 5.3: Quadrature sampling block diagram [77].

Suppose we have a bandpass signal x,(t), which is the RF signal which is in our case, the signal
containing the ADS-B or VDL2 messages. The signal is seperated before being multiplied in the time
domain by: in the in phase (l) channel: cos(2r f.t) and in the quadrature channel (Q): sin(2x f.t). Both
sinusoids have a center frequency which is equal to the center frequency f. of the RF signal being
sampled. For ADS-B: 1090Mhz and VDL2 somewhere between 118-137Mhz. In the frequency domain,
this centers the frequency components of the signal of interest around zero, after which a low pass filter
can extract the signal of interest. This gives the complex continuous i(¢) and ¢(¢) values which have
to be converted to a digital sequence using a sufficient sample rate f,. For ADS-B the signals have to
be sampled at a rate > 2M SPS because of the pulse cycle of ADS-B at 0.5us [101]. This yields the
IQ samples of the signal from which a lot of information regarding phase, frequency and magnitude of
the sampled signal can be distilled. [106]:

a(n) = v I*(n) + Q*(n) (5.1)
é(n) = tan™" (6}2((:))) (5.2)
fn) = %W (5.3)

Besides the signal features described above, the raw IQ data can possibly contain lots of latent features
of the origins of the fingerprint described in section 3.1. In this thesis, the deep learning model will try
to extract these features. The 1Q data is collected for both ADS-B and VDL2.
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5.3.2. ADS-B Data

The ADS-B 1Q data collected was done using the RTL-SDR (RTL2832U) at the TU Delft faculty of
aerospace engineering in Delft, the Netherlands. ADS-B data collection was done from 10-01-2022 till
11-01-2022. The RTLSDR was set at a center frequency f, of 1090Mhz and a sampling rate of 2MSPS.
This yielded approximately 1.6 million separate ADS-B messages. Each message was decoded using
the pymodes library. From each message the following data was retrieved:

1. 24-bit ICAO code

2. date & time message received
3. 242 Q samples

4. 242 | samples

Because of the high number of different messages in the data, the data was divided into multiple
subsets. The subsets were divided based on the message arrival times and number of distinct aircraft.
The different subsets of data used in the different experiments will be explained in section 5.11.

5.3.3. VDL2 Data

The VDL2 1Q data collected was done using the RTL-SDR (RTL2832U) at the TU Delft faculty of
aerospace engineering in Delft, the Netherlands. Like ADS-B, the VDL2 data collection was done
from 10-01-2022 till 11-01-2022. The RTLSDR was set at a center frequency f; of 136.775MHz and a
sampling rate of IMSPS. This yielded approximately 127 thousand separate VDL2 messages. Each
message was decoded using the pyvdI2 library. From each message the following data was retrieved:

24-bit ICAO code

date & time message received

Q samples (ranging from +6000-300000 samples per message)
| samples (same as Q samples)

Message type (ACARS/X.25 etc.)

6. Type of source (ground station or aircraft)

a s b=~

Because of the high number of different messages in the data, the data was divided into multiple sub-
sets. The subsets were divided based on the message arrival times and number of distinct aircraft.
The different subsets of data used in the different experiments will be explained in section 5.11.

The next page shows a received ADS-B and VDL2 message amplitude and phase pattern. Both origi-
nating from a single message from the data sets raw | and Q values using equations 5.1 and 5.2 . As
can be seen the patterns of both signals are quite different as a result of the difference in modulation
and type of signal. Furthermore both signals contain noise



5.3. Fingerprinting Implementation Hardware & Software

40

Amplitude (Arbituary Scale)

phase [rad]

Amplitude (Arbituary Scale)

Phase [rad]

50 100 150 200
Sample (n)

(a) Received ADS-B message amplitude pattern.
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(b) Received ADS-B message unwrapped phase pattern.

Figure 5.4: Amplitude and phase patterns from a single received ADS-B message.
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(a) Received VDL2 message amplitude pattern.
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(b) Received VDL2 message unwrapped phase pattern.

Figure 5.5: Amplitude and phase patterns from a single received VDL2 message.
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5.4. Model Selection

To perform radio frequency fingerprinting, as can be seen in table 3.1 there is a high number of possible
classification models which can be used to perform RF fingerprinting. Even for the same signal protocol,
there are many different classification models. Deep learning provides a high number of advantages
over traditional classification methods. Such as, automatic feature extraction. Deep learning methods
generally perform well in automatically extracting features from data as compared to traditional classi-
fication methods. In RF fingerprinting problems, features are to be extracted from the signal collected.
These collected signal are subject to a high number of distortions coming from different sources. For
example channel impairments, such as multi-path effects, noise and interference [118]. These effects
are not consistent and change over time. It is very hard to select features which are subject to dynamic
noise effects. Extracting these types of features by designing a feature extraction method by hand will
be very hard because the locations of the features in the data can for example change over time. Deep
learning methods can learn features from the radio signals without requiring such a feature extraction
method. Furthermore Deep learning methods can be adaptable for different tasks. This can be seen
in table 3.1, where the same deep learning method is used for multiple signal protocols. In this thesis,
the RF fingerprints for two different signal protocols namely, VDL2 and ADS-B are investigated. The
automatic feature extraction and adaptability of deep learning methods, are one of the reasons the
choice is made to utilise deep learning methods for RF fingerprinting in this thesis.

5.4.1. CNN model

Because CNNs have proven to be very effective in the fields of computer vision, natural language
processing and as of recently the field of RF fingerprinting. With publications [44, 92, 79, 67] all utilising
some form of CNN to do RF fingerprinting for (among others) ADS-B. Therefore the deep learning model
developed for this thesis is a CNN. Furthermore, the model is kept relatively small as compared to other
RF fingerprinting deep learning models used in other works. For example ResNet50-1D in [44] or the
dilated causal convolutional network used in [78]. This has the advantage that it can be trained and
used on relatively low spec hardware. The model is partly based upon the baseline model by [44]
which is in term based upon AlexNet. An overview of the deep learning model developed can be seen
in figure 7.1. This model comprises of three main parts:

1. The input layer
2. The feature extracting CNN stacks
3. The classification & output layer

Input Layer

The input layer is made up of two different channels, namely the | and Q channels. Contrary to most
works on RF fingerprinting using 1Q data as an input, the input is chosen to be separated. This has
the effect that the convolution layers network does not perform cross channel summations, but treats
the in-phase | and quadrature Q values separately until the feature maps are concatenated in the
classification layer. As we can see later in section 5.10, the model performance will be compared to a
similar single channel model where the | and Q channels dimensions are jointly convoluted. The size
of the input layer can be regarded as a hyperparameter. Moreover which parts of the messages will be
used in the neural network as input data can be an important factor, which will be discussed in section
5.5.
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Feature Extraction

The | and Q data are fed through the feature extraction layers. These layers are made up of two 1
dimensional convolutions and a max pooling layer. The convolutional layers consist of 128 different
kernels which have a size of 1x7 for the first layer, and 1x5 for the second layer. The convolutional
layers convolve the input such that features can be extracted by learning the weights inside the kernels.
The convolutional layers are activated using a RelLu activation function. The convolutional layers are
connected with a max pooling layer. The pooling layer reduces the dimension of the parameters of
the network by summing the feature maps generated by the previous convolutional layers. The two
convolutional and single max pooling layer are stacked n times. The classification layers have a number
of hyper-parameters which can influence network performance, namely:

+ Kernel size

* Number of filters
* Pool size

* Number of stacks

These model hyper-parameters are tuned to achieve the best performance in terms of classifica-
tion accuracy possible for the model.

Classification

The classification part of the model consists of three layers. The first is a flatten layer which flattens
the outputs of the feature extraction stacks, next a fully connected dense layers with 256 neurons.
These layers are connected with a dropout layer which randomly drops 50% percent of the neurons to
regularize the network. And are afterwards connected with the output layer which has the same number
of output neurons as classes in the training set. This layer is activated using a Softmax activation
function, such that the output is a probability distribution for each class. Naturally the network chooses
to classify the input messages to a label with the highest probability.

Input Feature Extraction Classification
o= r s alg = =)
I
I ——
| —1 )
> >
' — Output Layer:
Q Number of classes
Softmax
Conv layer 1: Conv layer 2: Max pooling layer
Kernel size: 7 Kernel size: 5 poolsize: 2 —_

Filters: 128 Filters: 128
(ReLu) (RelLu) Dense Layers:
1: 256 Neurons
+ _J 2: Dropout Layer
n-stacks (0.5)

Figure 5.6: CNN model used for RF fingerprinting.
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5.5. ADS-B Pre-processing
Before the data is fed into the RF fingerprinting CNN model the collected data has to be pre-processed
first. The data collected consists of the ICAO code and the 242 1Q samples for ADS-B. The ICAO
codes will be used as the labels for the CNN network to train. The labels are one-hot encoded to be
used in the CNN. Furthermore 242 samples will be shortened and only a specific part of the IQ data
will be used for training and testing. As can be seen in table 2.1 an ADS-B message consists of 112
bits, which excludes the 8 bit preamble. The preamble is also saved in the in the IQ data, the entire
message thus consists of 120 bits and lasts for around 120 us. Since the message was sampled at
2MSPS the number of raw IQ data points should be 240, the remaining 2 samples are usually added
zeros as a result of the sampling in the SDR and computer. Because bits 9-32 in the message contain
the 24-bit ICAO ID, these samples should not be included in the data. Therefore the input samples are
sliced to not contain samples 32-80, which are the samples corresponding to the data which contain
the ICAO ID. Including the ICAO ID in the data will learn the CNN model to cheat by decoding the easily
spoofed 24-bit ICAO ID. This will be demonstrated and discussed in section 6.2. The choice is made to
utilize the samples 80-242. This leaves us with a size of 162 samples for the ADS-B messages. Each
ADS-B message used as an input in the network thus contains 162 | and 162 Q samples. And the
message used is min max normalized using the function:

, @ —min(x)

(5.4)

maz(x) — min

Where x represents the input vector. This normalization scales the samples between 0 and 1. This
will ensure the neural network does not focus on the amplitudes of the signal, which can be highly
influenced by the channel and location of the sender with respect to the receiver. Furthermore this
can possibly improve network training and performance. The input data z,, for the neural network thus
consists of 162 min/max scaled | and Q values and the target data ¢,, consists of the one hot encoded
ICAO 24-bit aircraft address.

5.6. VDL2 Pre-processing

Like the ADS-B data, the VDL2 data collected has to be pre-processed. The collected VDL2 data
consists of more than 6000 samples per message. Furthermore the ICAO 24-bit address is collected
which will again be used as labels. The labels are one-hot encoded to be used in the CNN. Furthermore
the more than 6000 samples will be shortened and only a specific part of the IQ data will be used for
training and testing. As can be seen by table 2.6, the VDL2 message header consists of the 15 bit
ramp up, the 48 bit bit sync, 17 bit transmission length and the 5 bit header FEC. The message data
collected does not contain the first 15 bit ramp up so the first part in terms of raw 1Q data collected
starts at the bit synchronization. Because the 48 bit sync does not contain any message data, and is
exactly the same for each message, this part of the data is selected as the input data for the CNN RF
fingerprinting model. Because the data is the same for each message, the model will have a minimal
chance to learn the contents of the messages and use this as a possible feature for RF fingerprinting.
Because the samples 0-1600 in each VDL2 message correspond to the bit sync: 48 bits equals 16
symbols of 3 bits, at a symbol rate of 10500kHz sampled at 1.05GHz which equals 100 samples per
symbol. Furthermore the input data is similar to the ADS-B input, min max normalized using equation
5.4. Because the input size of the CNN model at 1600 samples per input message, resulted in very
slow training performance, the choice was made to slice the input into two vectors of 512 samples each.
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5.7. ADS-B & VDL2 Combination

Because ADS-B and VDL2 can both be sent out by aircraft, it can be investigated if the combination
of both ADS-B and VDL2 messages can be lead to a combined RF fingerprint and if this increases
accuracy as compared to fingerprinting using a single protocol. The requirement here is that the same
aircraft transmits both ADS-B and VDL2 messages at similar times, such that the fingerprinting can be
done using the combination of both messages. To see if this combination of both ADS-B & VDL2 data
can be used to provide aircraft identification using RF fingerprinting, the RF model is slightly adjusted.
The model is changed to a four input channel CNN (IQ of ADS-B + IQ of VDL2) such that both VDL2
and ADS-B can be used as an input. The data is pre-processed such that each VDL2 message is
accompanied by a single ADS-B message using the pre-processing steps described in the sections
above. This means that the input data consists of a 512 sample part of a VDL2 message, and 162
sample part of an ADS-B message.

5.8. Model Performance, Training & Validation
The model will have to be trained to approximate the function f which is able to determine the correct
Yiaber USING the input x|q.

Yiaber = f(XiQ) (5.5)

The model weights will be trained using the adam optimizer algorithm using categorical cross-entropy
as the loss function. the training data set consisting of the data set: D = {(Xiq,i, ¥iabe1,i)} Where Xiq,i
represent the 1Q data of a message 4 and the y;,1.,; represents the ICAO 24-bit address which is as
the label of the message i. The model performance will be evaluated using classification accuracy as
the metric. The classification accuracy is the percentage of correctly classified x)q ; to the correct label.

To investigate if the model generalises to the RF fingerprints instead of just the training set. The model
has to be tested on data which is not seen by the model during training. Therefore the data is to be
separated into three parts the training set, the validation set and the test set. The training and valida-
tion sets are used during the training. Where the training set is directly utilised to update the trainable
parameters and the validation data set is used to update the model hyperparameters during training
iterations. Because the validation data indirectly affects the model selection process, it is thus not
considered an unbiased metric of model performance to unseen data. For this we have the training
set, for which the model accuracy is indicative of the eventual performance of the model to unseen data.

A random training/validation and testing split of the data sets can still be biased. Because of this it
is recommended to divide the data into a training and testing set. The training set is afterwards iter-
atively divided into both validation and training subsets. This is called k-fold cross-validation. K-fold
cross validation divides the training set into k folds of training and validation data. If for example 5 folds
are used, the training data is divided 5 times into a training and testing set, with each fold the validation
data is a different subset, such that every sample of data is used for both training and testing. Keep in
mind that the testing data is separated form the training set which is divided into k-folds. Because this
gives a better indication of model performance as compared to multiple subsets of data, it is used in
this research.



5.9. Requirements 45

5.9. Requirements

Now that the CNN model has been developed and message data collected. The performance of the
extraction of RF fingerprints has to be evaluated. Recall from chapter 3 that the extracted fingerprints
should fulfill the following requirements [91], these requirements will be investigated using the experi-
ments described in the next section:

* Universality: Every device should have the features which are used for fingerprinting.

Every device transmitting in the protocols ADS-B and VDL2 should have the features described in 3.1.
This is a very hard requirement to investigate since there is a large variety in types of hardware which
can transmit and receive these protocols. But it can be assumed that each device transmitting ADS-B
or VDL2 utilise all or at least some of the hardware components described in section 3.1. Therefore it
is assumed that each device has similar features which are extracted by the model for fingerprinting.

* Uniqueness: Every device should be have an unique fingerprint

To investigate if this requirement is fulfilled, the fingerprint from ideally every device or aircraft in the
data set should be extracted. This is however impractical since this would require a high amount
of computing power and not every aircraft transmits enough messages required to train the model.
Because of this, the effect of increasing the amount of aircraft or classes in the data set is investigated
to see if the messages can still be correctly classified when more aircraft are added to the data set in
experiments 2.A-2.D.

* Permanence: The fingerprints should be time and environment invariant.

This means that each fingerprint should not change over time and at different locations or environments.
To see if this requirement is fulfilled, the training and testing of the model will be done on different days
in experiment 3.A.

* Collectability: The fingerprints should be obtainable with existing equipment

The data to extract fingerprints is collected using existing hardware, the RTLSDR. And the fingerprints
are extracted using the hardware and software described in section 5.3.

* Robustness: The fingerprints should be evaluated and robust to changes in device aspects such
as temperature/voltage and external environmental aspect such as effects of signal reflection or
absorption

The robustness of the model to the aspects described above, will be investigated in both experiment
3A and 4A-4D, which will add extra noise to the signal data, which will try to model the device aspects.

5.10. Experiments

To investigate the performance of the model in extracting RF fingerprints and correctly identifying the
aircraft transmitting the messages, a set of experiments is defined. To evaluate the performance and
robustness of the model in extracting RF fingerprints and classifying aircraft based on raw message
data a number of experiments have been identified highlighted by their experiment number, ranging
from 1A-6A.
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[ Experiment | Description: | N Aircraft: | VDL2 | ADS-B | Combination | Method of Validation |

1A Number of CNN stacks 100 X X split

1B Number of CNN Filters 100 X X split

1C Kernel Size 100 X X split

1D IQ channel separation 100 X X split

1E ID information in 1Q 100 X split

2A Low population 25 X X X 5-fold

2B Medium population 50 X X TBD 5-fold

2C Medium high population 100 X X TBD 5-fold

2D High population 200 X X TBD 5-fold

4A - (2A) No noise 25 X X X 5-fold

4B Medium noise 25 X X TBD 5-fold

4C High noise 25 X X TBD 5-fold

6A Message Injections TBD X X TBD TBD n testing messages

Table 5.1: Experiments and Data

5.10.1. The Model Parameters

The model design choices can have a large influence on the model training and accuracy. For this,
a number of parameters are investigated. These parameters are investigated by training and testing
the model and evaluating the effect of these parameter adjustments in both training and validation
performance. Furthermore, the results of this experiment will lead to a model which is used in the
experiments that follow afterwards (2A-5A).

1.A: Number of CNN feature extraction layer stacks. The number of CNN stacks can possibly
have a large influence on the overall accuracy of the model. Therefore this influence is investi-
gated by training and testing using three different stack sizes: 1, 3 and 5. The limit is set at 5
because any higher number would result in a very high and impractical training time.

1.B: Number of filters in convolutional feature extraction layer stacks. The number of CNN filters
can possibly have a large influence on the overall accuracy of the model. Therefore this influence
is investigated by training and testing using four different amounts of filters: 32, 64, 128 and 256.
1.C: Kernel size in convolutional feature extraction layer stacks. The kernel size can possibly
have an influence on the overall accuracy and training performance of the model. Therefore this
influence is investigated by training and validation using three different kernel sizes for the first
convolutional layer: 5, 7 and 9.

1.D: Effect of IQ channel separation. The effect of separating the IQ channel is to be compared
with a single channel model. This means that the model used in this thesis will be compared to
a CNN model where the channels are not separated such that the input of the models are joined
after a single convolutional layer.

1.E: Effect of ID information in IQ data. This focuses on if the model can possibly learn to de-
modulate the message. This experiment uses two different input vectors, each containing 162
samples from ADS-B messages. The first set includes the ICAO 24-bit ID part of the message,
whereas the second set does not. If the accuracy increases dramatically using ID information in
the samples, it can be assumed that the model will focus on the easily spoofed 24-Bit ICAO code
present in the message. Because ID parts of information were not collected for VDL2 messages,
this effect will only be demonstrated using ADS-B data.

5.10.2. The Effect of Number of Aircraft in Accuracy of Classification

To investigate the effect of the population number of different aircraft in the data the model can classify.
The models are trained and tested using multiple subsets of data containing a different amount of
aircraft messages:

2.A: 25 aircraft
2.B: 50 aircraft
2.C: 100 aircraft
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« 2.D: 200 aircraft

These aircraft are randomly selected from the data collected on 10/01/2022. To function properly as
a real life identification RF fingerprinting model, the model should be robust enough to provide an
accurate enough classification for higher population sizes.

5.10.3. The Effect of the Channel

The model should be trained such that it generalizes to the origins of the RF fingerprint instead of the
signal channel which can also influence the raw signal data. Examples of these are: multi-path effects
or interference. To investigate these effects, the model will be trained using data from a single day, but
tested using data from a different day. The assumption in this is that the channel effects will vary in
time, such that training and testing the fingerprinting model on different days will show the effects of
the channel on the accuracy of classification if the model tends to focus on the channel instead of the
origins of the fingerprint.

+ 3.A: training the model with data from 10-01-2022, testing with data from: 26-02-2022.

5.10.4. The Effect of Noise

The model should be robust to noise, this is evaluated by adding white Gaussian noise to the raw
message data. It should be noted that noise is already present currently in the input data since the
input are real collected messages. The effects of noise are measured at three different levels of noise.

* 4.A: no added noise (Results of 2A)
* 4.B: medium added noise
» 4.C: high added noise

The noise is added by adding artificial white Gaussian noise (AWGN) to the | and Q parts of the data
at different SNR levels.

5.10.5. The Effect of Aircraft Type and Operator

Here the assumption is made, that operator fleets of the same aircraft, operate similar hardware. The
RF fingerprinting model should be able to distinguish between different devices of the same type of
hardware. For this the data is to be merged with data from the Opensky database [85]. This database
contains the data of aircraft such as: registration, type and operator aswell as the ICAO 24-bit address.
Because the ICAO 24 bit address is available in the Opensky data, the datasets of messages collected
for this thesis and Opensky can be linked. The goal is to create a subset of data which are of similar type
and operator and use this for training and testing. If the model does not show a dramatic decrease in
performance in terms of accuracy, the model is thus robust to hardware similarities in RF fingerprinting.

» 5.A: Data set containing same model of aircraft from the same operator.

5.10.6. Robustness to Message Injections

For the RF fingerprinting model to be effective as an extra layer of security for the message protocols,
the robustness of the model to message injections to unidentified transmitters should be investigated.
For this a set of aircraft messages from different aircraft which do not have been previously identified by
aircraft should be injected. The RF fingerprinting model should not be able to classify these messages
with a high degree of certainty. A threshold should be set to reject messages which can not be classified
with a certain degree of certainty. This threshold is yet to be determined. To test the robustness after
the threshold is set, it should be evaluated if the messages from the unidentified aircraft are rejected
and previously identified aircraft are not rejected.

* 6.A: Inject messages from unidentified aircraft.

5.11. Data sets & Validation Methods

The experiments described above aim to investigate the overall effectiveness and robustness of the
model. Furthermore most of these experiments will be carried out for the two signal protocols of interest
ADS-B, VDL2 as well as using a combined input of VDL2 and ADS-B messages. For this a number of
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subsets of data are made. First two subsets of data are randomly selected from the data collected on
10-01-2022:

» VDL2 Messages from 200 distinct aircraft:

— 200 messages per aircraft
— 1024 (2x512) samples per message

» ADS-B Messages from 200 distinct aircraft:

— 500 messages per aircraft
— 162 samples per message

These subsets are chosen as the main data sets which are used for experiments 1,2, 4 and 6. This data
is randomly dived into three subsets, the training, validation and testing splits at a ratio of 80,/10/10.

» VDL2 Messages from 200 distinct aircraft:

— 160 training messages per aircraft
— 20 validation messages per aircraft
— 20 testing messages per aircraft

» ADS-B Messages from 200 distinct aircraft:

— 400 training messages per aircraft
— 50 validation messages per aircraft
— 50 testing messages per aircraft

The data set used for experiment 3A consists of a training set from 10/01/2022 merged with the data
from 26/02/2022. This means that a subset of message data is created from the same aircraft trans-
mitting on both days. For this the data set consists of:

* Messages from at least 25 distinct aircraft VDL2:

— 150 messages per aircraft on 10/01/2022 as training set
— 50 messages per aircraft on 26/02/2022 as testing set
— 1024 (2x512) samples per message

» Messages from at least 25 distinct aircraft ADS-B:

— 400 messages per aircraft on 10/01/2022 as training set
— 100 messages per aircraft on 26/02/2022 as testing set
— 162 samples per message

Experiment 4 aims to investigate the effect of noise on the samples. This is done by adding artificial
white Gaussian noise to the raw message data on the data set used in experiments 1 and 2. Experiment
5A aims to investigate the effect of hardware similarity. Thus a data set of collected messages which
have been sent by similar hardware. The assumption is made that the same type of aircraft of the
same operator operate the same type of hardware. Therefore a data set should be made which contain
messages from the same aircraft type and operator. The size of this data set is to be determined, but
should at least contain:

* Messages from >25 distinct aircraft utilising similar hardware for VDL2:

— 200 messages per aircraft
— 1024 (2x512) samples per message

» Messages from >25 distinct aircraft utilising similar hardware for ADS-B:

— 500 messages per aircraft
— 162 samples per message
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5.11.1. Validation

The methods of validation will mostly use 5-fold cross validation with a separate test set. This is done
because this will give a good estimation of eventual model performance for various training and testing
splits. Experiment 1 will however be done using a 80/10/10 split in which single random sets of vali-
dation and testing data will be used. This is because experiment 1 is an investigation in the effect of
model design choices which will be indicative of some of the main parameter choices used to develop
the model.

The reason 5-fold cross validation is used for experiments (2A-5A) is to give a better indication of
training and validation performance under the experiment conditions over multiple subsets of training
and validation data, as will be the case in eventual real life use cases of this model. Because exper-
iment 1 will explain why some of the model design choices were made for the eventual model used
for the rest of the research experiments, using 5 fold cross validation was deemed unnecessary for
experiment 1.

5.11.2. Combination of ADS-B & VDL2

The effect of a model utilising a combination of both ADS-B and VDL2 is to be investigated as well.
Since the data set of the combination of data is very hardware intensive in terms of data size and thus
RAM usage, it is decided to initially only investigate lower population of aircraft experiments such as
2A and 4A. Table 5.1 will give a full overview of all experiments and data used.



Preliminary Results

This chapter discusses the preliminary results. It starts with experiments 1.A-1.E the effects of some
key model parameters on the model training and validation performance. The outcome of these exper-
iments determined the eventual model settings used for the following experiment 2.A-2.D.

6.1. Experiment 1: Model Parameters

The model design choices can have a large effect on the eventual training performance and accuracy
or usability of the model. A number of key model design parameters were investigated in experiment 1.
The results from this experiments will determine the eventual model used for the following experiments.
The data used is a subset of data containing messages from 100 different aircraft for ADS-B and 100
different aircraft for VDL2. For ADS-B 500 messages per aircraft were collected and split into three
groups, 400 training messages, 50 validation messages and 50 testing messages. For VDL2 200
messages per aircraft were collected and split into three groups, 160 training messages, 20 validation
messages and 20 testing messages. The first parameter investigated was the effect of the number of
CNN stacks in the feature extraction layers.

6.1.1. 1.A Effect of the Number of CNN stacks in the Feature Extraction Layers
As can be seen by figure 7.1 the feature extraction layer consists of stacks of two convolutional layers
connected with a max pool. These can be stacked such that feature maps are passed through extra
feature extraction layers. As is the case with AlexNet. The effect of the number of stacks on the training
and validation performance is investigated for three stack sizes. These are 1,3 and 5. Any number
above 5 results in a very long impractical training time. The training and validation accuracy during
training for ADS-B can be seen in figures 6.1. As can be seen by the figures, the training performance
actually decreases with increasing number of CNN stacks. The single CNN stack achieves a higher
training and validation accuracy using less epochs as compared to 3 and 5 CNN stacks. Furthermore
the eventual validation accuracy is also lower as compared to the single CNN stack. The same holds
for the VDL2 signal. One possible explanation of this is that more than one convolutional layer is not
needed to extract features. And thus the consecutive layers try to extract more features from the feature
maps of the previous feature extraction layers and thus complicate the model, which has a detrimental
effect on the training of the model. Furthermore, for VDL2 the model sometimes does not converge for
the higher stack sizes, as is the case in the training run performed in figure 6.1. Therefore the choice
is made to include only one feature extraction stack for both VDL2 and ADS-B.

50
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Figure 6.1: Effect of changing the number of CNN stacks
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6.1.2. 1.B Effect of the Number of filters in the Feature Extraction Layers

The feature extraction layers consist of convolutional layers. These layers convolute the input data
with a number of different weighted kernels or filters. The number of filters can be a parameter which
influences the training and overall performance of the model The effect of the number of filters in the
convolutional layers on the training and validation performance is investigated for four different amounts
of filters. These are 32, 64, 128 and 256. Any number above 256 filters resulted in a very high imprac-
tical training time for the model. The training and validation accuracy during training for ADS-B and
VDL2 can be seen in figures 6.2. The amount of filters per convolutional layer has some effect on the
training and validation performance. Increasing the amount of filters decreases the amount of epochs
needed to achieve a certain maximum training accuracy, but the training time per epoch will be longer
since there are more filters to be trained. The number of filters does not have a very large effect on the
eventual validation performance for VDL2 and ADS-B. The ADS-B training accuracy for a low amount
of filters (32) is higher than (64-256). But the validation accuracy is not higher, this could suggest the
network is slightly more ’overfit’ to the training set, which is undesirable. Because of this, the number
of filters chosen is set at 128.
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64 Filters 64 Filters

128 Filters 128 Filters
—— 256 Filters —— 256 Filters
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20 5 20 5
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(c) VDL2 Training (d) VDL2 Validation

Figure 6.2: Effect of changing the number of filters
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6.1.3. 1.C Effect of the Kernel Size in the Feature Extraction Layers

The size of the kernels moving across the data in the convolutional layer can be of influence on the
training and overall performance of the model. As can be seen by figure 7.1, the feature extraction
layers consist of two convolutional layers with the first having a larger kernel size than the second.
These kernel sizes are adjusted and the effect on training and validation evaluated. The kernel sizes
chosen are 3, 5, 7, 9 and 13. The effect of changing the kernel size on the training and validation can
be seen in figures 6.3. As can be seen in the figures, the kernel size has some effect on the training
and validation performance. Increasing the kernel size decreases the amount of epochs needed to
achieve a certain maximum training accuracy, the catch in this is however that training time per epoch
will be longer, since the kernels in the model are larger i.e. more weights to be trained. As can be seen
changing the kernel size does not have a large effect on the eventual validation accuracy of the model
for VDL2 and ADS-B.
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Figure 6.3: Effect of changing the kernel size

6.1.4. 1.D Effect of the Channel Separation

The model used separates the input data into two distinct channels, the | and Q channels. This is a
different design choice as compared to the model by [44] on which this model is based. The effect
of separating the input on the training and validation can be seen in figures 6.4. As can be seen by
the figures, the performance of the models increases in terms of training and validation accuracy. The
effect is more profound for the ADS-B messages. This comes at a slight cost of more training time and
model complexity. Since the performance for the separated model is better at +91 and +75% validation
accuracy vs +74 and 71% for ADS-B & VDL2 respectively. Because of this clear performance increase,
the choice is made to separate the channels for both protocols.



6.2. 1.E Effect of ID information in Input Data

54

Training Accuracy

Two Channel Model
Single Channel Model

5 n 5 2

Epochs

(a) ADS-B Training

= El 3

o o

Training Accuracy
\

°

°

Two Channel Model
Single Channel Model

5 i 15

Epochs

(c) VDL2 Training

P 2

Validation Accuracy

Two Channel Model
Single Channel Model

Validation Accuracy

5 n 5 2 = El

Epochs

(b) ADS-B Validation

Two Channel Model
Single Channel Model

Epochs

(d) VDL2 Validation

Figure 6.4: Effect of separating the channels

6.2. 1.E Effect of ID information in Input Data

In the data pre-processing step, the choice is made to not include any ID information in the raw input
data. Or in other words, the raw samples which correspond with with the 24-Bit ICAO part identification
in the messages are not used as input. For ADS-B the number of IQ samples per message are 242.
From table 2.1, it can be seen that bits 9-32 correspond with the ICAO aircraft address. The raw
message samples start at the beginning of the preamble. Thus the id information is at about 1745 —40us
from the start of the preamble. Sampled at 2M SPS the id information thus corresponds to samples
34 — 80. To demonstrate the effect including this information in the input data, the samples at 34-80 are
selected as the only input samples. The results of this in training and validation accuracy can be seen
in figure 6.5. The training and validation both almost instantly go to high accuracies of 100%. This
means the network learns to cheat by demodulating the input data and extracting the ICAO 24-bit ID
information. This is unwanted behaviour since the model should extract the RF fingerprints and not the
message information or the easily spoofed 24-bit ICAO ID. This is a clear demonstration the model will
learn to cheat if given the opportunity. Therefore it is imperative that each opportunity for cheating by

the model should be mitigated to achieve valid results.
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Figure 6.5: Effect of including ID data in the raw input data ADS-B

6.3. Experiment 2: Population Size

The effect of the population size is investigated in this experiment. A number of subsets of message
data for different amounts of aircraft are trained and tested using the RF fingerprinting model. This
metric is important to consider since it will indicate how well the model is able to distinguish between
messages from different amounts of aircraft. Four different amounts of aircraft are considered: 25, 50,
100 and 200. The experiment was done for both ADS-B and VDL2.

6.3.1. Experiment 2: ADS-B

The effect of the population size is investigated for 25-200 different aircraft. The data set collected
consisted of 500 messages per aircraft collected on 10/01/2022. The amount of different messages
collected per aircraft can be seen in table 6.1.

| Experiment: | N Aircraft: | Training (n) [ Validation (n) | Testing (n) |

2.A 25 10k 1.25k 1.25k
2B 50 20k 2.5k 2.5k
2C 100 40k 5k 5k
2D 200 100k 10k 10k

Table 6.1: The amount of messages per experiment for ADS-B

The models were trained and tuned with k-fold cross validation using 5 folds. The model training is

tuned and cross validated, afterwards the model is trained using both the training and validation data.

The training and validation accuracies training curves can be seen in figures 6.6. Furthermore the
training and testing performance can be seen in table 6.2. From the figures it can be seen that for
most models, the training and validation accuracy indicate well fitting behaviour of the models to the
data. The eventual testing performance decreases slightly with the introduction of more classes. This
indicates the model has a harder time in making a distinction between messages fingerprints if more
aircraft are introduced to the data.
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Figure 6.6: ADS-B Training and validation for different population sizes.
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| Experiment: | N Aircraft: | Training (%) | o¢rain(%) | Validation (%) [ ..(%) | Testing (%) |

2.A
2B
2C
2D

25
50
100
200

99
97
94
90

0.2
0.3
0.5
0.8

94
93
90
88

0.6
0.8
0.4
0.5

Table 6.2: Experiment 2 results for ADS-B
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6.3.2. Experiment 2: VDL2

The effect of the population size is investigated for 25-200 different aircraft. The data set collected
consisted of 200 messages per aircraft collected on 10/01/2022. The amount of different messages
collected per aircraft can be seen in table 6.3. The models were trained and tuned with k-fold cross

| Experiment: | N Aircraft: | Training (n) [ Validation (n) | Testing (n) |

2.A 25 4k 500 500
2B 50 8k 1k 1k
2C 100 16k 2k 2k
2D 200 32k 4k 4k

Table 6.3: The amount of messages per experiment for VDL2

validation using 5 folds. The model training is tuned and cross validated, afterwards the model is trained
using both the training and validation data and tested using the test data. The training and validation
accuracies training curves can be seen in figures 6.7. Furthermore the training and testing performance
can be seen in table 6.2. From the figures it can be seen that for most models, the validation accuracy
is substantially lower as compared to the training accuracy, whereas the testing accuracy is higher as
compared to the validation accuracy. This can be explained by the amount of data used for training,
the training of the model before testing the model is done by combining the validation and training data
sets, such that the amount of training data used for testing is comparatively higher. This suggests that
more data or messages per aircraft used in training can increase the accuracy of the model.
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Figure 6.7: VDL2 Training and validation for different population sizes.
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[ Experiment: | N Aircraft: | Training (%) | 0irin (%) | Validation (%) | ova. (%) | Testing (%) |

2.A 25 99 0.2 71 0.6 83
2B 50 99 0.2 71 0.6 80
2C 100 98 0.1 71 0.5 79
2D 200 95 1 73 0.5 79

Table 6.4: Experiment 2 results for VDL2

6.4. Discussion of Preliminary Results

With the first two experiments done, some preliminary results can be discussed. The first experiment
1.A-1.E is an inquiry into some of the model design choices and parameters.

6.4.1. Experiments 1.A-1.D

As can be seen for experiment 1.A, the number of CNN stacks actually decrease the model training
and validation accuracies for both the VDL2 and ADS-B protocols. It was expected that a deeper
model would perform better, because the deeper layers could learn more different latent features, hid-
den within the input data as compared to shallower models. This better performance with less ‘depth’
could possibly be explained by the research of [44]. Here the RF fingerprints were extracted for very
large amounts of different ADS-B transmitters (50-5000) using two different models, here the shallower
model used, performed better till after about >250 devices where the deeper model started to perform
better. It could be possible that increasing the amount of stacks can increase the model performance
but only for higher population sizes, but more research will be needed to prove this. Furthermore, for
a high amount of stacks, the VDL2 model did not converge.

Experiment 1B investigated the number of filters in the feature extraction stacks. The results show
that lower amounts of filters will increase the amount of training epochs to achieve a certain level of
accuracy, but each epoch requires less time since there are less parameters to be trained. For ADS-B
however, the training accuracy was higher for a lower amount of filters as can be seen by figure 6.2(a).
This did not result in a higher validation performance, thus suggesting the model is slightly more 'over-
fit' to the training set, which is undesirable. Because there is no large increase or decrease in model
performance between the amounts of filters, the number of filters used in the model is set at 128. The
same holds for the results of experiment 1C, as can be seen there is no large difference in training and
validation performance with a changing kernel size.

What does show some significant increase in performance is the separation of the input channels. This
is investigated in experiment 1.D. As can be seen by figures 6.4, the validation accuracy for both mod-
els increase with separating the inputs before feeding these through convolutional layers. This effect
is especially apparent for the ADS-B model where the validation performance increased by about 16%
against a 3% increase for VDL2. The difference between the single channel and two channel model is
that in the single channel the convolutional layers summarize both channels after the convolution with
a kernel. This is not the case in the two channel model, and thus the real (I) and imaginary (Q) parts
of the signal are convoluted separately. This increases model performance but comes at the cost of a
more complex model.

The final experiment in group 1. is an investigation into the effect of including raw samples responsible
for ID information in the input data 1.E. As can be seen by figures 6.5, the model shows a dramatic
increase in perfomance. With validation accuracies reaching about 100 %. This would be an unrealis-
tically high accuracy if the model would classify based on RF fingerprints. This thus clearly shows the
model will learn to demodulate the raw input data and fit the possibly spoofed 24-Bit ICAO ID. This will
totally defeat the purpose of actually doing RF fingerprinting since the model does not fit the fingerprints.
It should be noted that the model that the model is thus able to detect the message contents and could
possibly use this as a feature. This has many implications, the 162 raw input samples used for ADS-B
contain message data and thus data from the transmitting aircraft its location or velocity etc. Since
the input data was collected on a single day, it could possibly be that the model tries to use message
contents as a feature. Therefore it is required to investigate if this is the case, this will be done in exper-
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iment 3A. Where the data used will be merged with data collected on a different day. The assumption
here will be that message data for the same aircraft on a different days will be dissimilar. If the model is
able to perform similarly in terms of training and testing over different days, the conclusion will be that
the model does not fit the message data for ADS-B, or the channel influences on the raw input data. For
VDL2 however this is already the case, since all data used as a raw input are the samples responsible
for the bit synchronisation code. The bit synchronisation code is the same for all VDL2 messages. So
there is no distinction between message data for different messages used and the model will be unable
to use the message data as features for VDL2. For VDL2 there is however the possibility that the chan-
nel effects on the raw signal data could be used, it will be investigated if this is the case in experiment 3A.

The results from experiments 1.A-1.D were used to develop the parameters for the model used in
the following experiments.

6.4.2. Experiments 2.A-2.D

The second experiment investigates the performance of the model to different data sets containing
messages from different amounts of aircraft. The dataset used was first separated in a test and train-
ing set before messages were selected from 25, 50, 100 and 200 aircraft. The training data was again
separated into 5 different folds of validation and training data. As can be seen by the results for ADS-B
the testing performance decreases slightly with the introduction of more classes. This decrease in per-
formance shows that the model will probably be limited in use if a high amount of classes will be used.
Because it seems the accuracy decreases. Where this limit actually is and at which level of accuracy
the model is still usable is not clearly defined and a possible topic for future research.

For VDL2 the decrease in testing accuracy with an increase in number of aircraft is not as prevalent as
is the case with ADS-B. It can possibly be that the model is more robust to this increase as compared to
ADS-B, but more research will be needed to test the model for even more classes. Furthermore VDL2
shows worse performance in terms of testing accuracy as compared to ADS-B. This could be explained
by a number of reasons. The ADS-B data and VDL2 data inputs differ in a number of aspects. The
VDL2 input message data is the same for all messages because the focus was on the bit synchroni-
sation, this is not the case with ADS-B. This could explain why the ADS-B the model performs better,
since the message data could be used as a feature (which is undesirable). Furthermore the number
of samples used for the VDL2 input data was higher but the signal was sampled at a lower rate as
compared to ADS-B, this lower sample rate could possibly ‘'miss’ some of the RF fingerprint features.
Also, the signal type VDL2 could be inherently less prone to RF fingerprinting errors as compared to
ADS-B due to the modulation type and way the signal is transmitted by hardware used. And lastly, the
amount of training samples per aircraft is lower for VDL2 as compared to ADS-B, which could have an
effect on the testing accuracy. This effect can actually already be seen by looking at table 6.4. The
validation accuracy is about +10 % lower to the testing accuracy. This is because the model is trained
on more messages per aircraft before testing as compared to validation (180/160), this results in a very
large performance difference. This can also be seen in the learning curves in figure 6.7, as can be seen
the validation performance differs a lot from the training performance for all classes. This can suggest
that the training set is not representative enough to develop a good generalisation for the validation
set. Increasing the training set slightly, as is the case with the eventual testing of the model showed
a significant increase in model performance, because of this the sensitivity of the model to the of the
amount of training messages per aircraft should be investigated.



Conclusion Next Steps

The main objective of this thesis is to develop a method to radio frequency fingerprint aircraft ADS-B
and VDL2 signals to identify an aircraft, by using radio frequency fingerprinting methods which employ
deep learning. The RF fingerprinting could possibly be used to provide an extra layer of security for
both protocols which can possibly improve the integrity and robustness to message injection attacks.
Previous research on this subject proved ADS-B messages can be utilised for RF fingerprinting. In
this thesis, an RF fingerprinting convolutional neural network has been developed which utilises raw
message IQ signal data as the input. This model was trained to classify the aircraft transmitting these
messages based solely on the raw message data.

The preliminary results show the model is capable of identifying aircraft based on these raw message
samples for up to 200 different aircraft for both VDL2 and ADS-B messages at a testing accuracy of
79% and 89% respectively. But still more research is needed on whether the deep learning model fo-
cuses on the correct RF fingerprinting features, instead of other elements such as the channel effects
on the raw signal data or message contents. Furthermore, the model robustness to noise and message
injections from previously unidentified aircraft are to be investigated. Besides this, it will be investigated
if hardware similarities can have an effect on the accuracy of the model.

The initial results thus prove hopeful, but there is still no certainty the model will be able to actually
be useful as a possible security measure. This will be investigated in the following part of the research.
The model robustness and usability will be investigated using a number of different experiments utilis-
ing data already collected over multiple days. These experiments will check if the convolutional neural
network model focuses on the correct features, it will check the model robustness and usefulness.
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71.

Next Steps & Planning

The planning to finalize the project is as follows:

Data Collection: All data which is to be used in this thesis is collected. For experiments 1-2 is
the data set is from messages collected on 10/01/2022 - 11/01/2022. The data set for experiment
3 will be from the messages collected on datasets from 10/01/2022-11/01/2022 and 26/02/2022-
28/02/2022.

Development of Deep Learning Model: completed
Experiment group 1: completed

Experiment group 2: completed for both protocols separately, performance of the combination
of both signals to be investigated.

Experiment group 3: For this data has to be merged from the data sets collected on different
days. The data is already collected.

Experiment group 4: Noise to be added to the data, the method is already in place but results
need to be gathered.

Experiment group 5: The data has to be merged with data from the open sky database and a
selection of similar aircraft/operator should be made. If this is done, the results can be gathered.

Experiment group 6: Robustness of model to message injections, method to determine perfor-
mance and to test this need to be investigated, afterwards results can be gathered.

Report Finalisation
Green light
Defense
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