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ABSTRACT

The study of the electrophysiological properties of neurons has reached a new level
thanks to recent techniques that combine knowledge from different fields of science.
For a method such as all-optical electrophysiology, the quality of cell segmentation in
the image has one of the critical roles since the accuracy of illumination and perturba-
tion of cells depends on it. The task is challenging because neurons have a complex
morphology, and therefore traditional image analysis methods cannot perform accurate
segmentation. This project focuses on building two AI-based models for neuron soma
detection and mask prediction. Also, the project considers such an essential aspect of
the experiment as the quality of the image recordings.

To implement the task, an open-source software Cellpose was chosen. Two algo-
rithms for images acquired using fluorescence and phase-contrast microscopy were trained,
and their efficiency was characterized by the Intersection over Union and F-score met-
rics. The resulting models demonstrated high performance. In addition, the signal-to-
noise ratio was measured for recordings with different parameters such as camera read-
out speed, illumination intensity, and frequency of laser switching.

Developed models are ready to be applied to the images of cells with or without flu-
orescent labels, although expanding the training dataset is recommended for improving
segmentation accuracy. The project can be extended to detect and segment dendritic
trees and spines to gain new insights into the subtle process of intercellular communi-
cation.

vii





1
INTRODUCTION

Recent advances in protein engineering, photonics, and artificial intelligence pro-
vide a wide range of tools for state-of-the-art neuroscience research. The multidisci-
plinary approach currently facilitates in vivo and in vitro electrophysiology experiments,
realistic disease modeling, and exploration of neural connectivity.
All-optical electrophysiology is one of the sophisticated methods to study neural circuit
dynamics: it allows changing cell membrane voltage by light stimulation. The main prin-
ciple behind this technique is to perturb a cell that expresses light-sensitive proteins by
laser illumination of one wavelength and then record changes in transmembrane volt-
age, as the reporter protein will change the fluorescence intensity level upon laser illumi-
nation of another wavelength. It is also possible to stimulate one cell and record others -
spatial resolution is achieved via projecting desired patterns via digital micromirror de-
vice (DMD). All-optical electrophysiology has an advantage over invasive methods such
as patch-clamp, when the membrane needs to be disturbed to inject current into a cell.
Complex methods face complex challenges, and all-optical electrophysiology is not an
exemption. Recordings at high frame rates come with the price of reduced field of view
and increased noise on the images; sample illumination with a laser of high intensity
induces photodamage. These difficulties are tackled effectively by introducing modern
electronics and bringing modifications to the structure of actuator and sensor proteins,
which have been derived from light-sensitive bacterial rhodopsins.
An additional point of improvement is finding a way to produce an accurate illumination
pattern - this is the main objective of this project. To create a projection, cell masks are
manually drawn based on a widefield image, and then these masks are transformed into
the DMD coordinates. Clearly, manual cell segmentation is imprecise and cumbersome,
especially while working with complex-shaped cells like neurons. For the same reason,
traditional image analysis methods fail as well, so it has been decided to use machine
learning to perform this task.
This report is separated into chapters. The Theory chapter provides all information nec-
essary for understanding the purpose and results of this project, including biological,
physical, and computational perspectives. This part explains the cell model, principles
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behind the action potential, and differences between actuator and sensor proteins, then
delve into the concept of spatiotemporal patterning, finishing with image analysis algo-
rithms along with relevant background on artificial intelligence.
In Methods, different cell segmentation algorithms are presented, explaining the choice
of the particular software, and metrics for evaluating the model performance are given.
Also, the concept of fast laser switching is elaborated, and signal-to-noise ratio measure-
ments are explained.
The Results and Discussion chapter reports findings within this project and describes
achieved accuracy in cell segmentation by the machine learning algorithm, suggesting
potential improvements.
Finally, an overview is given in the Conclusion, followed by recommendations and sug-
gestions for a possible project extension.



2
THEORY

All-optical electrophysiology is a complex topic that combines knowledge from mul-
tiple scientific domains - molecular and cell biology, physics and optics in particular,
and computer science. Such multidisciplinary research requires relevant expertise and
broad background. Therefore, the Theory chapter is intended to familiarize the reader
with each part of the project to ensure that every aspect is evident and contributes to
understanding this thesis’s ultimate goal.
First, the biological part, the tissue model, presents the types of cells that can be used
within this project. The next part introduces the concepts of optogenetics and volt-
age imaging, followed by the part describing the hardware for light patterning and cell
recording. Subsequently, classical image analysis methods and the reasons for fluores-
cent label-free imaging are introduced. Finally, a concise description will introduce crit-
ical terms related to machine learning.

2.1. CELL MODEL
Cell cultures mimic plausible cell-to-cell interactions to facilitate in vitro experiments.
Typically, cell culture is a process by which single cells are grown under controlled condi-
tions (such as medium, temperature, gas concentration, pH) by the influence of specif-
ically selected growth factors. In practice, the term "cell culture" refers mainly to the
cultivation of single-tissue cells derived from multicellular eukaryotes, most commonly
animals. For the disease modeling, cell cultures can be derived directly from the pa-
tients.
The primary cell cultures of this project are NPC-derived neurons and spiking HEK cells;
the following section discusses the properties that made these cells suitable for all-optical
electrophysiological experiments.

2.1.1. NEURONS
Nervous system contains two major types of cells - neurons and glial cells. Neurons can
respond to various physical and chemical stimuli, as well as transmit nerve impulses,
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while diverse types of glial cells are responsible for supporting neuronal functioning by
providing nutrients, support, and protection from pathogens.

This Bachelor End Project focuses on imaging cells for all-optical electrophysiology;
thus, the anatomy and basic properties of nerve cells will be discussed in this section.
Most information contained in this subchapter is retrieved from Bear et al., 2015 and
Purves et al., 2019 unless another source is stated.

Neuron anatomy

Figure 2.1: A simple representation of the neuron’s principal structures. Image source: Kandel et al., 2021.

The simple model of a neuron is presented in Figure 2.1; there are three principal
components: the cell body, also known as soma, and neurites - axon and dendrites -
small tube-like structures radiating from the cell body. Soma contains the nucleus and
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other organelles; this part is mainly responsible for protein synthesis in the cell.
A particular structure called axon hillock gives rise to a single axon. Axon is a structure
that conducts signals from soma to the next neuron via axon termini. The length of an
axon might vary significantly, starting with hundreds of micrometers and up to about
one meter. Often, axons are surrounded by a myelin sheath, which is formed by glial
cells and increases the speed of impulse propagation.
Another type of neurites is dendrites, which also originate from the soma. Dendrites are
receivers of impulses from other neurons, and in more detail, from other neurons’ axon
termini. The point of contact between the axon of one neuron and the dendrite neuron
is called synapse; its structure will be discussed in the following subsection.
Neurons can be classified based on the number of neurites, the shape of the dendritic
tree, functions, and many other parameters.

Synapse
Communication between neurons is established via signals transmitted through synapse

(Figure 2.2). The impulse passes from the axon terminal of the presynaptic neuron, caus-
ing propagation of action potential. There are two types of synapses - electrical and
chemical, and often they coexist withing an organism.

Figure 2.2: Synapse structure. a) Electrical synapse enables the ion flow via gap junctions - channels for phys-
ical cell connection; b) Chemical synapse establishes cell-to-cell communication via the neurotransmitter
molecules.Image source: Purves et al., 2019.

Electrical synapse functions by passive ion flow through gap junction channels -



2

6 2. THEORY

these synapses allow faster signal propagation and are considered less complex than
chemical synapses. Signal propagation in a chemical synapse is realized through neu-
rotransmitter release from the presynaptic membrane into the synaptic cleft. Conse-
quently, these molecules bind to the specific receptors in the postsynaptic membrane,
causing changes in the transmembrane voltage.

Action potential
One of the essential physiological properties of neurons is the ability to transmit

electrical impulses, so-called action potentials; the scheme is shown in Figure 2.3. The
mechanism behind action potential is based on changes in membrane potential due
to the work of sodium-potassium pumps, potassium channels, and sodium channels.
When the membrane is at rest with Na+ and K+ ions at equilibrium, the voltage across
the membrane is approximately -70 mV. The cell membrane is selectively permeable,
which means that passive channels allow an influx of sodium and outflux of potassium
ions, which is compensated by the sodium-potassium pump.
Equilibrium is disturbed by binding neurotransmitter molecules to receptors on postsy-
naptic dendrite and Ca2+ influx during the nerve impulse propagation. This event opens
voltage-gated sodium ion channels, and ions rush into the cell, causing rapid membrane
depolarization. When the membrane potential reaches +30 mV - nearly the electro-
chemical equilibrium for sodium at the overshoot phase, Na+ voltage-gated channels
become inactive, while K+ channels are activated, resulting in membrane repolarisation
in the falling phase. After a short hyperpolarization phase, ion concentration returns to
the initial state.

2.1.2. NEURON PROGENITOR CELLS

NPC-derived neurons is a convenient model that enables in vitro experiments with lim-
ited use of animal tissue, and disease modeling with the cells directly from patients.
Understanding the nature of NPCs is necessary for grasping the idea and motivations
behind this thesis. Thus, the following section briefly characterizes NPCs, their differen-
tiation outcomes, research methods, and practical applications.

Overview
NPCs should be distinguished from stem cells based on their potency - the ability of

the cell to differentiate into other cell types. Pluripotent stem cells can undergo an indef-
inite number of divisions and give rise to various cell types, while NPCs are multipotent
cells with limited differentiation potential as they can divide only into glial and neuronal
cells (Martínez-Cerdeño and Noctor, 2018).
During the embryonic development in vertebrates, the proliferation of NPCs is mainly
controlled by Sonic Hedgehog and Wnt/β-catenin signaling pathways and Noggin pro-
tein (Tropepe et al., 2001), but numerous growth factors can influence cell fate depend-
ing on its spatial identity (Jessell, 2000; Farkas and Huttner, 2008).
For in vitro experiments, NPCs are derived from induced pluripotent stem cells (iPSCs).
All the factors that might affect the cell fate determination are still unknown; existing
neural induction protocols describe the expected ratio between neurons and glia using
various reagents and procedures (Gunhanlar et al., 2017).
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Figure 2.3: Action potential. a) Resting membrane - the transmembrane voltage between -65 mV and -70 mV
is maintained by sodium-potassium pumps (active transport) and ion channels (passive transport); b) Rising
phase is characterized by the rapid increase in the membrane potential upon cell stimulation; c) Falling phase
is represented by the drop in transmembrane voltage due to the opening of voltage-dependent potassium
channels. Image source: Hillis et al., 2013.

Practical application
NPCs-derived neurons and glia have multiple applications in different fields of study.

Differentiation of neural progenitor cells upon various conditions allows gaining insights
into healthy human brain development processes and modeling and studying diseases
and conditions (Sidhaye and Knoblich, 2020; Das et al., 2020). Aside from understand-
ing neural development, disease modeling is necessary for finding new drug treatment
strategies (Porterfield and Porterfield, 2020).
Another promising area for NPCs application is stem cell therapy. For example, stroke,
multiple sclerosis, and neurodegenerative diseases such as Alzheimer’s disease and Parkin-
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son’s disease are associated with loss of neurons and glial cells, leading to disability.
There is no efficient medicamental treatment for these conditions, and therefore trans-
plantation of iPSCs and NPCs could alleviate the symptoms and improve patients’ qual-
ity of life (Lindvall and Kokaia, 2006). Due to the relative novelty, ethical and legal com-
plications related to this technology, large-scale clinical trials have not yet been launched,
although the outcomes of early trials demonstrated positive results (Parmar et al., 2020;
Curtis et al., 2018).

2.1.3. SPIKING HEK CELLS

HEK293T (Human Embryonic Kidney 293 - further referred to as HEK cells) cell culture
is an immortalized lineage of cells that is convenient to maintain and transfect, therefore
such tissue culture becomes a widely available instrument for multiple areas of research,
including electrophysiological experiments. Modified HEK cells express potassium and
sodium ion channels, which allows these cells to generate and propagate action poten-
tial. Necessary optogenetic components, namely actuator and sensor proteins (to be
discussed in the next section), are also expressed.

2.2. ALL-OPTICAL ELECTROPHYSIOLOGY
All-optical electrophysiology combines the advantages of optogenetics and voltage imag-
ing - two approaches for simultaneous optical excitation of the cell membrane and record-
ing changes in membrane potential. Such a technique requires considerable effort, in-
cluding careful selection of GEVIs to avoid cross-talk due to spectral overlap in actuators
and reporters (Hochbaum et al., 2014), and development of a complex optical system for
fast image acquisition with a maximal signal-to-noise ratio (SNR).

2.2.1. OPTOPATCH

Optopatch is a technique for perturbing cells using light stimulation via genetically en-
coded light-sensitive proteins. This method requires four principal components: cells
with an optogenetic actuator and optogenetic sensor, along with pieces of hardware for
spatial and temporal light patterning. The following subchapter and the Methods chap-
ter will discuss each component in detail.

Actuators and sensors
Actuator proteins are able to activate or inhibit cell membrane potential in a non-

invasive way. Light-sensitive ion channels in the membrane change their conformation
in response to light stimulation, therefore controlling transmembrane voltage. Gener-
ally, actuators are represented by various types of genetically modified rhodopsins, for
instance, channelrhodopsin-2 (ChR2), archaerhodopsin (Arch), or Channelrhodopsin
from Scherffelia dubia (CheRiff) (Knöpfel, 2012).
Sensor proteins are needed for the detection of membrane potential. Voltage sensors
such as Arch-derived mutated proteins QuasArs (’quality superior to Arch’) alter their flu-
orescence intensity level depending on the transmembrane voltage and upon red light
illumination. Co-expressed actuator and sensor protein pair - optopatch, Figure 2.4 -
makes it possible to record of electrophysiological activity of the cell after its optoge-
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netic stimulation (Hochbaum et al., 2014). To avoid confusion, it is important to state
that in the context of this thesis terms “sensor”, “reporter” and “indicator” are used in-
terchangeably, although there are subtle differences from the perspective of molecular
engineering.

Figure 2.4: Schematic representation of a spiking HEK cell.Transgenic K+ and Na+ channels are responsible
for the changes in transmembrane voltage. A cell can be perturbed by optical stimulation of CheRiff protein,
and QuasAr protein reports changes in the voltage. Connexin (Cxn) connects cells, creating a gap junction.
Image source: McNamara et al., 2016.

2.2.2. VOLTAGE IMAGING

Voltage imaging is another technique for recording the electrophysiological activity of a
cell by visualizing changes in membrane voltage as changes in fluorescence intensity of
specifically engineered proteins - genetically encoded voltage indicators (GEVIs).

Genetically Encoded Voltage Indicators
GEVIs create an opportunity for visualizing membrane action potentials upon stim-

ulating selected cells. Thus they are suitable for studying interactions between cells on
the neural circuit level. In most cases, the structure of voltage sensors is based on mi-
crobial opsins; different types of GEVIs vary in brightness, sensitivity, and response time
(Knöpfel, 2012; Adam et al., 2019); hence appropriate proteins should be selected for
particular experiments.

2.3. LIGHT PATTERNING
All-optical electrophysiology experiments demand accurate and fast illumination, which
can be achieved by spatial and temporal light patterning realized by a sophisticated
hardware setup.

2.3.1. LIGHT MODULATION

Precise illumination of targeted cells requires two types of light modulation: spatial and
temporal. Spatial light modulator (SLM) directs light to the cells of interest for its stimu-
lation. There are two types of SLMs - liquid crystal SLM (LC-SLM) and digital micromir-
ror device (DMD). LC-SLMs are used for three-dimensional holographic photostimula-
tion based on phase-shifted light (Anselmi et al., 2011), while DMD represents an array
of mirrors, each mirror can change its position as “on" and “off” - this binary switch al-



2

10 2. THEORY

lows to generate arbitrary light patterns faster than when using LC-SLM (Ronzitti et al.,
2017; Packer et al., 2013). In this project, DMD will be used.
Spatial light modulation enables illumination and recording of the fluorescence inten-
sity changes for specifically selected cells. To create a DMD projection, it is necessary to
translate projecting area’s corresponding camera coordinates to DMD coordinates. The
process and importance of accurate cell segmentation and producing a mask are dis-
cussed in the following subchapter.
High temporal resolution can be achieved with an acousto-optical tunable filter (AOTF),
which controls light wavelength and intensity via changing acoustic wave frequency
(Murphy and Davidson, 2012).

2.3.2. MICROSCOPE CONFIGURATION
Custom-built microscopes for all-optical electrophysiology enable equipment adjust-
ments based on the needs of a particular experiment, characteristics of a sample, and
limitations in both hardware and samples, for instance, laser switching speed or GEVI
sensitivity. This project uses wide-field illumination; the laser intensity can be regulated
via an AOTF. DMD controls light patterning for illuminating selected parts of a sample,
which is later recorded on a CMOS camera or photomultiplier tube (PMT). Figure 2.5
shows the main parts of a microscope setup (Meng et al., 2022).

Figure 2.5: Microscope overview. AOTF-controlled laser beams of different wavelengths are combined and
magnified by the system of lenses, then directed via DMD for sample illumination and detected by a CMOS
camera. Graphics by Xin Meng.

All-optical electrophysiology demands significant effort - creating a tailored hard-
ware setup and improving rhodopsins fluorescence intensity. Nonetheless, with recent
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advances in optical and protein engineering, essential components can be adjusted for
the needs of a particular experiment. It provides much freedom regarding various re-
search that can be performed using this technique. For instance, one could shift their
focus to large-scale recordings for investigating neural connectivity in vitro (Rickgauer
et al., 2014), performing in vivo imaging (Packer et al., 2014), or studying rhodopsins on
molecular level (Hochbaum et al., 2014).
Nevertheless, one more aspect remained unmentioned - software, which is a substan-
tial part of the method as it controls DMD projections, AOTF, and the camera. Further,
the software is used for image pre- and postprocessing, particularly for creating masks
that will be sent to DMDs and projected onto the cells for their photostimulation. The
following subchapter discusses ways to obtain and analyze images, including traditional
methods and machine learning.

2.4. IMAGE PROCESSING
This section describes methods for analysis of neuron, NPCs and HEK cells images. First,
the most typical algorithms for the feature extraction will be discussed. Then, reasons
for using unstained cells are given, followed by a comparison between brightfield and
phase-contrast microscopy.
Choosing morphological features for image-based cell characterization might seem ev-
ident, but currently, visual parameters that allow accurate cell detection and segmenta-
tion remain unknown. Therefore, it is reasonable to track cells throughout their devel-
opment to estimate cell motility and proliferation rate; also, considering a time dimen-
sion will provide additional information for more accurate analysis (Cohen et al., 2010).
Hence, selecting criteria for cell quantification is a part of this project.

2.4.1. MOST COMMON IMAGE ANALYSIS ALGORITHMS

Cell state quantification requires multiple steps such as cell segmentation, image align-
ment for time-lapse frames, and further analysis. Compared to image analysis for most
cell types, the task becomes more difficult due to the complex shape of neurons. Table
2.1 provides a summary of the most common methods used for analyzing neuron images
(M. Winter et al., 2011; M. R. Winter et al., 2015; Al-Kofahi et al., 2006).

2.4.2. FLUORESCENT LABEL-FREE IMAGES

A small part of this project is dedicated to analyzing images obtained without fluorescent
tags. Many modern techniques, including immunostaining or genome modifications
for fluorescent protein expression, are widely used in scientific research. Confocal mi-
croscopy or multiphoton microscopy provide an opportunity to obtain high-resolution
images. However, these methods have limitations because fluorescent labeling may re-
quire cell fixation, disturb the cellular environment, and induce photodamage.

2.4.3. BRIGHTFIELD AND PHASE-CONTRAST MICROSCOPY

The choice to study unstained cells offers two available imaging options: brightfield mi-
croscopy and phase-contrast microscopy. Initially, brightfield microscopy was the pref-
erence for this project since it is a relatively simple method for cell imaging; however, it
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Task Method and description Advantages Disadvantages

Preprocessing
Gaussian blur: low-pass
filter with Gaussian
distribution attenuates
high frequency signals.

The extent of image
“smoothness” can be
controlled by chang-
ing the standard devi-
ation σ.

Attenuates both
noise and signal and
blurs cell structures.

Morphological smooth-
ing: opening operation
followed by closing.

Removes dark and
bright small artifacts
from the image.

Can produce ar-
tifacts if noise is
present at the cell
edges.

Segmentation

Watershed transfor-
mation: selecting local
intensity minima and
expanding boundaries
of an object.

Efficient for splitting
touching cells and es-
timation the number
of cells.

Requires a lot of pre-
processing and of-
ten leads to overseg-
mentation.

Otsu’s thresholding:
minimizing intra-class
variance using the in-
tensity histogram.

High accuracy upon
satisfying the condi-
tions.

Works well only for
a bimodal distribu-
tion of pixel intensi-
ties.

k-means clustering:
classifying pixels into k
clusters based on inten-
sity.

A relatively simple al-
gorithm that is appli-
cable to large sets of
data.

Fails in case of com-
plex cell morphol-
ogy; automatic de-
termination of k is
problematic.

Gaussian mixture
model: a generalized
k-means method that
involves the variance of
parameters.

More accurate seg-
mentation due to
assuming a non-
circular cluster shape.

Requires multiple
parameters, and
needs to perform
k-means as prepro-
cessing.

Cell tracking

Nearest neighbor: as-
signing the same trajec-
tory to objects based on
their location on the pre-
vious frame.

A simple algorithm
that allows measuring
cell motility.

Fails with high cell
density or noisy sig-
nal.

Table 2.1: Conventional image analysis methods applicable to cell images(Wu et al., 2008; Sonka et al., 1993).
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produces low-contrast images that are difficult to process. Furthermore, only very few
equivocal studies use brightfield microscopy for NPCs image analysis (Jiang, Wang, Gao,
et al., 2016; Jiang, Wang, Luo, et al., 2016), concluding that more advanced techniques
should be applied.
Phase-contrast microscopy allows imaging of even transparent specimens without fixa-
tion and staining. The technique is based on the phase shift when light rays pass through
the sample. Waves that pass through the specimen but do not interact with it - un-
diffracted, or surrounding light, as well as diffracted waves, are both collected by the ob-
jective and undergo interference; therefore, the amplitude of the resulting wave changes,
leading to the changes in light intensity and forming an image.

(a) Phase difference between diffracted light that passed
through the specimen and undiffracted, surrounding light.
As it can be seen, there is a phase delay of diffracted light.

(b) Main elements of phase-contrast microscope and light
paths. Condenser annulus creates a hollow cone of light for
sample illumination; phase plate advances the phase and re-
duces the amplitude of undiffracted light

Figure 2.6: Principles behind phase-contrast microscopy.Image source: Murphy and Davidson, 2012.

The difference between a brightfield and a phase-contrast microscope lies in two ad-
ditional components of the latter: a condenser annulus and a phase plate.
Condenser annulus is an annular diaphragm, and it is used to create oblique illumina-
tion of a sample. Undiffracted light forms a bright image of the condenser annulus in
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the rear focal plane of the objective, the so-called diffraction plane. At the same time,
diffracted rays pass the diffraction plane in multiple locations depending on the sample
properties; the light path is depicted in Figure 2.6a.
The phase plate alternates phase and amplitude of undiffracted light. It is possible due to
the construction of a phase plate: the dark ring on a phase plate (Figure 2.6b) represents
the part with reduced thickness for surrounding light; thereby, the phase shift occurs.
This dark ring is often coated with a metal film to reduce the amplitude of undiffracted
light waves and achieve a high contrast image.

2.5. ARTIFICIAL INTELLIGENCE
Machine learning is used in this project as a tool for cell segmentation; this subchapter
presents motivation to use it over traditional methods and a brief overview of an idea
behind artificial neural networks.

2.5.1. MOTIVATION TO USE MACHINE LEARNING
As discussed previously, conventional methods for image analysis are imprecise and re-
quire close human supervision and active intervention. It makes the process of cell
quantification very tedious, prone to errors, and thus unreliable, especially for a large
amount of data and complex cell morphology. For this reason, machine learning is used
more often in microscopy image analysis as a convenient tool for cell segmentation.

2.5.2. GENERAL CONCEPT OF NEURAL NETWORKS
An artificial neural network (NN) is represented by a set of artificial neurons, organized
in layers and connected by so-called edges, each of which has its weight. Every neuron
is a mathematical function that receives one or multiple inputs from the previous layer,
like dendrites, and then produces a single output for the next layer, with an analogy to
an axon of a biological neuron.
Initially, weights of edges are assigned randomly. During machine learning, or NN train-
ing, these weights are adjusted to minimize a loss function - the difference between pro-
duced and expected output. Transfer learning is a method to define the initial weights by
an already trained NN for a similar type of task. For instance, a model trained to recog-
nize bicycles can be used to initialize weights for a model for scooter detection. Such an
approach accelerates the training process for a new model and reduces the data needed
for training (Zhuang et al., 2019).
Another fundamental conception is supervised machine learning, which means that the
algorithm maps input-output data based on manually labeled examples. This project
uses supervised transfer learning to create cell masks for phase-contrast and fluores-
cence microscopy images.
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This chapter describes the process of selecting an appropriate way to reach the max-
imal accuracy in cell segmentation. Provided examples illustrate differences between
image analysis tools, including manual segmentation via ImageJ, automatized Python
code using classical methods, and machine learning-based open software. Then, the
neural network training process is described. The last part of this chapter is dedicated to
optimizing hardware and software to obtain high-quality images.

3.1. PROGRAMMING LANGUAGE AND CHOICE OF SOFTWARE

Cell segmentation is a specific task yet widely used in multiple domains. Therefore, there
are numerous approaches to detecting and segmenting images depending on object
characteristics such as type, density, morphology, etc. This subchapter provides rea-
sons behind the choice of a particular programming language and software for creating
accurate masks of neurons based on fluorescent and phase-contrast images.

3.1.1. PROGRAMMING LANGUAGE

Python is the programming language chosen for this project. This programming lan-
guage is currently used in the lab; thus, other members can use the application, easily
read and edit the code in the future.
Moreover, Python allows work with various packages - third-party software for specific
purposes. In our case, working with machine learning and processing big datasets re-
quires GPU-accelerated computations that involve the usage of a hybrid platform CUDA,
supported through libraries such as CuPy and Numba.
The software evaluation is performed by segmenting cell somas on two sample images
shown in Figure 3.1, representing typical data obtained during all-optical electrophysi-
ology experiments.
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Figure 3.1: NPC-derived neurons expressing GFP, magnification 27.8 and 10.

3.1.2. MANUAL CELL SEGMENTATION

ImageJ (Schneider et al., 2012) is a convenient image analysis tool for life scientists - it in-
cludes many pre-installed plugins and allows one to create own macros using JavaScript.
The programming language is one of the drawbacks, as it is incompatible with the soft-
ware already used in the lab. Moreover, manual cell segmentation is subjective and in-
accurate, and processing a large amount of data is tedious and time-consuming. Figure
3.2 confirms that images with manually selected parameters have numerous debris and
are segmented inaccurately.

Figure 3.2: Test images after applying Gaussian blur, morphological smoothing, and Otsu’s thresholding. Mul-
tiple somas were not detected, and segmentation artifacts were present.
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3.1.3. CELL SEGMENTATION USING CONVENTIONAL METHODS
Automatic segmentation using classical methods in Python also demonstrates poor per-
formance - Figure 3.3 shows that cells are either under-segmented or undetected. Detec-
tion algorithms are mostly based on mathematical morphology features; thus, this task
remains a challenge due to the complex morphology and high cell density. Used code
can be found on Brinks lab’s GitHub: https://github.com/Brinkslab/Neuron_Image_Processing.

Figure 3.3: Neuron masks created using traditional image analysis methods in Python.

3.1.4. SELECTING AN AI-BASED OPEN SOFTWARE
There is much available software designed to segment cells, including neurons. These
algorithms are developed using either artificial intelligence or various classical image
analysis methods; performance and other characteristics may also vary.
To achieve tangible results, it has been decided to compare open software, as it might
outperform and be more convenient than the algorithm currently used in this project.
The following criteria were selected:

https://github.com/Brinkslab/Neuron_Image_Processing
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• Free and open-source software - in most cases, commercially available solutions
are too costly. Moreover, it is not possible to modify or embed the code into exist-
ing software for all-optical electrophysiology experiments due to potential issues
with licensing;

• Python as a programming language - chosen software must be compatible with
software that is currently used to control the microscope; it will allow incorporat-
ing the algorithm into existing code;

• Accuracy - considering neurons’ complex shape, cell segmentation accuracy is the
main criterion. In the future, the project will be applied to the segmentation of
not only neuron somas but also a dendritic tree, which requires a high-precision
algorithm;

• Computational performance is a parameter that is commonly worth considering,
but in this context, it is not crucial because the used GPU is powerful enough to
perform segmentation tasks in a short time;

• It would be a significant advantage if the same program could be applied to images
of label-free cells. However, this is purely optional due to considerable differences
between fluorescence and phase-contrast images.

Most Python-based open software that would be suitable for processing images of
cells with complex morphology, such as NeuroMorphoVis or Neuronize, is targeted at 3D
images or skeletonized neurons. Therefore, it has been decided to focus on two gener-
alists, deep learning-based algorithms: Cellpose 2.0 (Stringer and Pachitariu, 2022) and
CellProfiler 4 (Stirling et al., 2021).

3.1.5. CELL SEGMENTATION USING CELLPOSE AND CELLPROFILER
As discussed in the previous section, both Cellpose and CellProfiler fulfill the require-
ments listed above; both have pre-trained models and a possibility for the user to train
custom models. Yet, the results of test image segmentation shown in Figures 3.4 and
3.5 suggest proceeding with Cellpose for two reasons - accuracy of object detection and
amount of debris.

While object detection accuracy is an apparent criterion for creating a cell mask, the
absence of debris is crucial for cell perturbation by optical stimulation because acciden-
tal DMD projection of debris might cause undesirable changes in cell transmembrane
voltage.

3.1.6. TRAINING A CELLPOSE MODEL
One of the advantages of Cellpose is a convenient interface for customizing a model
for cell segmentation based on a “human-in-the-loop” pipeline - direct interaction be-
tween a machine learning algorithm and a human by providing immediate feedback on
the segmentation result (see Figure 3.6). The training procedure is the following: the first
step is selecting a model that has been trained on a similar task. Cellpose suggests several
models provided by Model Zoo (Ramesh and Chaudhari, 2021) - an open platform for
deep learning researchers that allows access to a wide range of already trained models.
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Figure 3.4: Neuron masks created using CellProfiler 4.

Next, the software requires loading one image from the dataset, applying the pre-trained
algorithm to the image, and then manually correcting defined masks. This step repeats
for every image in the training dataset. As mentioned before, such an approach requires
less time, effort, and data than classical machine learning methods (Stringer and Pachi-
tariu, 2022). Within this project, two models based on two microscopy methods were
trained and evaluated.

Fluorescence microscopy images
The model for detection and segmentation of fluorescent cells has been trained on 50

images of neurons expressing GFP, obtained with the objective Olympus XLPLN25XWMP2,
NA1.05, working distance 2.0mm, with a total magnification 27.8.

Phase-contrast microscopy images
As stated in the Theory chapter, phase-contrast is a preferred imaging technique for

cells without fluorescent labels, compared to brightfield microscopy. Figure 3.7 shows
that extracting information from brightfield images is highly problematic, if possible.

The model for phase-contrast images has been trained on 35 images, 30 of which
were captured with the microscope MShot MF53-N, phase-contrast objective Plan20X/0.45NA,
working distance 5.0mm. Another 5 images were retrieved from Christiansen et al., 2018
and acquired with Nikon S Plan Fluor 20X/0.6NA.

3.1.7. ESTIMATING SEGMENTATION ACCURACY
As with any method, cell segmentation performance can and should be quantified. There
are many various metrics for this task; the majority of them are based on four main pixel
classes, which are shown in Figure 3.8: true positives (TP), true negatives (TN), false pos-
itives (FP), and false negatives (FN).

Based on this classification, it is possible to find the Jaccard similarity coefficient
(JCS), receiver operator characteristic curve, the Hausdorff index, the F-score, and oth-
ers (Chen, 2021). In this project, the JSC, also known as the Jaccard index or intersection
over union (IoU), is used to measure the overlap between the ground truth object T and
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Figure 3.5: Neuron masks created using Cellpose 2.0. Top row: mask overlay, bottom row: resulting grey-scale
masks.

segmented object S (Stringer et al., 2020). Object detection accuracy is estimated with
F-score as a standard metric in computer vision. Both indicators can take a value from 0
to 1; higher numbers indicate more accurate segmentation.

Intersection over Union
Intersection over union is an average precision for estimating the match between

segmented object and a ground truth: AP = |T P |
|T P |+|F P |+|F N | .

F-score
The F-score or F-measure, also known as the Dice similarity coefficient (DSC), is an

accuracy measure based on precision and recall. Precision is a number that represents
the fraction of true positive pixels in all positive pixels: P = |T P |

|T P |+|F P | , whilst recall is a

fraction of true positive pixels in the true object: R = |T P |
|T P |+|F N | . In the literature, preci-
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Figure 3.6: Cellpose GUI for cell segmentation and training an own model. The panel on the right allows
selecting a channel for segmentation (RGB or greyscale); the drawing section defines parameters for manual
cell segmentation, indicating cell diameter is needed for more precise automatic segmentation. Model Zoo
suggests pre-trained models; otherwise, it is possible to load custom models; image saturation can be adjusted
either manually or automatically; bottom parameters are defined for Z-stack analysis.

sion might be referred to as positive predictive value and recall as sensitivity. The F-score
is the harmonic mean of the precision and recall F = 2 · P ·R

P+R .

These metrics are helpful in model characterization and comparing it with other ma-
chine learning algorithms. It is essential to mention that ground truth masks were user-
defined, meaning that the human factor can influence final numbers because objects
are not defined with subpixel accuracy.
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Figure 3.7: Comparison between images of NPCs obtained with brightfield (left) and phase-contrast (right)
microscopes, magnification 10x.

Figure 3.8: Representation of pixel classification. TP is a class of pixels correctly segmented as an object, TN -
pixels correctly segmented background, FP - pixels incorrectly segmented as an object, FN - pixels incorrectly
segmented as background.

3.2. HARDWARE SYNCHRONIZATION

There are multiple pieces of hardware to manage during cell recording: camera, lasers of
different wavelengths, AOTF, and DMD. In order to synchronize these parts, waveforms
are configured via specifically designed Python software to control temporal and spatial
resolution. Figure 3.9 shows the general idea behind generating waveforms.
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Figure 3.9: Wave configuration for all-optical electrophysiology recording. DMD switching is synchronized
with laser illumination, which is, in turn, controlled by AOTF signals. It allows to perturb cell with the light
of one wavelength and record another cell upon other wavelength illumination. The trigger represented as a
purple line is a DMD switch trigger; the green line corresponds to the camera trigger - the camera is exposing
in the reporter channel (Arch emission filter). Graphics by Xin Meng.

3.2.1. TECHNICAL SPECIFICATIONS

In this project, the following pieces of hardware were used: a sCMOS camera ORCA
Flash4.0 V3, Hamamatsu; lasers MLL-FN-639, CNI and OBIS 488 LX, Coherent; AOTFnC-
VI S, AA Optoelectronics; DMD Vialux V7001, Texas Instruments; input/output device
USB-6363, National Instruments.

3.2.2. ASSESSING RECORDING QUALITY

Image quality is one of the crucial criteria for high-fidelity cell segmentation and quan-
tification in general; therefore, recording parameters must be carefully selected in order
to minimize noise. One of the experiments within this thesis’s framework is dedicated
to comparing two sets of parameters from the perspective of recording quality, which is
characterized by the signal-to-noise ratio (SNR); these parameters can be found in Table
3.1 and Figure 3.10.

3.2.3. MEASURING SNR
Signal-to-noise ratio is a common metric to estimate image or video quality - it shows the
ratio of a signal level to the background noise level: SN R = µsi g

σsi g
, Where µ is the average

signal value, and σ is the standard deviation.
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Set Laser switching
rate, Hz

640AO ampli-
tude, V

Camera frame
rate, fps

Duty cycle, %

Control 1000 5 2000 50

1 1000 5 1000 50

2 1000 2.5 500 100

Table 3.1: Settings for measurements 1 and 2. Doubled camera frame rate in the control recording is needed to
confirm the fact of the laser switch - each frame captures the laser’s “on” and “off” state, while it is impossible
to see switching in the experimental recordings.

Figure 3.10: Wave configuration for set 1 (left) and 2 (right). The recording was made with full DMD projection
and 640 nm laser as it is GEVI’s emission wavelength.

Low-noise recordings have higher SNR, and noisy samples have low SNR, respec-
tively. For measuring the SNR of an image, the following formula is used:

SN R = 10 · log10 ·
∑nx−1

0

∑ny−1
0 [r (x, y)]2∑nx−1

0

∑ny−1
0 [r (x, y)− t (x, y)]2

Where nx and ny are the image size in pixels, r (x, y) are pixel values on a reference
image, and t (x, y) are pixel values of the test image. For the stack of images, SNR is
measured individually for each frame. Typically, the SNR is measured in decibels (dB).

The SNR was measured using the ImageJ plugin developed by Sage and Unser, 2003.
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RESULTS AND DISCUSSION

This chapter presents the results obtained within the project. First, the cell segmen-
tation accuracy is evaluated based on metrics described in the Methods chapter. Addi-
tionally, the relation between a number of regions of interest (ROI), average cell size, and
mask prediction accuracy are investigated. Then, fast switching recording protocols are
presented, followed by the results of SNR measurements for two sets of parameters.

4.1. ALGORITHM ACCURACY
As the main result of this project, two AI-based algorithms were trained to detect and
segment images of NPC-derived neurons captured with fluorescence and phase-contrast
microscopes - the models are available on Brinks lab’s GitHub: https://github.com/Brinkslab.
The Fluorescence model is based on the pre-trained CP model available on Cellpose, the
Phase-Contrast model has been trained with weights initiated by the LiveCell model (Ed-
lund et al., 2021).

4.1.1. IOU AND F-SCORE

Tables 1 and 2 in the Appendix, and Figure 4.1 below present measurements for pre-
dicted masks and true (user-defined) masks for models trained on fluorescence and
phase-contrast data. For each model, 10 additional images were segmented by the Cell-
pose algorithm, then by the user; the number of ROIs, mask areas in pixels, and the area
of the mask overlap was calculated via ImageJ.

The average IoU values for the Fluorescence and Phase-Contrast models are 0.8345
(SD 0.0647) and 0.7757 (SD 0.0359) respectively; the F-scores are 0.9084 (SD 0.0386) and
0.8732 (SD 0.0227) with the same order.
Even though the Fluorescence model outperformed Phase-Contrast, both demonstrate
reasonably good results. IoU less than 0.5 is considered poor image segmentation qual-
ity, values between 0.5 and 0.75 as good, and values above 0.75 as excellent. High F-score
values also confirm that the cells are detected accurately (Chen, 2021).

25
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Figure 4.1: Comparison of cell mask prediction metrics for two models. Both IoU and F-score are higher for the
algorithm trained on fluorescent image data, which means better performance in the cell segmentation task.

Model
Fluorescence Phase-Contrast

Number of ROIs Avg ROI size Number of ROIs Avg ROI size
IoU -0.59539 0.19467 0.04836 0.57483

F-score -0.59096 0.19971 0.05569 0.57049

Table 4.1: Pearson correlation coefficients between IoU, F-scores, number, and an average size of ROIs for both
models.

4.1.2. DEPENDENCE OF SEGMENTATION ACCURACY ON THE NUMBER AND

SIZE OF ROIS

If there are more cells on the image and they are smaller, cell detection and segmentation
tasks might become more difficult. Therefore, it has been decided to analyze whether
there is a relation between mask prediction accuracy and ROI characteristics. Table 4.1
presents the Pearson correlation coefficient between various parameters.

The Pearson correlation is defined by the formula ρX ,Y = Cov(X ,Y )
σX σY

, with Cov(X ,Y )
being the covariance between two datasets and theσ - standard deviation for each dataset.
This coefficient measures the linear correlation between two datasets. It can take values
between -1 and 1, where values below zero mean negative correlation, and above zero
- positive; the larger the absolute value, the stronger the trend. However, one should
remember that correlation does not always mean causation.

It is important to mention that data from both models differ - Tables 1 and 2 in the
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Appendix show that training images for the Fluorescence model mostly had single large
cells, and the Phase-Contrast model was trained on images with numerous small cells.
There are two curious observations based on the table above. First, a fairly strong nega-
tive correlation is observed between the number of ROIs and segmentation accuracy for
the Fluorescence model, e.g., the more cells there are on the image, the less accurate will
be the task prediction. It can be explained by the difficulties in splitting touching cells
and a strong halo effect inherent in images obtained using this type of microscopy.

The second observation is a relatively strong positive correlation between the aver-
age ROI size and accuracy metrics for the Phase-Contrast model and a weak positive cor-
relation for the Fluorescence model, meaning that the segmentation task is performed
more successfully for the cells of larger size. Limited image resolution might be a reason
behind less precision in mask prediction for smaller objects.
While recognizing that the results are reasonable (Shen et al., 2018), there is not enough
data to come to a firm conclusion. Testing set containing only 10 images per model
might be sufficient to identify a general tendency, but not enough to define concrete
numbers; therefore, expanding training and testing sets is recommended.

4.1.3. POTENTIAL IMPROVEMENTS
One of the advantages of Cellpose is the opportunity to continue custom model training
at any moment in the future. More images with differing numbers, sizes, and densi-
ties of cells would improve segmentation quality. Yet, training on too much data should
be avoided as this can lead to the model overfitting - an event when an algorithm erro-
neously traits background noise as data. Generally, overfitting occurs after processing
hundreds of images, so it is not an issue within this project.

4.2. PROTOCOLS FOR FAST LASER SWITCHING EXPERIMENTS
All-optical electrophysiology experiments are often perplexing. One of the objectives of
this project was to facilitate understanding and performing such experiments, including
creating short manuals in an easy-to-follow manner. These protocols are intended to
familiarize the user with the principle parts of hardware and guide them through setting
up the experiment and configuring necessary parameters. The resulting protocols can
be found in the Appendix.

4.3. SNR MEASUREMENTS IN RECORDINGS
Figure 4.2 presents the result of SNR measurements for two parameter sets from Table
3.1: 1000 fps camera frame rate with switching laser and 500 fps camera frame rate with
constant red light illumination; each value is the average of the measurements over 500
frames.

The average SNR for set 1 is 23.887 dB (SD 0.0274), and for set 2 - 21.212 dB (SD
0.0309), both values are within an acceptable range for voltage imaging (Flytzanis et al.,
2014).
In theory, the higher temporal resolution allows to distinguish sub-millisecond changes
in the cell membrane voltage, but in practice, imaging rates higher than needed lead to
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Figure 4.2: Results of SNR measurements. Set 1: 1000 Hz red laser switching with voltage 5V, duty cycle 50%,
and camera frame rate 1000 fps; set 2: 1000 Hz red laser switching with voltage 2.5V, duty cycle 100% (constant
illumination), and camera frame rate 500 fps.

the decrease of SNR, because it increases the readout noise (Quicke et al., 2019). Also, in-
creasing the frame rate is coupled with the necessity to use higher laser intensity, which
leads to sample photodamage.
Additionally, there is a trade-off between high frame rate and field of view, because a
sCMOS camera readout starts from the center of the sensor and goes to the upper and
lower halves simultaneously, so there must be enough time to scan all lines before the
next trigger arrives. A higher frame rate means less time to scan all the rows, which, in
turn, demands reducing FOV to a few tens of pixels, thereby complicating cell observa-
tion.
In the context of a real experiment with recording cells expressing GEVIs, the SNR value
is expected to be lower because of the background fluorescence, especially with high
cell density. Besides, there is still no GEVI that is fast, bright, and sensitive enough at the
same time, but GEVIs with slower kinetics can be detected in the lower camera frame
rate recordings, which means that they can be used in experiments when other charac-
teristics are more important (Knöpfel and Song, 2019).
Overall, selected sets of parameters did not demonstrate significant differences in SNR
between the two models, thus there is no universal answer - the camera frame rate, laser
intensity, and spatiotemporal patterns should be selected according to the needs of a
particular experiment, GEVI characteristics, cell culture density and desired field of view.
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CONCLUSION

This project aimed to find an approach for accurate cell mask prediction for the im-
ages of NPC-derived neurons, explicitly designed for the needs of all-optical electrophys-
iology experiments. Based on the open Python software Cellpose, two deep learning-
based models were trained to detect and segment neurons for fluorescence and phase-
contrast microscopy images. Both algorithms demonstrated high performance accord-
ing to appropriate metrics for estimating such tasks. Furthermore, a positive correlation
is found between the improvement in the quality of segmentation for less and larger
ROIs per image; however, minding that more test samples are needed to confirm this
interconnection firmly.
Developed protocols for creating DMD projections, waveform configuration, and laser
switching recording will assist the lab members in related experiments.
In the second part of the project, the SNR values were measured to estimate the quality
of recordings with different spatiotemporal resolutions. Results confirmed that optimal
parameters for waveform configuration vary depending on particular GEVI, recording
time, desired FOV, and cellular processes that need to be distinguished.

5.1. PROPOSED APPLICATIONS

The Fluorescent model is ready to be applied to generate patterns for DMD projection.
Alternatively, mounting a phase-contrast objective in the microscope for voltage imag-
ing is strongly recommended as it will help to avoid photobleaching upon creating a cell
mask.
The Phase-Contrast model can be applied to the field that is not directly related to volt-
age imaging - cell culture monitoring. NPC culturing is a tedious process that takes sev-
eral months. Image-based cell quantification algorithms might assist in estimating cell
state, health, and tracking proliferation, especially when cells are not yet transfected and
cannot be monitored with fluorescence microscopy.
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5.2. NEXT STEPS
SNR measurements as an approach to assessing recording quality can be utilized in fu-
ture parameter optimization. Moreover, image SNR is expected to increase with the ad-
vancements in the Brinks lab’s Protein Evolution Project - research for optimizing GEVI
through directed evolution. As sample protein characteristics vary, one could consider
exploring different spatiotemporal resolution parameters. Moreover, improving reporter
protein sensitivity and brightness might be a starting point for lowering the intensity of
red laser illumination, preventing cell photodamage.
Dendritic trees and spines segmentation is also relevant for voltage imaging (Popovic et
al., 2015; Antic et al., 2016). These complex cellular structures participate in action po-
tential propagation, and the ability to selectively perturb dendrites and spines will open
a window of opportunity for more advanced neural connection mapping. The materi-
als and results of this thesis can serve as a starting point for a new ambitious project in
all-optical electrophysiology.
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APPENDIX 1. IOU AND F-SCORE

MEASUREMENTS

Image # of ROIs Avg ROI size T S TP IoU F-score
img1 1 50764 50764 45128 44510 0.866 0.928
img2 1 7205 7205 6956 6845 0.936 0.967
img3 1 4647 4647 5083 4512 0.865 0.927
img4 2 4754 9508 7781 7717 0.806 0.893
img5 1 14326 14326 15280 13828 0.8761 0.934
img6 2 8436 16872 16982 16167 0.914 0.955
img7 3 11920 35760 35081 29997 0.734 0.847
img8 8 3444.5 27556 23754 22416 0.776 0.874
img9 9 3574.444 32170 29754 27929 0.822 0.902
img10 7 5600.429 39203 34793 31705 0.750 0.857

Table 1: Segmentation accuracy measurements for the Fluorescence model. T - true object size, S - segmented
object size, TP - true positives, area in pixels. IoU and F-score values are rounded up to 3 digits.

Image # ROIs Avg ROI size T S TP IoU F-score
img1 29 2360.670 68460 65672 60822 0.829 0.907
img2 11 1947 21417 19751 17681 0.753 0.859
img3 14 1709.714286 23936 24220 21721 0.822 0.902
img4 33 1440.910 47550 46819 42114 0.806 0.893
img5 41 1236.512 50697 49066 42947 0.756 0.861
img6 36 1003.417 36123 33872 29584 0.732 0.845
img7 82 1190.963 97659 93602 84677 0.794 0.885
img8 24 1069.375 25665 22345 20226 0.728 0.843
img9 67 1039.448 69643 65224 59709 0.794 0.885
img10 55 1159.091 63750 57869 51814 0.742 0.852

Table 2: Segmentation accuracy measurements for the Phase-Contrast model. T - true object size, S - seg-
mented object size, TP - true positives, area in pixels. IoU and F-score values are rounded up to 3 digits.
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Microscope Setup Manual 

 

0. Safety first! Close the door and use the interlock. 

Hardware: 

1. Switch on the blue and red lasers. 

2. Check the power supply for AOTF - plug it in above the table. 

3.  Laser beam diameter can be adjusted with a variable telescope. 

4. Remove protective cover from the objective. 

5. Place a sample stage (the yellow cable should be on the top-left) 

by sliding it from left to right.  

6. Tighten the clamps with a screwdriver if needed. 

7. Add a droplet of MilliQ on the objective. 

8. Check if the chiller cable is plugged in under the table. 

9. Switch on the camera. 

 

Software: 

10. Login to the computer. 

11. Use Hokawo software to control the camera. We need three tabs: 

1. ORCA Flash 4: control exposure time, start with 10 ms. 

2. Image format: set ~160-180 px vertically to reach 1000 fps acquisition rate; check the box 

“symmetric from the centre line.” 

3. Extern timing: the camera has its own clock. Switch to intern to control exposure time. 

4. The live imaging button is on the top panel. 

12. Start the Spyder environment and run the first open tab. 

1. DMD: connect. 

2. AOTF: Blanking ON, then adjust lasers of needed wavelength. 

3. Objective focus: connect (it will take around 30 seconds). 

4. Filter control: Citrine/Arch; reset filters with the button if needed. 

5. To find cells, turn on the LED (lightbulb button). 

6. To change focus, use the slider bar, then buttons for fine-tuning. 

 

Finishing work: 

13. Disconnect the objective, turn off AOTF and stop DMD projection via the software. 

14. Close the application and log out. 

15. Remove a sample from the stage, then remove the stage itself. 

16. Wipe the objective from MilliQ and place a protective cover. 

17. Turn off and plug off pieces of hardware.  



 

DMD Projection Manual 

 

0. Safety first! Close the door and use the interlock. 

1. Start with the “Microscope Setup” manual. 

2. Go to the tab “DMD coordinates” in the Spyder 

environment. 

3. Widget “Mask generator” allows to draw a mask manually, 

create a mask using automatic segmentation, or load an already 

generated mask. 

 

To draw a mask manually: 

3.1. Capture an image of the desired field of view using 

Hokawo software. 

3.2. Load an image to the mask generator. 

3.2. To draw, hover the cursor over the cell of interest and 

press the space bar, draw a contour, and then press the space 

bar again once finished. 

3.3. Important: check the box “full contour” if it is necessary to do the projection on the entire cell; 

otherwise, DMD will project only a cell contour. 

3.4. To create another mask (e.g., for fast switching experiments), do the following: change the mask 

index → click “Clear ROI” → draw a new mask → “Add mask”. 

3.5. Indicate at the side menu with which laser wavelength defined mask should be used. 

 

To use automatic segmentation: 

3.6. Use the tab “Mask RCNN”. The algorithm will automatically segment cells and highlight them 

with different colors. 

3.7. Click on the cells of interest to create a mask. 

 

4. Use the “Load mask” widget to load a mask from either a mask generator or an already existing file. 

5. Connect DMD via widget “DMD control” and press the button “Start projection”. 

6. Follow the manual “Fast Switching Recording” if you want to project different masks with different 

wavelengths. 

 

 

 

 

 



 

Fast Switching Recording Manual 

 

0. Safety first! Close the door and use the interlock. 

1. Start with the “Microscope Setup” and “DMD Projection” manuals. 

2. Once DMD masks are loaded, proceed to the widget “Settings” in the “DMD coordinates” tab.  Use 

settings on the image below, filling in the desired  DMD switching frequency and clicking the button 

“Fill in illu. time for Hz” to adjust illumination time automatically. 

3. Go to the “Waveforms” tab (see the screenshot below). Set the directory where you want to save 

configured waveforms. 

4. Use 488AO as a reference waveform in the “General settings” widget. 

5. Setting up Analog signals in the “Block” tab, parameters of interest:  

Signal Frequency (Hz) Offset (ms) Duration (ms) Duty cycle (%) 

488AO half of DMD’s 0 desired duration 

of the recording 

50 

640AO half of DMD’s half-period* 50 

Starting amplitude may vary, but usually, it is 5V. 

* If the frequency is 500 Hz, one period lasts 2ms. Thus, minding a 50% duty cycle, the offset 

for a 640nm laser must be 1 ms. The first mask will be projected with blue illumination, and the 

second – with red. 

6. Setting up Digital signals: 

Signal Frequency (Hz) Offset (ms) Duration (ms) Duty cycle (%) 

DMD trigger  as in the “Coordinates” tab 0 
desired duration 

of the recording 

50 

Camera trigger ** 0 50 

Blankingall as DMD’s 0 100 

** typically, the camera trigger rate is half of the DMD trigger rate, but it might depend on a 

particular experiment. 

7. “Execution” widget – check the box “Save waveforms” so that in case of an identical experiment you 

do not need to configure waveforms again, choose Arch emission filter to record cells with red 

illumination. 

8. Press the button “Configure”:  

9. Go to Hokawo software and switch the camera to extern trigger – it will wait for the trigger from the 

I/O device (hardware synchronization). 



 

 

10. Hokawo “Stream” tab: set the directory to save the recording → indicate buffer size, it must be larger 

than the number of frames → “Apply” → “Start streaming”. 

11. Go back to the “Waveforms” tab, press “Execute”:  

12. The recording will be saved in the configured path as a .tif file. 
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