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Abstract: Optical properties, such as the attenuation coefficients of multi-layer tissue samples,
could be used as a biomarker for diagnosis and disease progression in clinical practice. In this
paper, we present a method to estimate the attenuation coefficients in a multi-layer sample by
fitting a single scattering model for the OCT signal to the recorded OCT signal. In addition, we
employ numerical simulations to obtain the theoretically achievable precision and accuracy of
the estimated parameters under various experimental conditions. Finally, the method is applied
to two sets of measurements obtained from a multi-layer phantom by two experimental OCT
systems: one with a large and one with a small Rayleigh length. Numerical and experimental
results show an accurate estimation of the attenuation coefficients when using multiple B-scans.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Optical coherence tomography (OCT) is an interferometric imaging technique that can generate
high-resolution three-dimensional images of biological tissues. Many tissues, such as the retina
or the blood vessel wall are composed of a number of distinct tissues, each having its own optical
tissue properties. OCT has been widely used to capture structural information of tissues for
clinical tasks such as the diagnosis of retinal and vascular diseases. Recently, there has been a
growing interest in the field of ophthalmology for utilizing optical tissue properties, such as the
attenuation coefficient, for diagnosis and disease progression. The attenuation coefficient can
be estimated from the intensity or amplitude of the OCT signal and can be used as a biomarker
for the diagnosis and monitoring of diseases [1–6] as well as for tissue characterization [7–9].
Several methods based on single [10–12] and multiple [13,14] scattering of light have been
presented for estimating the attenuation coefficient in a homogeneous medium using OCT. Only
a few methods have been developed to estimate the attenuation coefficient of the tissue while
taking into account the effect of the beam shape on the acquired OCT signal. Smith et al. [15]
compensated for the effect of beam shape by correcting the OCT scan for the confocal detection
efficiency using an existing model [8]. However, in their work the parameters of the shape
of the beam need to be known before the estimation of the attenuation confident. In many
medical applications, such as ophthalmology, the location of the focus varies between B-scans
and there is a need for a method to automatically estimate the focus location to compensate for
the effect of the beam shape in the estimation of the attenuation coefficient. Stefan et al. [16]
introduced a method to estimate the attenuation coefficient using two B-scans with different
focus locations to first estimate the location of focus and subsequently estimate the attenuation
coefficient from a single scattering model of the OCT light after compensating for the effect of
beam shape. However, this method is dependent on having identical lateral beam locations of the
sample to unambiguously determine the effect of the beam. In addition, this method was only
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tested with static samples where an identical physical location in both B-scans is well feasible
and factors such as the beam angle of incidence can be controlled to ensure a similar intensity
of the measured OCT signal. The limitation of having access to two scans from exactly the
same position in the tissue is a problem in many clinical data, such as retinal scans, where only
one averaged measurement of the same tissue’s location is available. Recently, we presented a
method to achieve an accurate estimate of attenuation coefficient for semi-infinite samples by
compensating for the effects of the beam shape [17]. The proposed method estimates the axial
point spread function (PSF) model parameters (Rayleigh length and focus depth) and attenuation
coefficient by fitting a single-scattering model to the measured OCT signal of a homogenous
sample. Monte Carlo simulations quantified the maximum expected accuracy and precision of
our proposed method. However, while the method could estimate the attenuation coefficients
of the materials from measurements of uniform samples, most biological tissues such as the
retina are layered, and hence, the method cannot be applied straightforwardly. Therefore, there
is a need, e.g. in ophthalmology, for a method to reliably estimate the attenuation coefficient
properties in multi-layer samples.

In this paper, we demonstrate simultaneous attenuation coefficient and beam focus position
estimation in multi-layer samples. We investigate whether using multiple B-scans, acquired with
different focus positions, improves the estimation of the attenuation coefficient. In addition,
simulations of the OCT signal with speckles were used to numerically evaluate the accuracy
and precision of the estimated parameters by the proposed method. The numerical analysis is
needed for the evaluation of the proposed method since the true attenuation coefficient values of
the materials are not known in real experiments. Finally, actual measurements of multi-layer
phantoms composed of layers with different concentrations of TiO2 dispersed in silicone is used
to investigate the accuracy of our method. For this, the method is applied to B-scans of this
phantom obtained with two different experimental OCT systems: one with a small and one with
a large Rayleigh length.

2. Method and experiments

In this section, the OCT signals for multi-layer samples including the effect of the axial point
spread function is described. In addition, we introduce a method for accurate estimation of
the attenuation coefficient and focus position in a multi-layer sample after compensating the
recorded signal for the average noise level and roll-off. We simulate a realistic OCT signal
including speckle formation and intensity noise. A Monte Carlo simulation is used to investigate
the accuracy and precision of the AC estimation method. Finally, we present the experimental
results on a multi-layer phantom to assess the performance of the proposed methods in practice.

2.1. Estimating the model parameters

We simultaneously estimate the model parameters of the axial PSF and the attenuation coefficient
per layer using a maximum likelihood estimator. For an inhomogeneous sample, a single-
scattering physical model of averaged intensity of the OCT light at sampled physical depth z can
be expressed as,

I(z) = R(z).
⎛⎜⎜⎝Lµb,NA(z)e

−2
z∫

0
µt(z′)dz′

.
1(︂

z−z0
2zR(z)

)︂2
+ 1
+ D(z) + ε(z)

⎞⎟⎟⎠ (1)

where R(z) is the signal intensity decay caused by roll-off as the ratio of spectral resolution over
pixel resolution [18]. In the first term the signal variation is caused by three factors (from left to
right): a scaling factor L, which comprises several factors such as input power, detector efficiency,
coherence length and integrated phase function; the signal decay caused by a depth-resolved
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exponential signal attenuation modelled by µt(z) (the total attenuation coefficient), which is the
sum of µa(z) (absorption coefficient) and µs(z) (the scattering coefficient). The backscattering
coefficient is µb,NA(z)= µs(z).pNA(z), with pNA(z) being the fraction of scattered photons detected
by the OCT system [11,19]. Finally, the axial PSF is modelled by a Lorentzian function at focus
position z0 and scaled by the Rayleigh length in the medium, zR(z) [20]. The second term D(z) is
the noise level offset. The intensity of the OCT signal inside a (homogenous) layer is distorted by
speckle and has an exponential distribution [18]. However, based on the central limit theorem,
the uncorrelated intensity noise in the average of a large enough number (M) of neighbouring
A-lines (M> 30 based on rule of thumb) converges to a normal distribution N[m(z), M)], with
m(z) being the expected value of the exponential distribution, and m(z)2/M the variance of the
resulting normal distribution. For an averaged A-line, the third term ε(z) is a Gaussian noise
which represents the effect of additive background noise and speckles with normal distributions.
The acquired OCT signal can be corrected for the effect of noise floor [15] and roll-off [15,16].

To reduce the complexity of the fit model, we consider µt = µs and call it µ, by assuming µa
≪ µs, which is a good approximation for the wavelengths typically used for ophthalmic OCT.
In addition, we assumed pNA(z) and refractive indices to be constant for all depths. A constant
refractive index results in a constant Rayleigh length for all depths. With the aforementioned
assumptions, a model of the OCT signal with ND data-points zj on each A-line can be expressed
as,

I(zj) = R(zj).
⎛⎜⎜⎝Cµ(zj)e

−2∆
j∑︁

i=1
µ(zi)

.
1(︂

zj−z0
2zR

)︂2
+ 1
+ D(zj) + ε(zj)

⎞⎟⎟⎠ (2)

where the parameter∆ indicates the depth per pixel corresponding to the sampling zj and C= L·pNA
is a scaling factor. To estimate the model parameters, we use multiple averaged A-lines with
different focus locations zoi . Therefore, for a set of NA averaged A-lines I1(zj), I2(zj), . . . , INA(zj),
the unknown parameters Ci and zoi , and the attenuation coefficient at each depth, can be estimated
by minimizing the log-weighted sum of squared residuals, χ, given by,

χ =

NA∑︂
i=1

ND∑︂
j=1

⎛⎜⎜⎜⎝ln(Ii(zj)) − ln
⎛⎜⎜⎜⎝

Ciµ(zj)e
−2∆

j∑︁
i=1

µ(zi)(︂ zj−z0i
2zR

)︂2
+ 1

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠

2

(3)

where the parameters can be considered to be common (joint), fixed (known) or independent
among the averaged A-lines. The subscript j is an index that denotes the data-point number on
each A-line. The proposed method requires knowledge of the thickness of each layer per A-line
and therefore segmentation of the multi-layer sample is a prerequisite.

2.2. Simulation of OCT signal and Monte Carlo simulation

To study the performance of the proposed method numerically, we applied it to simulated OCT
signals. For this, we integrated the effect of axial PSF to an existing single-scattering based
simulation of the OCT signals, which are distorted by speckle and signal intensity noise of a
multi-layer sample [21].

OCT signals were simulated for a system with a Gaussian-shaped spectrum with a center
wavelength of 1000 nm and a full width at half maximum of 73 nm. The front surface is
located at 0.2 mm from the zero-delay. The simulated sample has four homogeneous layers each
having thickness (d) and attenuation coefficients (µ) of: d1 = 170 µm, d2 = d3 = d4 = 100 µm and
µ1 = 4.4 mm−1, µ2= µ1/2.5= 1.76 mm−1, µ3= µ1/5= 0.88 mm−1 and µ4 = µ1/2.5= 1.76 mm−1,
respectively. To simulate these attenuation coefficient values, the fraction of the scattered intensity
was assumed to be 0.5 and the averaged particle size was set to 700 nm. The concentration of
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particles in each layer was P1 = 7%, P2 = 2.8%, P3 = 1.4%, P4 = 2.8%. The model is based on the
single scattering approximation. In addition, to calculate the scattering properties of the particles
using Mie-scattering, the refractive indices of the sample and particles were set to nmed = 1.44
and npart = 1.48. The Rayleigh length of the axial PSF’s model was set to either zR = 432 µm
or zR = 57.6 µm in the medium, and the location of the focus varied between ±1 mm from the
surface of the sample with a step size of 20 µm. We simulated 500 averaged A-lines, with 1024
data-points per A-line, distorted by additive Gaussian noise with a standard deviation of 5% of
the signal intensity. All the simulations were implemented in Matlab 2017b on a Dell Latitude
with a dual core CPU (2.60 GHz) and 8 GB of RAM.

For each Rayleigh length, the method in section 2.1 was applied to estimate the model
parameters C, z0 and µn (n= 1,2,3,4), while fixing the zR values to the known Rayleigh lengths,
using the interior–point technique of Matlab (Curve Fitting Toolbox, Matlab 2017b; The
MathWorks, Natick, MA) with a termination tolerance set to 10−15, and the maximum number of
iteration and function evaluations set to 106. The initial values for the unknown parameters were
set to C= 5.104, z0 = 0.6 mm and µ1 = 3 mm−1, µ2 = 3 mm−1, µ3 = 2 mm−1 and µ4 = 1 mm−1.
In the process of fitting the model of Eq. (2) for homogeneous layers, a lower and upper bound
was set for all parameters, i.e. 0 mm−1 <µ< 6 mm−1 for all layers, 0 <C< 1010 (arbitrary units),
0 mm <z0< 1 mm for focus inside and -1 mm <z0< 0 mm for focus above the sample.

To evaluate the accuracy, precision and feasibility of the proposed method numerically, the
coefficient of variations (CoV) of the estimated parameters and the bias were calculated for the
two selected Rayleigh lengths and different locations of focus around the surface of the sample.

2.3. Phantom experiments

To investigate the practical feasibility of the proposed method, we applied it to measurements
obtained from a multi-layer phantom by two experimental OCT system with different Rayleigh
lengths. The model parameters were estimated based on either a single or multiple B-scans. The
sample consists of four layers with 0.25 wt%, 0.1 wt%, 0.05 wt% and 0.1 wt% of TiO2 in silicone.
The B-scans of the phantom were recorded for various locations of the focal plane from the
sample’s surface using two experimental systems. The first one is a Ganymede-II-HR Thorlabs
spectral domain OCT system (SD-OCT) (GAN905HV2-BU) with an estimated Rayleigh length
of 36 µm in air. The Rayleigh length of the system was estimated by fitting the axial PSF to
a set of measurements obtained by changing the focus location from a sample’s surface [19].
The system has a center wavelength of 900 nm and a bandwidth of 195 nm and a scan lens with
18 mm focal length (LSM02-BB). The axial and lateral physical pixel size in air was 1.27 × 2.9
µm2 with 1024 pixels per A-line. The second system is a swept-source OCT (SS-OCT) system
[22] with an estimated Rayleigh length of 288 µm in air. The system has a center wavelength of
1 µm. The axial and lateral pixel size in air was 3.3 × 1.45 µm2 with 1024 pixels per A-line. The
refractive index of silicone was considered to be 1.44 [11] and assumed to be constant through
all layers.

First, the focus position was set inside the sample, but close to sample’s surface by probing the
highest intensity in the area of interest during the acquisition. Next, 70 B-scans were obtained
with various locations of the focal plane by changing the location of the lens in the sample arm
with a physical step size of 20 µm and 15 µm for the systems with large and small Rayleigh length,
respectively. Then, the B-scans with the location of focus within a range of ± 0.5 mm around the
initial focus location were selected.

Several post-processing steps were performed on the measured A-lines. The averaged noise
level was obtained by averaging over a large number of A-lines without any sample in the
sample arm, and subtracted from all A-lines. In addition, the signal was corrected for the
measured roll-off values of 0.81 and 1.7 for the two systems with large and small Rayleigh length,
respectively [17]. Next, the surfaces of the samples were segmented in each B-scan using a
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minimum cost path search applied to individual B-scans [23]; the locations of the other interfaces
were derived from the known thicknesses of the layers. Finally, the averaged A-lines were created
by averaging over the central 200 A-lines in each B-scan.

2.4. Estimating the model parameters in a single B-Scan

The method in section 2.1 was applied to estimate the model parameters as explained in section
2.2. The model was fit to the averaged A-lines from each B-scan, with different locations of focus,
where the model parameters µn (n= 1, 2, 3, 4), C, and z0 were unknown and Rayleigh lengths were
set to the values of the experimental system. The initial values were set to µ1 = 3.5 mm−1, µ2
= 3 mm−1, µ3 = 2 mm−1, µ4 = 3 mm−1, zo = 0.6 mm for both set of measurements, and C= 103

(arbitrary units) for the set of measurements with large and C= 107 for the set of measurements
with small Rayleigh lengths. We introduced an upper and lower bound for each model parameters
to restrict the optimizer to a reasonable domain. The intervals were set to 0 mm−1<µ< 7 mm−1;
and 0 ≤ z0< 1 mm for the location of focus inside and -1 mm <z0<0 above the sample for both
sets of measurements, and 0 <C< 104 for the set of measurements with large and 0 <C< 1010 for
the set with small Rayleigh lengths. Since the real values of the attenuation coefficients of the
sample’s layers are unknown, the correlation between the estimated attenuation coefficients and
the concentrations of TiO2 in silicone was investigated for each set of measurements.

2.5. Estimating the model parameters using multiple B-Scan

Multiple B-scans with different locations of focus were used to estimate the model parameters.
The free running parameters µ1 through µ4 were considered to be common for all B-scans, while
zoi and Ci in Eq. (3) were estimated for each B-scan individually. The Rayleigh length zR was
fixed to the known values of the experimental setups. We used the same initialization values
and boundary conditions for the optimization process as reported earlier for the single B-scan
experiments. In addition, different combinations of the averaged A-lines were used to investigate
the possibility to improve the results.

Previously, we showed that in samples with different concentrations of TiO2 dispersed in
silicone there is a linear relation between the TiO2 weight concentration and the estimated
attenuation coefficients [17]. The linear relation was calculated by fitting a line to the estimated
attenuation coefficients in the averaged A-lines using Matlab’s linear regression (Statistics
Toolbox, MATLAB 2017; The MathWorks, Natick, MA).

3. Results

3.1. Simulation results

The proposed method in section 2.1 was tested with the simulation of the OCT signal as described
in section 2.2. The OCT images of a multi-layer sample and the averaged central 200 central
A-lines are shown in Fig. 1 for zR = 40 µm and zR = 300 µm in air and an initial location of focus
z0 = 0.1 mm inside the sample. The proposed method was applied to 200 averaged simulated
A-lines and the unknown model parameters C, z0, and µn (n= 1, 2, 3, 4) were estimated for
different locations of the focus and the two selected Rayleigh lengths.

As can be observed in Fig. 2(a), the focus is estimated accurately for the small Rayleigh length
when it is located inside the sample. However, Fig. 2(b) shows that for the large Rayleigh length,
the estimation of the focus location was inaccurate because the effect of the focus on the intensity
along an A-line cannot be distinguished from the signal decay caused by light attenuation. The
CoV of the estimated attenuation coefficients of four layers and the corresponding estimation
bias are shown in Fig. 2(c-f) as a function of focus location for the two selected Rayleigh lengths.
As can be seen, the CoV for both systems remains below 10% when focussing inside the sample.
For zR = 40 µm (small Rayleigh length), the bias of the estimated attenuation coefficients remains
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Fig. 1. Top row) Two simulated OCT B-scans of a multi-layer sample with focus location at
0.1 mm inside the sample, shown by red dashed lines, for an OCT system with 40 µm (left)
and 300 µm Rayleigh lengths; Bottom row) The averaged results of 200 central A-lines for
the small (left) and the large (right) Rayleigh length systems.

below 10% when the focus location is less than 0.5 mm inside the sample. For zR = 300 µm (large
Rayleigh length), the bias of the estimated attenuation coefficient is above 10% for µ1 and µ2 and
below 10% for µ3 and µ4 if the location of the focus lies inside the sample. This bias is the result
of the incorrect estimation of the focus.

The effect of the beam shape on the acquired OCT signal and therefore on the estimation of
the attenuation coefficients is more significant for the smaller Rayleigh length. Therefore, for
small Rayleigh lengths, an inaccurate estimation of the location of focus results in a less accurate
estimation of the attenuation coefficients. This effect is shown in Fig. 2(a-d) where erroneous
estimations of focus locations increase the CoVs for the smaller Rayleigh length, while there is
no significant change of the CoVs for the larger Rayleigh length.

The linear relation between the estimated attenuation coefficients and the particle concentration
of the respective layer as a function of focus location is shown in Fig. 3 for both the small and the
large Rayleigh length. This figure shows R2-values indicating the goodness of the linear fit and
the corresponding p-values. The R2-values larger than 0.95 and 0.98 for small and large Rayleigh
lengths, respectively, show a good correlation between the estimated attenuation coefficients with
p< 0.01 and the TiO2 concentrations for all focus positions.

In addition, Fig. 4 shows this linear relation between the estimated attenuation coefficients
and the particle concentration of the respective layer in the averaged A-lines acquired with
the focus set to 0.1 mm inside the sample as a function of the system’s Rayleigh length from
0.005 mm to 1 mm. This figure shows R2-values indicating the goodness of the linear fit and
the corresponding p-values. The R2-values larger than 0.92 show a good correlation between
the estimated attenuation coefficients with p< 0.02 and the TiO2 concentrations for all focus
positions.

3.2. Experimental results

As mentioned in the previous section, the experimental data of the multi-layer phantom were
acquired with an experimental OCT systems using two different Rayleigh lengths. Figure 5 shows
two typical examples of recorded B-scans obtained by the systems with the focus set to 100 µm
inside the sample. The result of fitting the model to the averaged OCT signals (over 200 central
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Fig. 2. The results of fitting the model to the simulated OCT signals with a small (left
column) and a large (right column) Rayleigh length. For both sets of data, the estimated
focus position z0 (a,b), the error (CoV) of the estimated attenuation coefficients (c,d), and
the bias of the attenuation coefficients (e,f), for all four layers are shown as a function of the
imposed focus position.

Fig. 3. The linear relation between the estimated attenuation coefficients and the particle
concentration of the respective layer; where R2 (top row) and p-values (bottom row) of the
linear fit are shown as a function of focus position for a small (left column) and a large (right
column) Rayleigh length.
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Fig. 4. The linear relation between the estimated attenuation coefficients and the particle
concentration of the respective layer; where R2 (left) and p-values (right) of the linear fit are
shown as a function of Rayleigh length with focus set to 100 µm inside the sample.

A-lines) for the two systems and a series of focus positions, both above and inside the sample,
are shown in Fig. 6 and Fig. 7. As can be seen visually, an acceptable fit to the measurements
was obtained when the focus location is within 0.25 mm of the phantom’s surface, in the set of
measurement with small Rayleigh lengths and for all positions of focus for measurements with
large Rayleigh lengths.

Fig. 5. The intensity of the OCT B-scans of the multi-layer phantom obtained by a system
with a small (left) and a large (right) Rayleigh length where the focus was set to 200 µm
inside the sample. The vertical axis indicates the optical distance from the surface of the
sample.

The estimated parameters for each averaged A-line are shown in Fig. 8 for both sets of
measurement. We expect to have similar attenuation coefficient values for each layer of the
sample irrespective of the focus position. However, it can be seen in Fig. 8 (top row) that the
estimated attenuation coefficients vary significantly for different focus positions. The estimated
focus positions are shown in Fig. 8 (middle row). For small Rayleigh length, there is a good
correlation between the estimated and expected focus position. However, the focus position could
not be estimated reliably in the data set obtained with the large Rayleigh length.

In addition, we expected to observe a linear relation between the estimated attenuation
coefficients and the particle concentration of the respective layer. Figure 9 (top) shows this linear
relation to the estimated attenuation coefficients in the averaged A-lines acquired with the focus
set to 0.6 mm inside the sample for both set of measurements. Figure 9 (middle) shows R2-values
indicating the goodness of the linear fit for all the averaged A-lines and Fig. 9 (bottom) shows
the corresponding p-values. The R2-values larger than 0.94 show a good correlation between
the estimated attenuation coefficients with p< 0.02 and the TiO2 concentrations for all focus
positions, except for focus positions higher than 0.3 mm above the sample, in the measurements
obtained with the small Rayleigh length.
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Fig. 6. The results of fitting the model (red) to the average of the central 200 A-lines per
B-scan (blue) obtained from the multi-layer phantom using the OCT system with the small
Rayleigh length for a series of focus positions (as indicated in the plots).

Fig. 7. The results of fitting the model (red) to the averaged intensity of the OCT signal of
the central 200 A-lines per B-scan (blue) obtained from the multi-layer phantom using the
OCT system with the large Rayleigh length for a series of focus positions (as indicated in the
plots).
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Fig. 8. The estimated model parameters: µi (top row), z0 (middle row) and C (bottom row)
obtained by fitting the model to the averaged A-lines as a function of the imposed focus
position for measurements obtained by an OCT system with a small (left column) and a large
(right column) Rayleigh lengths.

In the next step, we investigated if using multiple averaged A-lines with different focus locations
improves the estimation of the attenuation coefficients. For this, we considered the averaged
A-lines recorded with a different number of focus positions, i.e. (2, 4, 8 and 16). The attenuation
coefficients of the identical layers among the averaged A-lines were considered to be common
in the estimation process. The selected focus positions at different depths and their estimated
values are shown in Fig. 10 and Fig. 11 for the measurement obtained using the OCT system
with the small or the large Rayleigh length, respectively. The imposed (expected) and estimated
focus position correlate well in measurements obtained using the OCT system with the small
Rayleigh length. However, as was expected, an inaccurate estimation of z0 was obtained in
measurements obtained using the OCT system with the large Rayleigh length. The estimated
attenuation coefficients for both set of measurements (with small and large Rayleigh lengths) are
shown in Tables 1 and 2. In addition, the R2-values of the linear fits to the estimated attenuation
coefficients as a function of the particle concentration are also shown in these tables. For the
measurements obtained with the small Rayleigh length, the R2-values of the fits were higher than
0.99 (p= 0.003) using 8 B-scans, which is slightly better than the results obtained using a single
B-scan. For the measurements obtained with large Rayleigh length, the R2-values of the fits is
the highest 0.99 (p-value < 0.006) when using 8 B-scans.
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Fig. 9. Linear fit to the estimated attenuation coefficients as a function of particle
concentration (top row) as well as the resulting R2 (middle row) and p-values (bottom row)
of the fit as a function of focus position for an averaged A-line with focus set to 60 µm inside
the phantom for measurements using an OCT system with a small (left column) and a large
(right column) Rayleigh length systems.

Fig. 10. Estimated location of focus (blue dots) obtained using 2, 4, 8, and 16 B-scans
recorded with different focus positions using the OCT system with the small Rayleigh length.
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Fig. 11. Estimated location of focus (blue dots) obtained using 2, 4, 8, and 16 B-scans
recorded with different focus positions at depth using the OCT system with the large Rayleigh
length.

Table 1. Estimated attenuation coefficients obtained using 2, 4, 8, and 16 B-scans acquired with
different focus positions inside the sample for the four-layer phantom with different TiO2 weight

concentrations TiO2 in silicone for the measurements obtained using the OCT system with the small
Rayleigh length. The R2 and p-values of the linear fits to the estimated attenuation coefficients as a

function of the TiO2 concentration are shown for each combination of the averaged A-lines.

Small Rayleigh length (36 µm)
B-scans Layer Linear regression

1 2 3 4

Estimated attenuation coefficients (mm−1) R2 p-value

2 6.0 2.5 1.1 2.0 0.99 0.004

4 5.7 2.2 1.1 1.9 0.99 0.004

8 5.9 2.1 1.0 1.9 0.99 0.003

16 6.0 2.1 1.0 1.8 0.99 0.004

Table 2. Estimated attenuation coefficients obtained using 2, 4, 8, and 16 B-scans acquired with
different focus positions inside the sample for the four-layer phantom with different TiO2 weight

concentrations TiO2 in silicone for the measurements obtained using the OCT system with the large
Rayleigh length. The R2 and p-values values of the linear fits to the estimated attenuation

coefficients as a function of the TiO2 concentrations are shown for each combination of the
averaged A-lines.

Large Rayleigh length (288 µm)
B-scans Layer Linear regression

1 2 3 4

Estimated attenuation coefficients (mm−1) R2 p-value

2 5.5 2.1 1.0 1.9 0.97 0.008

4 5.6 2.2 1.0 2.0 0.98 0.008

8 5.4 2.0 1.0 1.8 0.99 0.006

16 5.5 2.0 1.0 1.8 0.98 0.005
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4. Discussion

In this research, we introduced a method to estimate the attenuation coefficients of a multi-layer
sample. A single-scattering model of the OCT signal was assumed while accounting for the
system’s roll-off, noise and focused beam shape. To reduce the complexity of the proposed
model, we assumed pNA(z), refractive index and C parameter to be constant for all depths. The
model parameters of the focused axial PSF and the attenuation coefficients of each layer were
simultaneously estimated from experimental OCT data.

The numerical study predicted the optimal performance, and hence the inherent limitations, of
our model for two experimental systems with different Rayleigh lengths. The simulation results
indicate that the proposed method can estimate the selected attenuation coefficients with an
acceptable precision and accuracy (CoV < 10%) from the OCT signal obtained from a system
with small Rayleigh length when focussing inside the sample. For the system with large Rayleigh
length, while the precision of the estimation method is acceptable (CoV < 10%), the bias is large
due to erroneous estimation of the focus depth and the effect thereof on the estimated attenuation
coefficients.

It has been shown that the average thickness of the retina and choroid of healthy eyes is
about 250 µm [24] and 270 µm [25], respectively. To the best of our knowledge, in conventional
ophthalmic OCT systems, the Rayleigh length is larger than 250 µm to have chorioretinal
structures within the depth of focus. For large Rayleigh lengths, the intensity and consecutively
the attenuation coefficient values are less affected by the shape of the beam and therefore it is
less critical for accurate estimation of the attenuation coefficient. In high resolution imaging,
which in ophthalmology can be done with adaptive optics, correcting for the effect of focus to
estimate the attenuation coefficient is crucial. We observed a strong linear correlation (R2 > 0.92,
p-value < 0.02) between the estimated attenuation coefficients and the particle concentration of
the respective layer for different Rayleigh lengths.

Experimental results obtained from a single B-scan of a multi-layer phantom composed
of layers with different weight concentrations TiO2 in silicone, show an acceptable fit to the
measurements when the focus location is within 0.3 mm of the phantom’s surface in the set of
measurement with small Rayleigh lengths and for all positions of focus for measurements with
large Rayleigh lengths. We observed a good correlation between the estimated and expected
focus position for the measurements obtained with the small Rayleigh length where for larger
Rayleigh length this correlation was not observed. This is mainly because the larger the Rayleigh
length, less changes in the signal intensity is caused by the shape of beam and therefore it is more
difficult to obtain the Rayleigh length from intensity data using the model in Eq. (2). However,
with increasing Rayleigh lengths, the intensity and consecutively the attenuation coefficient
values are less affected by the shape of the beam and therefore it is less essential to take into
account this effect. In ophthalmic imaging the Rayleigh length is usually large and therefore the
effect of focus location is reduced. However, in finer microscopic scales using adaptive optics,
correcting for the effect of focus to estimate the attenuation coefficient is crucial.

Previously, we showed that in samples with different concentrations of TiO2 dispersed in
silicone there is a linear relation between the TiO2 weight concentration and the estimated
attenuation coefficients [17]. Using a single B-scan, we could observe that the estimated
attenuation coefficients vary significantly for different focus positions while expecting to have
similar attenuation coefficient values for each layer of the sample. Despite of this large variation,
we observed a strong linear correlation (R2 > 0.94, p< 0.02) between the estimated attenuation
coefficients and the particle concentration of the respective layer, in the measurements obtained
with both Rayleigh lengths except for focus positions higher than 0.3 mm above the sample,
in the measurements obtained with the small Rayleigh length. Using multiple B-scans with
different focus locations for the measurements obtained with the small Rayleigh length system,
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the R2-values of the fits were higher than 0.97 (p-value < 0.008) using 2, 3, 4 or 8 B-scans with
different focus locations. The best result was obtained using the combination of 8 B-scans.

The clinical application of our proposed method for a multi-layer sample such as retinal tissue
should be further investigated in future research. One of the limitations of the proposed method
is that it requires the knowledge of the thickness of each layer per A-line and therefore accurate
segmentation of the multi-layer sample such as retina [26,27] is a prerequisite. One of the
limitations of our proposed method is that it requires accurate segmentation of the multi-layer
sample. Other limitations of our technique, i.e. setting the location of focus inside the sample
and the averaging rate should be considered while acquiring the OCT scans. In clinical practice,
the operator of the OCT system aims to focus on the surface of the retina using a SLO camera,
integrated into the OCT system. To increase the depth of focus in chorioretinal structures, the
location of focus should be set to be inside the region of the retina. However due to the head
movements and accommodation of the eye lens, the focus location can vary during acquisition.
Further investigation is required to study the variation of focus location due to head movements
and the eye lens accommodation. In addition, to study the effect of the model assumptions,
further investigation in retinal tissue measurements is required.
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