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Abstract

KEY POINTS

— A biophysical model framework (BMF) for corals is developed in which four environ-
mental factors are included: (1) light; (2) hydrodynamics; (3) temperature; and (4)
acidity.

— The full feedback loop between corals and their environment forms the core of this
model framework, where the morphological development is new and closes the feed-
back loop.

— The developed BMF predicts the coral response to environmental input via (mainly)
process-based relations within the accuracy of climate projections.

— The BMF supports both the deep reef refugia hypothesis (DRRH) and the turbid reef
refugia hypothesis (TRRH).

— The BMF contributes to the development of protection and recovery programs and
is not site-specific.
— The BMF is developed for long-term predictions—in the order of decades to centuries—

but runs on daily averages and is therefore applicable for assessing the response of
corals on shorter time-scales; such as months to years.

The increasing pressure on Earth’s ecosystems due to climate change becomes more and more evi-
dent. This is especially visible at coral reefs. Therefore, a proper understanding of the biophysical
mechanisms controlling these ecosystems is required to accurately predict their survival. Such an
understanding is also required to develop efficient recovery and protection programs vital to the
maintenance of these ecosystems. This leads to the goal of contributing to the survival of corals by
developing a biophysical model framework (BMF); a model in which biology and physics meet.

Biodiversity, beauty and corresponding tourist value are not the only reasons to save these ecosys-
tems. There are three more: (1) the protective function of coastal areas; (2) the production of
renewable resources; and (3) the fixation of nutrients, carbon and other chemicals. Beside the hu-
man benefits of the existence of corals, also a large part of the marine animal kingdom depend on
corals and coral reefs. Coral reefs are estimated to host more than 25% of all marine life, while
occupying less than one per cent of the ocean floor. This leads to the analogy of coral reefs being
aquatic tropical rain forests.

The research on marine ecosystems is relatively young and the phenomenon of coral bleaching is
yet to be fully understood. Therefore, there is no comprehensive framework in which the complex
interactions between corals and their environment are combined. In this study, a BMF is developed

ii
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Figure 1: Main items of the feedback loop between corals and their environment. The three main
items of the feedback loop are presented in the coloured boxes; and the arrows indicate the interaction between
them.

in which four environmental factors are included in a feedback loop with the coral’s biology: (1)
light; (2) hydrodynamics; (3) temperature; and (4) acidity.

Literature from multiple disciplines is combined to find the interdependencies between corals and
their environment. These relations include coral growth, coral bleaching, storm damage, and coral
recovery. All these processes are validated if there is sufficient data on the topic. The BMF shows
good agreement with the available data.

For the connection with the hydrodynamics, a coupling is made between the biological model devel-
oped here and Delft3D Flexible Mesh; a hydrodynamic model. In this coupling, the feedback loop
as presented in Figure 1 forms the core. The main focus of liteature lies on two aspects: (1) the
effect of the coral structure on the environment, such as the hydrodynamics; or (2) the biological
response of the coral to the environment, such as coral bleaching due to thermal stresses. Due to
this limited focus only fragments of this feedback loop are covered but never the full cycle. This
study closes the feedback loop by including the morphological development of corals.

Because of the inclusion of the morphological development, the developed biophysical model frame-
work (BMF) is a big leap forward in understanding the world of coral reefs, as it is the first construc-
tion of a BMF (1) that closes this feedback loop; and (2) including four environmental factors that
are leading in the coral development. Nevertheless, more environmental factors play a role in the
coral dynamics. Therefore, the framework is constructed such that these can be added relatively
easily. Examples of such factors are nutrient concentration and sediment load.

The results of the BMF show compliance with two hypotheses on refugia in the face of climate change:
(1) the deep reef refugia hypothesis (DRRH); and (2) the turbid reef refugia hypothesis (TRRH). The
first—DRRH—states that damage due to bleaching and storms is reduced for deeper reefs, and so
these reefs may form refugia for shallower reefs. The latter—TRRH—states that increased turbidity
of the water reduces the damage due to bleaching. The agreement between the BMF and the DRRH
is presented in Figure 2, where the model results comply with the hypothesis.

Furthermore, the BMF creates the ability to assess recovery and protection programs; e.g. the
susceptibility of coral bleaching can be reduced by diminishing the light-intensity. This is in line with
the DRRH and the TRRH. Either via increasing the turbidity, increasing the depth, or a combination
of both. Moreover, the BMF encompasses the determination of the bleaching susceptibility of corals
based on the temperature history of the specific location; even if there are no corals living at the
moment. Hereby, the suitability of certain locations can be assessed to function as refugia. The
agreements with the DRRH and the TRRH show the potential of the BMF to aid in the development
of protection and recovery programs.
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Figure 2: Spatially varying bleaching and dislodgement responses in correspondence with the
deep reef refugia hypothesis. The gray bars in the top plots indicate the moments of pre- and post-stress
presented in the lower plots. Bleaching and dislodgement are represented by a reduction in the healthy coral
cover, Pg. The bathymetry is presented in the bottom plots. (a) The upper plot presents the snapshot of the
sea surface temperature (SST) time-series considered, where the lower and upper limits of the thermal range are
represented by the blue and red lines, respectively. (b) The upper plot presents the hydrodynamic loading given
as the significant wave height (H;), where the storm event is marked.

Finally, an extensive sensitivity study is performed, which gives insight in the key factors determining
the coral development. Outcomes of this study indicate that correctly determining the tipping
point—for both the occurrence of bleaching and dislodgement—is essential in predicting the long-
term development of coral reefs in combination with the recovery of the reef after such an event. In
terms of the dislodgement, the coral morphology plays a major role. Contrary to its importance little
is known about the coral morphology and its development over time. Therefore, this study presents a
set of recommendations that enable the most progress in understanding the coral development. The
morphological development is key and grouping the corals by—among others—morphology shows
the largest potential for improving the BMF as (1) the damage due to storms is better incorporated
in the BMF; and (2) the wide spreading in biological traits of corals can be reduced because different
types of corals are partly the reason behind this spreading.



Foreword

In front of you is my thesis that concludes my years as a student at Delft University of Technology.
In succession of my bachelor in Civil Engineering, I have been focussing on water in the master
Hydraulic Engineering. During my master, my interest in water grew as it is such a fascinating
element. I have attended the many facets of water: coasts, rivers, hydrology, renewable energy,
estuaria, density currents, etc. No problem can be solved with just one of these facets and knowledge
of many helps in finding the best solution. In this final work of my master, I have added an extra
topic to this list: marine ecology.

In fact, this study consists for a large portion of an ecological research. The reason for this cross-over
is the potential of the combination: ecological hydraulic engineering. Topics as Building with Nature
and Nature-based solutions are gaining more and more momentum, and for good reasons. One of
them is the connectivity between ecology and engineering.

The connectivity of ecology and engineering became evident to me after watching a mini-documentary
by Chris Agnos: “How Wolves Change Rivers”. The fascinating aspect shown is the strong con-
nection between the living and the non-living; so-called biophysics—the study where biology and
physics meet. This documentary highlights the effect of wolves on rivers. At first, an unusual
connection. However, it makes sense when one follows the logic; I recommend you to watch the
mini-documentary of less than five minutes.?

The discovery of this connection all started by asking a very important question: Why? Why did
the rivers change after the reintroduction of wolves? In the face of nature-based solutions, one extra
question must be asked: What if ¢ What if wolves are reintroduced around other rivers, will this
also stabilise those river banks?

Such connections are not rare phenomena. Everyone can find such connections everywhere. All you
have to do is look outside and ask the question: Why? Become the little child of earlier days, when
you kept on asking why things are as they are; up to the moment your parents started answering:
Because I say so! T have been that little child throughout my study and at the same time the adult
trying to give the answers. Although, I have never seeked refuge in the Because I say so!/-option.

To be able to answer the What if ?-question, a thorough understanding of the system is necessary;
ie. the Why?-question. At the moment, the broad implementation of nature-based solutions is
halted by limited knowledge. The complexity of natural processes is not yet fully understood and so

2The mini-documentary can be found on the website of Sustainable Human: https://earthmaven.io/
sustainablehuman/new-stories/how-wolves-change-rivers-FNwiZckBfEaRPI1PBbJ3mA (retrieved April 7, 2020).
The duration is 4:17.
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implementation is not without risks. Reducing the uncertainty is the most effective way to promote
the philosophy.

It is therefore that I wanted—and still want—to contribute to the acquisition of knowledge on this
multidisciplinary topic. In my belief, a topic with great potential. And so, I did. This thesis is a
contribution to the knowledge on the complex world of corals and coral reefs. Not quite a low entry
level into ecology, due to the complexity of the coral: an animal living in collaboration with marine
plankton.

In this study, I have focused mainly on the Why?-question: Why are corals disappearing under
certain environmental conditions, and are they thriving under others? This question is at the basis
of my thesis, titled “Predicting the survival of coral reefs”.

If you want to make predictions, you have to ask a lot of other Why?-questions as well; Why are
coral reefs degrading? Why do corals bleach due to global warming? Why should we care about
corals dying? This study gives answers to many of those Why?-questions. The result is a robust
but flexible biophysical model framework. Now we can start asking the next question: What if ¢

Gijs G. Hendrickz
Rotterdam, April 2020
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Chapter 1

Introduction

Corals are animals; colonial, sessile polyps. That means that corals consists of multiple polyps liv-
ing in a colony—a so-called coral colony—and they are attached to a surface. The coral forms a
hard skeleton of calcium carbonate (CaCO3z)—often called aragonite—to protect itself. Construct-
ing this skeleton costs a lot of energy and so the coral is engaged in a mutual collaboration with
photosynthetic organisms; so-called zooxanthellae. This collaboration is called a symbiosis as both
parties benefit from it. Figure 1.1 shows an assemblage of different coral species to illustrate the
high diversity and the complexity.
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Figure 1.1: Photograph of different coral species. Credit: Nichole Price, Bigelow Laboratory for Ocean
Sciences.
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1.1 Problem statement

The increasing pressure on Earth’s ecosystems due to climate change becomes more and more evident
[e.g. Scheffer et al., 2001; Walther et al., 2002]. These pressures are especially visible at coral reefs
[Hoegh-Guldberg et al., 2007; Hughes et al., 2003, 2019]. Worldwide, there is a massive reduction
in coral cover due to the effects of climate change [e.g. Hoegh-Guldberg, 1999].

Because of climate change, coral reefs are more susceptible to bleaching, which may result in the
death of corals [e.g. Hoegh-Guldberg, 1999; Riegl and Purkis, 2009]. The main driver of the bleaching
of corals is the temperature [e.g. Lesser, 2011], but it is influenced by multiple environmental factors.
The four aspects of climate change that have the most pronounced impact on the well-being and
the growth of corals are:

Sea-level rise Due to sea-level rise (SLR), the depth at which the coral colonies are situated is
affected. This water depth influences the light-intensity for photosynthesis, which enhances
the calcification rate of corals. The hydrodynamics are also influenced by SLR; the water depth
affects the flow velocity and the breaking of waves.

Global warming The health of corals is substantially influenced by global warming [e.g. Hoegh-
Guldberg et al., 2007]. Corals survive in a species-dependent thermal range and a long-term
stay outside this range will result in coral bleaching, which may lead to death. Global warming
is highly correlated with the increased concentrations of atmospheric carbon dioxide (CO5) and
other greenhouse gasses.

Storm intensity and frequency The intensity and frequency of extreme weather events will in-
crease due to climate change. Such events increase the hydrodynamic loads on coral reefs,
which can result in increased dislodgement and breakage of coral colonies. When the damage
due to frequent storms outweighs the capability of recovery, the reef will not survive.

Ocean acidification Increased CO; concentrations in the atmosphere are directly related to their
concentrations in the water, which affects the pH of water. This negatively influences the
calcification of corals and thereby their growth. The increase of CO5 concentrations in the
oceans is known as ocean acidification (0A) in the literature on climate change.

The combinations of the four aspects are important because they can positively as well as negatively
influence the health of coral reefs; e.g. higher temperatures in combination with increased light-
intensity result in more coral bleaching compared to the individual stressors [e.g. Jokiel and Coles,
1977].

The importance of coral reefs is not only based on ecology, but on human lives as well. Nowadays,
around 90% of the people live in coastal regions [Lincke and Hinkel, 2018] and SLR can result in
the displacement of hundreds of millions of people [Hinkel et al., 2014; Nicholls et al., 2011]. This
number does not include the effects of the reduction in coral cover as coastal protection, and so
can rise when the degradation of coral reefs is taken into account. Globally, millions of people are
protected by coral reefs due to wave dissipation [Harris et al., 2018]. This significant reduction in
wave forcing on the shoreline is of major importance, as the damage to reef-protected areas would
double when these coral reefs are no longer present [Beck et al., 2018].

Furthermore, the daily life of many people depends on coral reefs. The three most important service
contributions of coral reefs beside the protection of the shoreline are (1) the provision of renewable
resources such as fisheries; (2) the fixation of nutrients and other chemicals such as CO5; and (3)
the opportunities for tourism and leisure [Moberg and Folke, 1999; Principe et al., 2012].
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1.2 Research objective

The goal of this research is to contribute to the survival of corals. To achieve this goal, a biophysical
model framework (BMF) is developed. Here, biological and physical processes are brought together.
In a BMF the interactions and dependencies between the two are assessed as well, which are otherwise
enforced or assumed constant; i.e. a biophysical model includes the feedback loop between organisms
and the environment. Two concrete contributions can be realised with such a BMF:

1. This BMF enables the opportunity to test protection and recovery programs in advance. The
BMF serves as a tool for the development of these programs for coral reefs. It gives more insight
in the complex world of corals and coral reefs.

2. This BMF enables selecting the most promising research objectives on coral development. The
key aspects on the well-being and survival of corals are found by performing sensitivity analyses
with this BMF. As time is running out fast for corals if the status quo is maintained, these
analyses form a guideline on the allocation of the limited resources and time towards the
low-hanging fruits in the undiscovered world of coral reef biophysics.

This study entails the development of the biophysical model framework (BMF) in an attempt to
answer the following research question:

How can the biophysical interactions between corals and the environment be modelled?

Multiple disciplines are brought together to define the biophysical interactions between corals and
their environment. These descriptions are largely based on literature. The study focusses on (1)
the implementation of the many relations found in literature; (2) filling the missing links between
different processes; and (3) the translation from concepts and relations into a model framework.
From this main question, four sub-questions arise that guide in answering this research question:

1. What are the biological characteristics of corals?
2. What are the components of the feedback loop between the coral and its environment?
3. What are the biophysical interactions between corals and their environment?

4. What are the main biophysical interactions determining the coral development?

1.3 Scope of the research

This research does not cover all aspects of the complex interactions between corals and their en-
vironment because (1) not all aspects are fully understood nor have reached consensus among the
academics; (2) there is no existing biophysical model framework (BMF) to continue on and so only
the main aspects are included in this study due to time-limitations; and (3) simplifications are used
to improve model efficiency, i.e. reduce computational time. The scope of this study is listed below:

1. The BMF comprises four environmental factors: (1) light; (2) temperature; (3) hydrodynamics;
and (4) acidity. The latter is included by using the aragonite saturation state, which is a
proxy of the effects of the full oceanic carbon system. This system describes the intertwined
relations between the atmospheric carbon dioxide (COg2) concentration and the acidity of the
ocean waters. The BMF requires the need of an iterative pH model to include the full oceanic
carbon system. This substantially increases the computational time and also adds to the
amount of input parameters needed.
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ENVIRONMENT

MORPHOLOGY
Sec. 3.3

Figure 1.2: Main items of the feedback loop between corals and their environment. Solid arrows
are interactions included in this study; dashed arrows are not included in this study. The chapters and sections
in which the content is elucidated are added to the arrows and the subject of the coral morphology.

2. The growth of corals is based on the energy surplus produced due to photosynthesis, which
is called light-enhanced calcification (LEC). It assumes that the magnitude of the calcification
rate is linearly related to the magnitude of the photosynthetic rate and that the energy supply
originating from photosynthesis is key for the coral’s development. More details on the LEC
are given in Section 2.3.

3. The determination of the in-canopy flow is based on linear wave theory, which is applicable
for small wave heights compared to the water depth and the wave length. Even though this
criterion is not always met, it gives a good first estimation of the attenuation of waves and
flow inside the canopy.

1.4 Contribution of the research

The goal of this study is to contribute to the survival of corals (see Sec. 1.2) by developing a
biophysical model framework (BMF) about corals. The coupling between biological and physical
processes on coral reefs makes this study unique. The complex feedback loop between corals and
their environment forms the core of this study (see Fig. 1.2).

This feedback loop between the corals and their environment consists of three main subjects: (1)
environment; (2) physiology; and (3) morphology (see Fig. 1.2). The physiology describes the bio-
logical processes such as photosynthesis and calcification, and the morphology describes the structure
of the coral colony and its development. The connections from the morphology to the environment
and from the environment to the physiology are relatively well-established fields of research. The
connection from the environment to the morphology has recently been studied. Contrary to this
research, it only focusses on the damage due to storms instead of taking normal conditions into
account.

To close the feedback loop between corals and their environment, the coral morphology plays a
crucial role. The coral morphology mainly determines the coral (micro-)environment, which in turn
affects the physiology. Nevertheless, limited research has been performed on this aspect of the
feedback loop. The incorporation of this aspect in the coral dynamics is new, but essential.

The aim is to develop a robust biophysical model framework (BMF), which is (mainly) process-based
to enables broad usage. This framework forms the basis to which more aspects of coral development
can be added, as the study of corals is relatively young. The BMF has to be both robust and flexible.
Only then a BMF has the potential to (1) be used independent of the location; (2) make predictions
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within the accuracy of the input data; and (3) give insight in the complex interactions defining the
feedback loop between the coral and its environment.

To demonstrate the potential of the developed BMF, the similarities between the results of the BMF
and two hypotheses on the coral survival in the face of climate change are assessed: (1) the deep reef
refugia hypothesis (DRRH); and (2) the turbid reef refugia hypothesis (TRRH). In short: the DRRH
states that deep reefs may serve as refugia for shallow reefs under climate change; and the TRRH
states that turbid reefs can serve as refugia in the face of climate change. Section 2.5 goes more into
depth on these hypotheses and discusses the reasoning behind them.

1.5 Thesis outline

This report follows the standard structure: (1) introduction; (2) methods; (3) results; (4) discussion;
(5) conclusions and recommendations. The part on the methods is most extensive in this study as
it encompasses the description of the biophysical model framework (BMF). After the introduction,
first the biophysical framework is described in Chapter 2. Here, the biophysical mechanisms are
introduced and qualitatively discussed. Next, the model framework is presented (Ch. 3), which
forms the basis of this study. The methods conclude with the descriptions of the biophysical relations
and their implementation in the BMF (Chs. 4 to 6). The biophysical relations are largely based on
literature, which is translated into the model framework. Certain simplifications are inevitable and
an attempt is made to reduce the amount of parameters as much as reasonably possible.

The first two aforementioned sub-questions (see Sec. 1.2) are covered in the first two chapters:
Chapters 2 and 3, respectively. Chapters 4 to 6 are dedicated to answering the third sub-question.
The translation from the formulations as given in Chapters 4 to 6 into the model framework is
provided in Appendix A, which contains the numerical schemes applied.

The presentation of the results is twofold because of the limited availability of data. Verification
and validation of the BMF is performed where possible (Ch. 7). However, as the research on
marine ecosystems is still relatively young, there is no data available on all. Therefore, an extensive
sensitivity analysis is included to answer the last sub-question (Ch. 8)—also for the verified and
validated modules of the framework. This sensitivity analysis gives insight in the low-hanging fruit
with large opportunity for further research.

The report concludes with a discussion of the results and the BMF itself in Chapter 9. This discussion
forms the basis of Chapter 10 in which conclusions and recommendations are drawn. The presented
structure is summarised in Figure 1.3.

Finally, after the bibliography, a glossary is included due to the multidisciplinary character of this
research. The disciplines of biology and physics have a leading role, but also certain aspects of
chemistry are included.
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Chapter 2

Biophysical framework

The interactions between corals and their environment are very complex due to (1) the coral’s
dependency on many environmental factors; and (2) the coral’s symbiosis with zooxanthellae, which
are photosynthetic organisms. The two are related as the dependency of corals on their symbionts—
i.e. zooxanthellae—results in the inclusion of more environmental dependencies.

Furthermore, corals can die due to environmental stressors following two pathways: (1) coral bleach-
ing; and (2) coral dislodgement. The first is based on biochemical processes, and the latter is due
to mechanical stresses. As the principle of coral dislodgement is straightforward, it is not further
elaborated on here. However, the principle behind coral bleaching is not as plain since there is no
full consensus on the leading mechanisms.

This chapter starts with an introduction into coral reefs and corals in which the basics and some
essential terms are introduced (Secs. 2.1 and 2.2, resp.). The first focusses on the large scale—i.e.
reef scale—and the latter zooms in on the coral animal and its symbiosis with the zooxanthellae.
In continuation of this symbiosis, two essential biochemical mechanisms are further highlighted: (1)
light-enhanced calcification (LEC) in Section 2.3; and (2) coral bleaching in Section 2.4. Finally, in
line with the biophysics of corals and coral reefs, two hypotheses are introduced in Section 2.5: the
deep reef refugia hypothesis (DRRH) and the turbid reef refugia hypothesis (TRRH). Both are getting
more attention in the face of climate change and are assessed in this study as well.

2.1 Introduction into coral reefs

This study focusses on coral reefs and their interaction with the environment, which is limited to
the interactions with hermatypic coral. This type of corals construct the hard, calcareous substrates
that form the rigid structure of the coral reef. Other coral species—that do not contribute to the
framework of the reef—are not included. Hereby, the definition of a coral reef as given by Done
[2011a] is used:

A tract of corals growing on a massive, wave-resistant structure and associated sediments,
substantially built by skeletons of successive generations of corals and other calcareous
reef-biota.
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(a) Fringing reef. (b) Barrier reef. (c) Atoll.

Photo credit: Mark A. Wilson. Photo credit: Lars Ruecker. Photo credit: USGS.

Figure 2.1: Schematisations of three types of coral reefs. The most distinct types of reefs are presented:
(a) fringing reef; (b) barrier reef; and (c) atoll. Thin, black lines represent bed level; thin, dashed lines represent
water level; and thick, black lines represent the coral reef formation.

Coral reefs come in different formations, where many classifications have been made in which the
development of the coral reef plays a central role [Darwin, 1842; Fairbridge, 1950; Hopley, 1982;
Maxwell, 1968]. The most concise classification consists of three reef types:

Fringing reef A fringing reef is defined as a reef that grows very close to the shore and is generally
attached to the shore. There are cases where a small submerged back reef is present (see Fig.
2.1a). [Smithers, 2011]

Barrier reef A barrier reef—also known as ribbon reef—is separated from the shoreline by a lagoon
and looks like a (submerged) offshore breakwater (see Fig. 2.1b). [Andréfouét and Cabioch,
2011]

Atoll An atoll is a ring-shaped reef of which the outer edges are commonly near mean sea level
and protect the inner platform against hydrodynamic loads (see Fig. 2.1c). [Woodroffe and
Biribo, 2011]

The general geomorphic reef zonation includes four parts of the coral reef: (1) reef slope; (2) reef
front; (3) reef flat; and (4) reef lagoon [Blanchon, 2011]. These four zones are visualised in Figure 2.2.
Note that in the case of a fringing reef, there is no clear lagoon behind the reef flat; in case of a
barrier reef, there is a land mass at the other side of the lagoon; and in case of an atoll, the lagoon
in enclosed by reef flats at both sides.

Furthermore, the reef front is the zone with the highest hydrodynamic loads, where almost all of
the wave breaking occurs due to the steep slope [Cabioch, 2011; Hearn, 1999; Lugo-Ferndndez and
Roberts, 2011]. The wave-energy is further attenuated by the reef flat [Ferrario et al., 2014; von
Arx, 1948].

Even though the corals in the Atlantic ocean are often said not to be real corals—because they are
commonly attached to other structures [Bosboom and Stive, 2015]—they are seen as real corals in
this study. This terminology is based on the evolution of the reef, and it is not based on its physical
character.

Coral reefs are often classified as complex and rich ecosystems in which there is close interaction
between the living and non-living [Stoddart, 1969]. Coral colonies are a perfect example of this
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reef lagoon reef flat reef front reef slope

Figure 2.2: Schematisation of the general geomorphic zonation. Thin, black lines represent bed level;
thin, dashed lines represent water level; thick, black lines represent the coral reef; and dotted lines represent the
zonation.

behaviour, where the hermatypic corals construct the structure of the coral reef via calcification.
These hard, limestone structures provide habitats for marine life. This complex interaction results
in the most diverse marine habitats, but is also susceptible to changes and thus is a fragile and
endangered ecosystem [Spalding et al., 2001]. Coral reefs are more than once named the tropical
rain forests of the marine world, due to their ecological complexity and diversity [Brown et al., 2002],
and their high biological productivity [Hatcher, 1988].

Furthermore, coral reefs are very efficient in dissipating wave energy and thereby function as natural
(submerged) breakwaters [von Arx, 1948]. Already a narrow reef flat has substantial impact on the
waves; the first 150 metres reduce 50% of the incoming wave energy. This can build up to 97% for
longer flats, where on average 84% of the wave height is attenuated [Ferrario et al., 2014].

2.2 Introduction into corals

The coral animal itself is a colonial, sessile polyp; the coral consists of multiple polyps living in a
colony—a coral colony—and is attached to a surface [Veron, 2011]. A coral creates the calcareous
skeleton to be resistant against the wave forces [Veron, 2011]. Even though corals are hunting
animals, most of their energy supply originates from the symbiosis with zooxanthellae [Anthony
and Fabricius, 2000]. These photosynthetic organisms produce photosynthate—of which 95% is
transferred to the coral host [Done, 2011b]—and get protection of the coral skeleton in return
[Jokiel, 2011b; Nakamura et al., 2005].

This symbiosis between the coral and the zooxanthellae results in complex interactions between the
coral-zooxanthellae symbiont and their environment. The best known environmental dependencies
are (1) light [e.g. Anthony and Hoegh-Guldberg, 2003a; Graus and Macintyre, 1976; Kaniewska
et al., 2011]; (2) temperature [e.g. Al-Horani, 2005; Evenhuis et al., 2015; Jokiel and Coles, 1977];
(3) flow [e.g. Finelli et al., 2006; Jimenez et al., 2011; Hearn et al., 2001]; (4) acidity [e.g. Buddemeier
et al., 2008; Jokiel, 2011b]; (5) nutrient availability [e.g. Atkinson and Bilger, 1992; Holcomb et al.,
2012; Langdon and Atkinson, 2005]; and (6) sediment concentration [e.g. Erftemeijer et al., 2012;
Storlazzi et al., 2015].

To add to the complexity, many of these environmental factors are intertwined—Ilinearly as well as
non-linearly. For example, the acidity of the water relates to the oceanic carbon chemistry, which
is influenced by the temperature, amongst others [Mucci, 1983]; and the nutrient availability is
highly dependent on the flow conditions as advective transport is substantially faster than diffusive
transport.

Furthermore, the biochemical processes related to the calcification and the acidity are complex and
not fully understood [Allemand et al., 2004; Goreau, 1959; Jokiel, 2011a,b; McConnaughey and
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Whelan, 1997; Schneider and Erez, 2006a]. Therefore, the influence of the acidity is commonly
based on the relation between the aragonite saturation state and the calcification rate, which is a
more established method [e.g. de Putron et al., 2011; Marubini et al., 2001; Ries et al., 2010].

2.3 Light-enhanced calcification

The enhancement of the calcification rate in light is an established principle [e.g. Goreau, 1959;
Moya et al., 2006] and is called light-enhanced calcification (LEC). This enhancement is related to
the photosynthetic rate of the zooxanthellae housed in the coral skeleton [e.g. Anthony and Hoegh-
Guldberg, 2003b; Al-Horani, 2005; Jokiel, 2011b; Nakamura et al., 2005]. Thereby, an increased
photosynthetic production results in an increased calcification rate and the two commonly show
comparable dependencies on environmental factors [e.g. Dennison and Barnes, 1988; Mass et al.,
2007; Moya et al., 2006; Strahl et al., 2019].

As the light-enhanced calcification (LEC) is substantially larger than the dark calcification rate [e.g.
Al-Horani et al., 2007; Moya et al., 2006; Strahl et al., 2015, 2019], the LEC is considered dominant
and the leading mechanism. Therefore, the calcification rate is a function of the photosynthetic rate
and so of all the environmental factors affecting the photosynthesis.

2.4 Coral bleaching

Coral bleaching is the process in which the symbiosis between the coral host and their symbiotic
zooxanthellae is broken down due to environmental stress [Carilli et al., 2012]. The exact mechanism
of coral bleaching is still under debate. This study follows the Oxidative Theory of Coral Bleaching,
which states that coral bleaching is caused by the expel of zooxanthellae due to overproduction
of oxygen, and thereby reactive oxygen species (ROS) [Lesser, 1997; Nielsen et al., 2018]. The
production of ROS during photosynthesis is common [Baird et al., 2009a; Rehman et al., 2016].
At normal photosynthetic rates, the organism produces enough defences to counteract the toxicity
and to keep it below critical levels [Lesser, 2006]. When the coral cannot produce enough defences
against the ROs, it expels the zooxanthellae [Baird et al., 2009a] which are the producers of the
toxic. Thereby, the coral host reduces the concentration of ROS.

However, by expelling the zooxanthellae, the symbiosis is disrupted and the coral will die when
these disruptive environmental conditions will prolong [Nielsen et al., 2018]. The expulsion of the
zooxanthellae results in the removal of the coral’s essential energy suppliers [Anthony, 2000; Done,
2011b] and results in an energy deficit.

Furthermore, the occurrence of bleaching is fully related to the thermal conditions, but other stressors
can reduce the resistance of the coral-zooxanthellae to bleaching [Carilli et al., 2012]; other stresses
reduce the ‘immune system’ of the symbiont and so it becomes more susceptible to bleaching. Such
stresses are light-intensity, nutrient run-off, sedimentation, overfishing and ocean acidification (0A)
[Jokiel and Coles, 1977; Carilli et al., 2010; Wooldridge, 2009; Anthony et al., 2007, 2008]. As these
stresses interact with the temperature, they modify the bleaching threshold and/or severity.

2.5 Reef refugia hypotheses

The deep reef refugia hypothesis (DRRH) is gaining increasing support [Lesser et al., 2009; Bongaerts
et al., 2010, and references therein] and was first pioneered by Glynn [1996]. According the DRRH,
deep reefs form an essential refugia for shallow reefs in the face of climate change [Glynn, 1996;
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Hughes and Tanner, 2000; Lesser et al., 2009]. Deep reefs are defined as being at great depth, but
remain light dependent [Bongaerts et al., 2010]. This is often characterised as the depth-range of 30
metres up to the euphotic depth. Until 30 metres water depth, a reef is defined as shallow. Deep
reefs are also called mesophotic reefs due to the reduced light-intensity.

This reduced light-intensity is suggested to be one of the major reasons that deep reefs can form
refugia for the shallow reefs, as thermal stresses leading to bleaching are exacerbated by light [Jokiel
and Coles, 1977]. As light is attenuated down the water column, bleaching severity is higher in
shallow reefs [Vermeij and Bak, 2002; Wilkinson and Souter, 2008]. This finding has also led to the
hypothesis that increasing the turbidity protects the corals against severe bleaching [Cacciapaglia
and van Woesik, 2015, 2016; Perry et al., 2012; Santodomingo et al., 2016; Van Woesik et al., 2012];
i.e. the turbid reef refugia hypothesis (TRRH).

Beside the reduced thermal stresses—and so reduced damage due to bleaching—deep reefs are also
less damaged by tropical storms due to reduced flow velocity at depth [Bongaerts et al., 2010; Lesser
et al., 2009]. However, indirect storm damage—e.g. debris avalanches and sedimentation—can result
in substantial damage to the deep coral reef [Bak et al., 2005; Dollar, 1982].

The deep reefs can contribute to the recovery of shallow reefs as recruitment source after bleaching
and storm events [Hughes and Tanner, 2000; Lesser et al., 2009]. However, their effective contribution
is questioned due to the connectivity between deep and shallow reefs and the suitability of deep reef
coral species to colonise shallow reefs [Bongaerts et al., 2010].

Furthermore, deep reefs are not totally free of stresses. The cool upwelling waters that are present
at certain deep reefs reduce the heat stress [Bak et al., 2005; Lesser et al., 2009], but can also result
in cold water bleaching. Moreover, deep reefs are more susceptible to drowning as a result of sea-
level rise (SLR) [Cooper et al., 2008]. This susceptibility increases in combination with other threats
associated with climate change, such as global warming and ocean acidification (0A), whereas these
processes reduce the calcification rate [Bongaerts et al., 2010].

Moreover the turbid reef refugia hypothesis (TRRH), beside the protective function of the turbidity—
reducing the light-intensity—there are also downsides to the increased turbidity. The main disad-
vantage is the possible smothering of corals due to the increased sediment concentrations [Dubé
et al., 2017; Smith and Hughes, 1999; Wilkinson and Souter, 2008]. Furthermore, the hydrodynamic
loading remains the same on a turbid, shallow reef and so there is no reduced damage due to storms.

On the other hand, high sediment concentrations may enhance the survival of corals by providing
more other food resources by which the coral relies less on the photosynthetic energy supply [Anthony
and Fabricius, 2000; Anthony et al., 2007]. When corals are less dependent on their zooxanthellae,
expulsion of them due to thermal stresses becomes less decisive. Thereby, corals may thrive in turbid
waters [Cacciapaglia and van Woesik, 2016; Perry et al., 2012; Santodomingo et al., 2016], which is
in contradiction with previous thoughts [Kleypas and Eakin, 2007, and references therein].

All in all, the interesting findings underlying the deep reef refugia hypothesis (DRRH) are twofold (1)
bleaching severity reduces with increasing attenuation of light; and (2) storm damage reduces with
increasing depth. The first also underlies the turbid reef refugia hypothesis (TRRH). The increasing
attenuation of light is a combination of the turbidity of the water and the depth. This results in the
possible protection of corals due to a high turbidity [Van Woesik et al., 2012]. The other aspects of
the DRRH and the TRRH are not part of the processes included in the biophysical model framework
(BMF) developed in this study.



Chapter 3

Model framework

The aim of this chapter is to provide the model framework of the biophysical model framework
(BMF) of which the biophysics are discussed in more detail in Chapters 4 to 6. It starts with an
overview and the main steps taken in Section 3.1 after which the time-scales are elaborated on in
Section 3.2. The latter is of importance due to the difference in time-scales of the environmental
conditions in combination with the slow growth of corals. Finally, the morphological representation
of the corals is presented in Section 3.3.

3.1 Model design

The structure of the biophysical model framework (BMF) consists of three phases: (1) the environ-
ment; (2) the physiology; and (3) the morphology. These phases are further subdivided in various
processes, as visualised in Figure 3.1.

The main interactions between the phases and processes are:

— The temperature at the coral is a function of all environmental factors except the acidity. It
is this “feeling” temperature that is used for further calculations.

— The photosynthesis is given as function of the light, thermal and flow conditions describing the
photosynthetic efficiency based on these environmental factors. Based on these forcings, the
photosynthesis is positive (i.e. growth) or negative (i.e. decay). The sign of the photosynthetic
response determines if the coral bleaches. Furthermore, the photosynthetic rate determines
the calcification rate.

— The rate of change of the coral morphology is determined by the calcification rate, and the
environmental stressors determine the optimal morphology. The latter determines to what
morphology the coral is changing, if its present morphology differs from the optimal.

— The changes in coral morphology mainly result in changes in the hydrodynamics; as the hydro-
dynamics friction changes. Thereby, the flow over and through the canopy is affected, which
gives rise to differences in the physiological responses.

— The effects of storms is given by the dislodgement of corals, which results in the reduction of
coral cover. This reduction is represented by (1) setting the total coral cover to zero; and (2)
setting all morphological dimensions to zero This represents the absence of corals.

12
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Figure 3.1: Design of the biophysical model framework. The blue-shaded section indicates the environ-
ment of corals; the green-shaded section indicates the physiology of corals; and the red-shaded section indicates
the morphology of corals. L is the vector containing the morphological dimensions, L. = [hc dc te be ac]; 0t the
thickness of the thermal boundary layer; T, the temperature of the water; (I.) the representative light-intensity;
[uem | the magnitude of the mean wave-current in-canopy flow; T¢ the coral temperature; P(I,T,u) the photo-
synthetic rate (proxy); Pg the healthy coral cover; €, the aragonite saturation state; G the calcification rate;
and |u2*| the magnitude of the maximum wave-current bulk flow.
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Figure 3.2: Pathways of loss and decay of corals due to environmental stresses. The mechanical
stresses indicate the pathway due to coral dislodgement, i.e. due to storm events; the biochemical stresses
indicate the pathway due to coral bleaching, i.e. due to bleaching events. The population states are further
specified in Chapter 5 [modified from Evenhuis et al., 2015].

The main part of the model design as presented in Figure 3.1 is discussed in Chapter 4, which is on the
coral growth. The decay of the corals is divided over two chapters due to the different mechanisms:
Chapter 5 is on the coral bleaching and the biochemical processes associated with it; and Chapter 6
is on the coral dislodgement and the corresponding mechanical processes. In Chapters 4 to 6, the
biophysical processes are described; and in Appendix A the numerical representations of the leading
formulations and their solutions are presented.

The dynamics concerning the health of corals—i.e. population states (see Ch. 5)—are presented in
Figure 3.2. In Chapter 4, all corals are considered to be in a healthy state and contribute to the
growth. Chapter 5 takes the bleaching of corals into account as well as the recovery after a bleaching
event, and thus focusses on the right hand side of Figure 3.2. In Chapter 6, the effects of storms are
included due which the whole coral colony can be removed resulting in either healthy coral cover,
or no coral cover. Thereby focussing on the left hand side of Figure 3.2.

3.2 Time-scales

The processes included in the determination of the coral growth are taking place at a wide range
of time-scales. The hydrodynamics are in the shortest time-scales in which wind-waves and swell
are in the order of seconds, while tides are in the order of hours up to days [Bosboom and Stive,
2015; Holthuijsen, 2007]. The physiological processes are based on daily fluctuations [Evenhuis et al.,
2015] and the photo-acclimatisation is in the order of days to weeks [Anthony and Hoegh-Guldberg,
2003a]. The time-scale associated with thermal-acclimatisation is years to decades [Donner, 2011;
McClanahan, 2017] and so is the growth of corals [e.g Lough et al., 2016; Marubini et al., 2001],
where the latter even extends to centuries. An overview of all the time-scales is given in Figure 3.3
in which the temporal spreading is clearly visible.

This wide spreading of time-scales gives rise to the use of various update-intervals to reduce the
computational time, as schematised in Figure 3.4. The frequency of coupling between the tides
and waves—wind-waves and swell waves—depends on the tidal range. A large tidal range, results
in significant changes in water level, hence water depth. This parameter is of importance for the
development of waves when they move through the water; e.g. depth-induced wave-breaking.
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Figure 3.3: Time-scales associated with modelling coral growth. s: seconds; m: minutes; h: hours; d:
days; w: weeks; M: months; Y: years; D: decades; and C: centuries.

The physiological processes—e.g. the photosynthesis and the population dynamics—are based on
daily averages, but can be updated afterwards as they do not influence the light-conditions, nor the
hydrodynamics. The parameters associated with the thermal-acclimatisation are updated annually,
because these are based on annual statistics. To prevent the use of an extra time-related loop in the
biophysical model framework (BMF)—which would only add to the BMF’s complexity—all aspects
of the physiology and the morphology are updated annually.

Nevertheless, the distinction between the two update-intervals is still given in Figure 3.4, whereas
upgrading the BMF could give rise to the need of such an extra loop to save computational time.
Furthermore, the mention of the third loop in Figure 3.4 highlights the difference in time-scales that
is present (see Fig. 3.3).

The problem of far-reaching time-scales is also profound in morphodynamics [e.g. Luijendijk et al.,
2017, 2019; Ranasinghe et al., 2011]; the study on the development of the bed due to hydrodynamic
loading. Due to this comparison, methods developed in this field are used as a starting point for
the long-term modelling of coral development. The options are fourfold [Li et al., 2018]: (1) input
reduction; (2) model reduction; (3) acceleration factor; and (4) time-scale compression. The first
two—input reduction and model reduction—act on the scale of the hydrodynamics [de Vriend et al.,
1993], but in the case of coral growth modelling also on the coral physiology. The total acceleration
of the simulation due to the four options is given by the product of them all [Li et al., 2018], and so
all options can be combined to result in a model as efficient as possible.

The four aforementioned approaches form the basis in reducing the computational time of the model
and are described below in which their application for efficient modelling of coral development is
presented as well.

Input reduction The reduction of the input focuses on reducing the wave climate to a represen-
tative set of wave cases [Benedet et al., 2016; Walstra et al., 2013]. The time-series of wave
data—including significant wave height, peak wave period, and wave direction—are compiled
to certain representative quantities that result in comparable results [Walstra et al., 2013].
There are three methods used in morphodynamics that possibly suite the purpose for coral
growth [Benedet et al., 2016]: (1) Fixed Bins Method (FBM); (2) Energy Flux Method (EFM);
and (3) Energy Flux with Extreme Wave Conditions Method (EFEM). Other methods are fit
to sediment transport, which is not of interest in this case.

Model reduction The method of model reduction implies to simplify the model by (1) reducing the
amount of processes, scales and/or dimensions; and/or (2) simplifying the processes included
[Li et al., 2018]. The aim of the following chapters—Chapters 4 to 6—is to develop simplified,
but representative formulations for the biophysical processes. Based on the sensitivity analysis
(Ch. 8), a further reduction of the processes is evaluated.

Acceleration factor Since recently, it is common practice to use a morphological acceleration fac-
tor for the modelling of morphodynamics [Lesser et al., 2004; Roelvink, 2006]. This morpho-
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Figure 3.4: Schematisation of the coupling between different parts of the coral growth model.
Both the tide and the waves (includes wind-waves and swell) are computed using the hydrodynamic model, which
couples these models online with a frequency as given by Ateny; Atphys is the time-interval between every online
coupling between the hydrodynamic model and the physiological processes; and Atmor is the time-interval at
which the morphology is coupled to the rest of the model.

logical acceleration factor simply magnifies the morphological change such that the simulation
time represents a longer morphological development time [Lesser et al., 2004].

The morphological acceleration factor results in realistic morphological developments if the key
assumption is met: there is (approximately) a linear relation between the hydrodynamics and
the morphodynamics [Li et al., 2018]. When the morphological acceleration factor is chosen too
large, it results in numerical instabilities and an unrealistic evolution of the bed [Ranasinghe
et al., 2011].

This philosophy behind the morphological acceleration factor is appropriate to accelerate the
coral development as well, introducing a coral growth acceleration factor.

Time-scale compression The time-scale compression approach states that the time-series on the
environmental conditions are compressed by a given factor [Li et al., 2018]. In this way, it is
analogous to the morphological acceleration factor, but acts on the forcing-site of the story
instead of the responsive-site. Thereby, both approaches can be combined with substantial
reductions in computational time [Li et al., 2018; Luijendijk et al., 2019].

When the time-scale compression approach is used, all time-series are compressed except the
tidal forcing [Luijendijk et al., 2019]. The compression of the tidal signal will increase the
tidal velocities; hence an unrealistic representation of reality. In the case of modelling coral
development, this would result in the compression of multiple time-series: (1) incoming solar
radiation; (2) sea surface temperature (SST); (3) wave forcing; and (4) aragonite fluctuations.

In this study, the input reduction is implemented to near its maximum: the wave climate is repre-
sented by an annual representative wave climate. Storms are added to this time-series based on their
return period to account for the possible dislodgement of corals due to severe storms. Therefore,
the coral growth acceleration factor and the time-scale compression approach are not applied in this
study. Nevertheless, the options are mentioned as they are relevant for more detailed studies in
which the hydrodynamics cannot be represented by annual means; e.g. when there are significant
differences in wave climate between seasons. As this study focusses on the proof of concept of the
model, the computational time is substantially reduced by using one representative wave climate for
the ‘normal’ conditions and release storms on the reef based on their return period.
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(a) Acropora cervicornis. (b) Goniastrea favulus. (c) Acropora hyacinthus.
Credit: Albert Kok. Credit: Larry Basch. Credit: Ryan McMinds.

Figure 3.5: Photographs of various coral morphologies. (a) Branching coral; (b) massive coral; and (c)
plating coral.

3.3 Morphological representation

Corals appear in various morphologies of which a few are presented in Figure 3.5. Beside the wide
variety in possibilities, coral morphologies are also complex structures (see Fig. 3.5). Being able
to model the morphology of the coral and its interactions within the feedback loop (see Fig. 1.2)
requires the simplification of these complex structures.

Therefore, corals are represented as two-layered cylinders in an equally staggered formation (see
Fig. 3.6). This is a rather simple representation for such a complex structure. Nevertheless,
multiple shapes of corals can be well represented with this schematisation and corals are often even
represented by ordinary cylinders for model purposes [e.g. Chindapol et al., 2013; Kaandorp et al.,
2003; Lowe et al., 2005a,b]. The commonly used cylinder is extended to a two-layer cylinder in
this study as a more detailed representation of the morphology is desired for the computations on
coral dislodgement (see Sec. 6.1) in which the width of the base of the coral plays a major role
[Madin and Connolly, 2006]. This does not result in all morphologies to become tabular corals,
which would be a bad representation of the possibilities. However, it allows the recreation of more
possible morphologies of which the tabular shape is one. Moreover, the effects of the coral on its
environment can be well determined according this representation (see Sec. 4.1).

These two-layered cylinders are fully described by five parameters: (1) the width of the plate, d.; (2)
the height of the coral, h.; (3) the width of the base of the coral, b.; (4) the thickness of the plate
of the coral, t.; and (5) the axial distance between coral branches, a. (see Fig. 3.6). Based on these
parameters, the effects of corals on the flow can be determined via a rigid vegetation model [Lowe
et al., 2005a; Baptist, 2005; Zeller et al., 2015]. For the coral, the staggered arrangement is most
valuable, since it is most space-efficient. This representation does not fully align with the radial
growth of corals [e.g. Muko et al., 2000; Kaandorp and Sloot, 2001; Hoogenboom et al., 2008] but
this does not impose significant changes on the effects of corals on their surroundings [Lowe et al.,
2005a; Asher and Shavit, 2019].

The morphological development in this study is based on phenotypic plasticity; i.e. the coral mor-
phology changes during its lifetime due to the environmental conditions [Todd, 2008], which is
possible due to coral growth. The main environmental factors that play a role in the coral morphol-
ogy are light and hydrodynamics [e.g. Jaubert, 1977; Chappell, 1980; Lesser et al., 1994; Kruszyniski
et al., 2007]. Next to these two factors, sedimentation is also believed to influence the morphol-
ogy of corals [Chappell, 1980; Hoogenboom et al., 2008, and references therein]. However, this last
contributor is not taken into account in this study.
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Figure 3.6: Schematisation of the characteristics of the coral morphology. h. is the height of the
coral colony; d. the width of the plate; t. the thickness of the plate; b. the width of the base; s. the spacing
between corals; and a. the axial distance between corals.

The morphology of the coral as function of the light and flow conditions is described by three
morphological ratios: (1) the form ratio, ry = h./d.; (2) the plate ratio, r, = b./d.; and (3) the
spacing ratio, rs = d./a.. Because the base-to-width ratio and the thickness-to-height ratio are
related, and there are no descriptions on the thickness of the plate, the plate ratio encompasses
both. Thus the three ratios are defined as:

be  te de

Tf=— (3.1a) Ty = T (3.1b) Ty = w (3.1¢c)
Thereby, the design of the coral canopy is fully described by these three ratios in combination with
the volume of the two-layered cylinder; i.e. the coral volume.

There are four limitations imposed on the morphology: one in horizontal extension; one in vertical
extension; and two mathematically.

1. The horizontal limit is due to geometrical constraints, which is defined as the width at which
a coral touches the closest other coral. This limits the spacing ratio:

1
ngi

V2

2. In the vertical direction, the upper limit is given by the water depth. Corals are marine animals
and so need to be in the water. Even though corals can survive subaerial exposure due to the
tide [Cabioch, 2011; Solihuddin et al., 2015; Woodroffe and Webster, 2014], this is not taken
into account as it affects their morphology [Chappell, 1980] and so further complicates matters.
This results in a vertical upper limit of the coral height described by the water depth during
lowest spring tide:

he <h — zigr

where h is the water depth relative to mean sea level; z 4; the water level at lowest spring tide;
and z is directed downwards with z = 0 at mean sea level.

3. The first mathematical limitation is on the plate ratio, which has a maximum of one. It is
physically not sound for the thickness of the plate to exceed the height of the coral. Neverthe-
less, it is physically possible for the width of the base to exceed the width of the plate. This
would indicate a tapering or hemispherical shape. Because this results in extra geometrical
constraints and adds complexity, also the base-to-diameter ratio is defined to have a maximum
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value of one. Moreover, the plate ratio must be split in two otherwise. Thus:

rp, <1

4. Finally, all ratios are larger than zero, as negative values are physically nonsense. A ratio equal
to zero suggests that there are no corals.

ry >0 rp >0 rs >0



Chapter 4

Coral growth

The growth of corals is based on all four environmental factors, but only the light-intensity and
hydrodynamics are inside the feedback loop. Note that the light-intensity through the water column
is not influenced by the corals, but the energy from the light the corals receive is influenced by their
growth rate and form. The same holds for the hydrodynamics; the oceanic forcing is not influenced
as much by the corals, but the in-canopy flow through the coral canopy is largely affected by the
corals as well as the above-canopy flow via the bottom friction due to corals.

The growth of corals can be categorised in two aspects of growth:

1. growth rate, which is the amount of skeleton that accumulates under the considered environ-
mental conditions that is in line with the calcification of corals; and

2. growth form, which is the shape of the coral skeleton as function of the environmental condi-
tions, i.e. the coral morphology.

The growth rate—or calcification rate—is based on the coral physiology, which is the biochemical
response of organisms to their environment. The change in the morphology of corals depends on
the optimal morphology due to the environment, but on the growth rate as well; the calcification
rate determines the rate of morphological change. The focus of this chapter is on the biochemical
processes that drive the calcification and the morphological development resulting from it. Thus,
the mechanisms that result in the loss of coral cover are not part of this chapter but are discussed
in Chapters 5 and 6 on coral bleaching and dislodgement, respectively.

This chapter starts with the descriptions of the coral environment in Section 4.1 in which the
environmental factors are translated to representative values for corals. Next, the two aspects of
growth are treated separately: Section 4.2 covers the coral physiology in which the effects of all
four environmental factors on the growth rate are discussed; and Section 4.3 presents the dynamics
associated with the coral morphology due to the environmental conditions.

Due to the fact that all is related and part of an infinite feedback loop, references are made throughout
this chapter to sections later on as well as explanations given at the start of this chapter. Due
to the interrelated nature of the processes, this is inevitable. Therefore, this chapter ends with
a summary (Sec. 4.4) to get a clear understanding of the physics associated with coral growth,
without one having to reread the whole chapter. Nevertheless, rereading this chapter results in the
best understanding of the full feedback loop, as all pieces fall in place.

20
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4.1 Coral environment

The growth of corals based on the environmental conditions—as discussed in the following sections—
results in morphological changes. These changes occur at various length-scales due to the fractal
nature of corals [Brown et al., 2002]. These various length-scales are limited to the characteristic
ratios as discussed in Section 3.3. The combination of growth and—possibly—changing morphologies
impact the coral macro- and micro-environment.

Due to this feedback, the environmental conditions as perceived by the coral may differ from the
ambient water. The water column over a coral reef is considered well-mixed due to (1) a relatively
small depth [e.g. Ackleson, 2003]; and (2) a lot of mixing due to the turbulent energy generated by
the roughness of the reef [e.g. Bohm et al., 2013; Reidenbach et al., 2006b]. Therefore, the effects due
to the acidity of the water are considered homogeneous and so are not part of the elaboration in this
section. The other three environmental factors, however, need modifications, which are presented in
this section.

First, the light-intensity as representative for the coral photosynthesis is determined in Section 4.1.1
after which the flow structure due to the coral canopy is discussed in Section 4.1.2. Finally, the
thermal conditions are presented as here both the light and flow conditions are of importance (Sec.
4.1.3).

4.1.1 Light availability

The availability of light for photosynthesis depends on the combination of two factors: (1) the light-
intensity at depth; and (2) the biomass. Therefore, first the attenuation of light through the water
column is discussed followed by the description of the biomass of the coral colony. Finally, the two
aspects are combined to retrieve a representative light-intensity.

Light attenuation

The light-intensity is attenuated through the water column and thus decreases with depth. This
attenuation of light is described by the Beer-Lambert law, which shows an exponential decay with
depth:
LE (4.1)
Iy
where I, is the light-intensity at depth; Iy the light-intensity at the surface water; and ¢ the optical
depth, which is defined by:

(= /Kd(z) dz (4.2)

where K is the light-attenuation coefficient (LAC) of photosynthetically active radiation (PAR); and
z is directed downwards with z = 0 at mean sea level.

The LAC is a measure of the turbidity of the water, and is a function of salinity, suspended particulate
matter (SPM), coloured dissolved organic matter (CDOM), among others [Freitas et al., 2019; Kratzer
et al., 2003]. As salinity, SPM, CDOM, etc. can vary over depth—and in general do—also the LAC
varies over depth; hence the integral notation in Equation (4.2). However, the LAC is often taken
constant to simplify matters, which reduces Equation (4.2) to the product of the LAC and depth.

This assumption does not give rise to significant errors as the variable LAC over depth results in
limited effects on the PAR-profile; this is clearly illustrated in the study of Pavlov et al. [Fig. 7,
2015]. The large variations in salinity, SPM, and cDOM over depth found in this study resulted in
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Figure 4.1: Visualisation of the attenuation of light through the water column with and without
corals. I is the attenuation of light due to the water; I, cor the attenuation of light due to the water and the
coral canopy.

limited deviations in the PAR-profile compared to a constant LAC. Moreover, such large variability
is not expected over a coral reef due to the aforementioned well-mixed water column.

Furthermore, the presence of the coral further attenuates the light, which is part of the shading effect
[Stambler and Dubinsky, 2005; Muko et al., 2000; Hoogenboom et al., 2008]. Full incorporation of
this effect requires the further attenuation of light inside the coral canopy [Kaniewska et al., 2011].
The shading effect could be incorporated by adding a coral-related LAC, which is added to the
water-related LAC. This modification is visualised in Figure 4.1.

Moreover, the seabed in shallow waters reflects the light, which is again attenuated as it propagates
upwards in the water column [Ackleson, 2003]. Thereby, the effect of the increased attenuation of
light due to the corals is (partly) contradicted by the reflection of light by the reef. Due to a lack of
data on the quantitative changes on the LAC, these processes are not taken into account.

Coral biomass

The photosynthetic and calcification rates are given per biomass, as only the biomass contributes to
the photosynthetic processes. In corals, all the biomass is at the surface and the rest consists of the
dead coral skeleton [e.g. Allemand et al., 2004; Jokiel, 2011b]. Therefore, the biomass of corals can
be represented as the coral surface that receives light, which is key for photosynthesis.

Due to the possible wider top of the coral colony, the light of the lower section is (partly) blocked (see
Fig. 4.2). A total blockage of the light to the lower sections would be true for (1) solely vertically
directed light; and (2) a low base-to-diameter ratio. Therefore, the spreading of the light in the
water column has to be taken into account. This results in the following formulation for the biomass
of the coral:

1
B. = de’g’ + wdte + Th.L (4.3)

in which

(4.4)

1
L=he(1-rp) (127%%[591(2)})
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Figure 4.2: Representation of the sections of the coral morphology that receive light and so define
the biomass. L the section of the base of the coral that receives light; and 67 the spreading of the light. The
coral surface-area contributing to the photosynthesis—i.e. the biomass—is accentuated with green; and the
gray-shaded area represents the shading due to the morphology.

where L is the part of the base that is receiving light, visualised in Figure 4.2; 6;(z) the spreading
of light and so an indication of the diffusivity of light and a function of depth; and z is directed
downwards with z = 0 at mean sea level.

The light distribution is wider higher in the water column and narrows down further down the water
column [Jokiel, 2011b]. Therefore, this spreading is taken maximum at the top of the water column
and it decays with the same rate as the light-intensity is attenuated; so according the Beer-Lambert
law (see Eq. 4.1):

01(z) = 07 exp [— K42] (4.5)

where 67** is the maximum spreading angle of light at the top of the water column, defined as
gPax = 90°—or O = L [rad].

The spreading of light at the bottom of the plate is used to determine the section of the base of the
coral that receives light for photosynthesis; i.e. 6;(z) at z = h — h. + t.. The attenuation of the
spreading is a continuous process, so there are no gaps or jumps between the upper and lower limits
in the regime.

Representative light-intensity

The representative light-intensity is given by the biomass-averaged light-intensity. To include the
morphology of corals, some modifications to the light-intensity have to be done to determine a
representative light-intensity. This gives rise to the determination of the average light-intensity
caught by the coral, which is the representative light-intensity for the photosynthesis:

1
(I:) = B. /Iz dB. (4.6)
4.1.2 Flow structure

The hydrodynamics-related effects as discussed in Sections 4.2.2 and 4.3.1 on respectively the phys-
iology and morphology of corals are driven by the in-canopy flow. The definition of this flow is
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uf

Figure 4.3: Schematisation of the flow-profile over a coral reef. w; is the depth-averaged bulk flow
velocity; uy the above-canopy flow velocity averaged over the free flow regime, or free flow velocity; u, the porous
in-canopy flow velocity averaged over canopy height; u. the constricted in-canopy flow velocity averaged over
the canopy height; h the total water depth; and h. the canopy or coral height. The light-gray line represents a
more accurate flow profile due to the canopy’s resistance.

discussed in this section. From the hydrodynamic forcing—i.e. waves and currents—to the in-
canopy flow, different processes are encountered. For this, two length-scales are defined at which
corals affect the flow-structure: (1) reef-scale; and (2) canopy-scale.

At the reef-scale, the canopy acts solely as friction on the flow of water over the reef; while at
the canopy-scale, the water flowing over and through the canopy are taken separately. Where the
canopy-scale is important in the determination of the in-canopy flow [Lowe et al., 2005a, 2008], which
drives the coral’s physiology and morphology [Hearn, 2001; Jimenez et al., 2008; Mass et al., 2010];
the reef-scale is leading in the determination of the water flux—and thereby the bulk flow—over the
reef [Lowe et al., 2009], which is needed for the determination of the in-canopy flow [Lowe et al.,
2005a, 2008].

In this section, four distinctive flow velocities are used. A visualisation of these flow velocities over
the depth is given in Figure 4.3:

Bulk flow velocity (up) The bulk flow velocity is the depth-averaged flow velocity as solved at
the reef-scale.

Above-canopy flow velocity (uy) The above-canopy flow velocity—or free flow velocity—is the
flow velocity above the canopy, which is not blocked by the canopy, and is taken averaged over
the free flow regime; i.e. the water column above the canopy.

Porous in-canopy flow velocity (u,) The porous in-canopy flow velocity—or in short porous
flow velocity—is the spatially averaged flow velocity through the canopy in which the volume
consumed by the canopy itself (i.e. the cylinders) is not taken into account.

Constricted in-canopy flow velocity (u.) The constricted in-canopy flow velocity is the same as
the porous flow velocity, except that it takes the volume occupied by the canopy into account.
This reduces the conveyance area and so increases the flow velocity, relative to the porous flow
velocity. This flow velocity is also taken averaged over the height of the canopy, just as the
porous flow velocity.

This section consists of four topics: (1) waves; (2) bulk flow; (3) in-canopy flow; and (4) wave-current
interaction. Thereby, it follows the path from the driving force—the waves—to the wave-induced
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flow over a reef, which results in the in-canopy flow for which wave-current interactions are taken
into account. The first two topics are discussed at the reef-scale—i.e. the canopy solely acts as a
resisting force—and the in-canopy flow is given at the canopy-scale.

Waves

Flows over coral reefs are mainly driven by wave-breaking [Gourlay and Colleter, 2005; Monismith,
2007; Lowe et al., 2009; Falter et al., 2013], which results in a horizontal gradient in the radiation
stress [Longuet-Higgins and Stewart, 1964] that gives rise to a wave set-up at the fore-reef [e.g.
Hearn, 1999]. Other forcings—but often to a less extent [Lowe and Falter, 2015]—are wind [e.g.
Atkinson et al., 1981] and buoyancy, which is due to a thermal gradient [e.g. Monismith et al., 2006]
and/or because of the discharge of freshwater [e.g. Hoeke et al., 2013]. Due to the steep slopes of
the fore reefs, the friction at the fore reef often plays a minor role [Gourlay and Colleter, 2005].
However, on the reef flat the friction is dominant, where the horizontal pressure gradient is balanced
by the friction [e.g. Hearn et al., 2001; Lowe et al., 2009; Lowe and Falter, 2015]. Furthermore, the
effects of waves have been shown to significantly influence the in-canopy flow [Lowe et al., 2005a,b,
2008]. Therefore, waves cannot be neglected in the determination of the in-canopy flow.

The dissipation of wave-energy over a (rough) surface is commonly given by the wave-energy dissi-
pation factor as described by Jonsson [1966, 1980] and Jonsson and Carlsen [1976]. The commonly
used description of this factor is given by [Swart, 1974]:

—0.19
0.00251 exp [5.21 (Zf) ] for Z—f > g
fuw = s s (4.7
af ™
. d<
0.3 for S

where ay is the wave orbital motion; and ks the roughness length. Due to its maximum value
of 0.3, it is not suitable for very rough reefs [Monismith et al., 2015; Rogers et al., 2016], where
representative values exceed this maximum and even reach values of 1.8 [Monismith et al., 2015].
Therefore, the description as presented by Lowe et al. [2007] is preferred:

fw = Cf + Cagal, (4.8)

where Cf is the friction coefficient; Cy the drag coefficient; Ay the A-parameter representing the rate
of frontal area over the coral’s footprint; and «,, the wave-attenuation coefficient (WAC), defined as
the ratio of the in-canopy flow over the above-canopy flow [Lowe et al., 2005a]. These parameters
are further elaborated on in a following paragraph (In-canopy flow, pp. 26-30), which focusses on
the canopy-scale.

Studies have been dedicated to describe the roughness length of corals as function of their morphology
and fractal dimensions [Hearn, 2011; Zawada and Brock, 2009; Zawada et al., 2010]. From these
studies becomes clear that the roughness length of corals is significantly larger than other bottom
covers; namely orders of magnitude [e.g. Nelson, 1996; Hearn et al., 2001]. The translation from these
complex bathymetries towards a roughness indicator is still ambitious. Therefore, the aforementioned
drag-related method is preferred. Moreover, this makes use of parameters that are readily available
during the computations due to their need in other computations as well.

Bulk flow

Many studies have been done in which the geometry of the canopy is related to the in-canopy flow
for which the above-canopy flow is known [Lowe et al., 2005a, 2007, 2008; van Rooijen et al., 2018].
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This is, however, not the case with a two-dimensionally varying bathymetry in which the bottom
friction and drag differ as well; due to the presence—or absence—of corals or other vegetation, such
as seagrasses [e.g. Nepf and Vivoni, 2000; Nikora et al., 2013]. Therefore, the roughness of the
reef as function of its geometry must be determined after which the distinction between the two
aforementioned layers can be made.

In this study, the effect of the coral morphology is modified from Baptist [2005], who has done exten-
sive research on this topic, focusing on vegetation in general. This study results in the formulation
of a vegetation-based Chezy coefficient:

Cpo VI, m (4.9)
1 Cy®h, - he

C? 2¢

where C} is the Chezy coefficient of the non-vegetated bottom; Cy the drag coefficient of the vegeta-
tion (here, corals); k the von Kdrméan constant; and ® the vegetation density, defined as ® = N.d.
in which N, is the number of stems per square metre. In the geometric parameters as described in
Section 3.3 the vegetation density is given by:

(4.10)

where (d.) is the weighted-average of the diameter of the two-layer cylinder. Expressed in the defined

morphological dimensions:

bc (hc - tc) + dctc
he

(de) = (4.11)

In-canopy flow

The aim of this section is to determine the in-canopy flow and the associated drag coefficient, which
are intertwined. Thereby, this paragraph starts with a short introduction on the qualitative effects
due to the presence of a canopy after which the theories to quantify these effects are discussed. Next,
the solution of the momentum balance including the canopy is presented in combination with the
determination of the drag coefficient. Finally, the in-canopy flow structure is extended from a single
layer canopy to a two layer canopy for which the same principles hold. These principles are first
introduced using a single layer canopy for clarity.

Qualitative effects There are two main effects of the canopy on the flow structure: (1) the
attenuation of the flow [e.g. Lowe et al., 2005a, 2008; Luhar et al., 2010; Nepf, 2012]; and (2)
the increased turbulence at the top of the canopy [e.g. Hearn et al., 2001; Zeller et al., 2015], which
enhances the mass transfer between corals and the ambient water [e.g. Lowe et al., 2005b; Reidenbach
et al., 2006a; Shapiro et al., 2014]. How much the flow is attenuated within the canopy depends on
three factors: (1) the degree of submergence; (2) the geometry of the canopy; and (3) the driving
mechanism(s) of the flow, i.e. currents and/or waves [Nepf, 2012; Weitzman et al., 2015].

Whether the cylinders are submerged or emergent results in significant differences on the drag
coefficient [McDonald et al., 2006]. The flow over submerged vegetation in general can be further
categorised in depth-limited flow and unconfined flow [Nepf and Vivoni, 2000]. In the case of depth-
limited flow, the horizontal pressure gradient is the dominant force driving the flow, while this
changes to the turbulent shear stress at the top of the canopy for unconfined flow [McDonald et al.,
2006; Nepf and Vivoni, 2000; Nikora et al., 2007a,b]. Moreover, the penetration of turbulence is
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also dependent on the relative height of the coral compared to the total water depth [Ghisalberti
and Nepf, 2002; Nepf and Vivoni, 2000]; increasing the ratio of water depth over the coral height,
increases the penetration depth of turbulence into the canopy. In this study, the corals are assumed
to be submerged at all times (see Sec. 3.3).

Theory The degree of attenuation can be described according to two theories: (1) the Canopy-
Flow Theory (CFT) [Lowe et al., 2005a]; and (2) the Porous Media Theory (PMT) [Gu and Wang,
1991]. The PMT is especially beneficial for complex geometries such as corals [Lowe et al., 2008]. The
momentum balances of the two theories show great similarities, but there are a threefold differences:

1. ¢FT includes shear stresses at the top of the canopy;
2. PMT includes laminar resistance within the canopy; and
3. CFT and PMT have different representations of the form drag.

The laminar resistance—included in the PMT—is often of limited influence for corals except for
patches with very low flow velocities [Gu and Wang, 1991]. The drag representation as used in the
PMT is preferred for real corals due to their complex structures. However, because the corals are
represented as cylinders, the iterative process for submerged cylinders as described by van Rooijen
et al. [2018] to determine the drag coefficient is preferred, which makes use of the CFT. Therefore,
this study follows the CFT instead of the pmT.

The volume-averaged momentum equation in streamwise direction—i.e. z-direction—is given by

[Finnigan, 2000; Zeller et al., 2015]:

Ou  10p 107
in which

fw="Ta+fi (4.13)

where u is the flow velocity; p is the density of the water; p the pressure; 7 the shear stress; f; the
drag force (per mass); and f; the inertia force (per mass). In Equation (4.12), the vertical advection
is not taken into account as its relevance is shown to be negligible [Zeller et al., 2015]. Furthermore,
the resistance force (fy,) is given by the Morison equation (see Eq. 4.13).

Equation (4.12) is valid inside the canopy as well as above the canopy. Outside the region of influence
of the canopy on the flow, Equation (4.12) reduces to:
Quy  10p

TR (4.14)

which is in line with linear wave theory (see App. E.1).

Equation (4.14) is used to eliminate the pressure gradient from Equation (4.12) and the shear, drag
and inertia forces are rewritten following the notation as in Lowe et al. [2005a] and Zeller et al. [2015]
(see App. E.2), which results in the following formulation for the two-layer system as described by
the CFT:

O(up —up) _ |up —up| (uy —up) _ |up| up _ Cm)‘p% (4.15)

ot B Ly La 1—), Ot '

where the flow velocities are described as aforementioned and visualised in Figure 4.3: wu, is the
porous in-canopy flow, which is defined as the average flow inside the canopy, and us the above-
canopy flow; Ly and Ly are two length-scales associated with shear and drag, respectively; C, is
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the inertia coefficient, which value is within the range C,, = 1.5 — 2.0 [Dean and Dalrymple, 1998],
where Lowe et al. [2005a] suggests C,, = 1.7; and A, is one of the A-parameters. All parameters are
discussed further below.

First, the A-parameters describe morphological traits of the canopy and are given by [Britter and
Hanna, 2003]:

_ Ay

)\f—AT

(4.16a) Ap = — (4.16Db)
in which

T
Py
From the A-parameters, the two aforementioned length-scales are determined; namely the shear
length-scale [Zeller et al., 2015], and the drag length-scale [Coceal and Belcher, 2004], which are
respectively defined by:

L,

Af = hed. A d Ar = 50

h. 2he (1= Ap)
= — 4.17 Lyg="%°2" "% 4.17b
C? ( a) d By (4.17Db)

where C is the Smagorinsky coefficient [Smagorinsky, 1963]; and Cy the drag coefficient.

Ls

The use of the Smagorinsky coefficient instead of the friction coefficient [Cf, as used by Lowe et al.,
2005a; Luhar et al., 2010; Weitzman et al., 2015] does not give rise to notable differences. However,
the use of this Smagorinsky coefficient is more in line with the governing physics, namely turbulence
(see App. E.2).

Solution To solve Equation (4.15), some modifications have to be done because Equation (4.15)
is a non-linear differential equation. The method as proposed by Luhar et al. [2010] is used in
which the flow velocities are represented by complex variables, and only the first Fourier harmonic
is considered. The proposed representations of the flow velocities are:

up = Re{Bway exp [iwt]} (4.18a) uy = Re{way exp [iwt]} (4.18b)
where w is the wave frequency; ay the wave-orbital motion of the above-canopy flow; and 3 gives

the wave-attenuation coefficient (WAC) [Lowe et al., 2005a; Luhar et al., 2010]:

Up
3_0 — 4.19
|‘— w—u ( )

In these definitions, w and ay are real and positive, while 8 may be complex [Luhar et al., 2010].
This gives the following solution to Equation (4.15) (see App. E.3):

8 ay
3w Lg

8 Ci A
1= B1(0=B) = 71816 — i
P

i(8—1)= 8 (4.20)

Drag coefficient The determination of the drag coeflicient is an iterative process [van Rooijen
et al., 2018] due to the intertwined character with the flow and that all corals are assumed to be
submerged (see Sec. 3.3). This iterative process is visualised in Figure 4.4. The steps in this iterative
process are briefly described.

The two length-scales are calculated based on the geometry (see Eqgs. 4.17a and 4.17b), where for
the drag length-scale an assumption is made on the drag coefficient as a starting point. From there,



4. CORAL GROWTH 29

Calculate shear
length-scale
(Ls, Eq. 4.17a)

L

Calculate drag
1 length-scale
(Lg, Eq. 4.17b)

|

Calculate wac
(0w, BEq. 4.19)

I

Calculate porous
in-canopy flow

n

[}

%D (up, Eq. 4.15)
>

5 1

< Calculate constricted
O in-canopy flow
% (ue, Eq. 4.22)
- [

g Calculate

&

—

Reynolds-number
(Rec, Eq. 4.23)

L

Calculate drag
L coefficient
(Cyq, Eq. 4.24)

Figure 4.4: Scheme of the iterative process to determine the drag coefficient. Iterative process
repeats until the drag coefficient converges. The formulations and details are presented and discussed in the text
[modified from van Rooijen et al., 2018].

the WAC is determined by solving Equation (4.20). The porous in-canopy flow is determined based
on the definition of the WAC (see Eq. 4.19) and the mass balance of water:

huy = (h — he) up + heuy (4.21)

where the flow velocities are as aforementioned and visualised in Figure 4.3: wuy is the bulk flow,
us the above-canopy flow, and u, the porous in-canopy flow. The unknown above-canopy flow is
eliminated from Equation (4.21) using the definition of the wAC (see Eq. 4.19).

For the determination of the drag coeflicient, the porous in-canopy flow has to be rewritten into
the constricted in-canopy flow [Etminan et al., 2017, 2019; van Rooijen et al., 2018], where the
constricted in-canopy flow accounts for the obstructions in the water column due to the canopy; i.e.
it takes the reduction of the conveyance area into account:

1-A
U = ————u, (4.22)
)
(s
in which: Su
P ==
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where s.; is the lateral distance between two consecutive corals; and s. s the streamwise distance.
In this study, ¥ = 2 due to the uniformly staggered arrangement, while this parameter is included
to account for randomly placed cylinders [Etminan et al., 2017].

The Reynolds-number based on the constricted in-canopy flow can directly be related to the drag
coefficient [Etminan et al., 2017, 2019], where this Reynolds number is given by:
Uede

Re, = 4.23
€ y (4.23)

and the drag coefficient is given by the relation between the Reynolds-number and the drag coefficient
as for a single cylinder [Etminan et al., 2017, 2019; White, 2006]:

[ V)

Cy=1+10Re. 3 (4.24)

With this drag coefficient the drag length-scale (Eq. 4.17b) is updated, and the cycle starts over
again.

Two-layer canopy The physics associated with the single layer canopy are extended to a two-layer
canopy—or a multi layer canopy for that matter—by connecting the layers via the shear stresses
between them. For every canopy layer, a separate momentum balance is used:

9 (up,k — uy) _ |up =1 — Up k| (Up—1 — Up,k) _ |up e — Upot1| (Up, ke — Up,ks1)
61} LSJg Ls,k
o |Up1k‘up>k _ Cm)\p,k aupvk (425)
Lg 1-— )\ch ot
where k indicates the canopy layer, and k = 0 is the above-canopy flow.
The shear and drag length-scales are based on the thickness of the canopy layer:
Ahy, 2Ahy, (1 - A k)

Loy = —+ 4.26 Lyj="—F—"0% 4.27
K 092 ( ) d,k Cng)\fJg ( )

where Ahy, is the thickness of the canopy layer k.

The solution per canopy layer is given by:

i(Br—1)= ?irLif,k(ﬂk_l — Bl (Br—1 — Br) — |Br — Br+1| (B — ﬁk+1))
8 af _Cm>\ k
BETA |Bk| B — i )\i),kﬁk (4.28)

Equation (4.28) is solved iteratively over the canopy layers. More details on the derivations are given
in Appendix E.3.2.

Wave-current interaction

Waves result in a substantially larger WAC compared to currents only [Lowe et al., 2005a; Weitzman
et al., 2015; Zeller et al., 2015]. Therefore, the WAC has to be determined separately after which the
two components of the in-canopy flow are combined. Lowe et al. [2005a] found that the unidirectional
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Figure 4.5: Schematisation of the mean flow due to wave-current interactions. u,, is the magnitude
of the mean flow; w; the magnitude of the unidirectional flow; u,, the magnitude of the wave orbital velocity;
and ¢ the angle between the two flow components.

WAC is independent of the background wave field. However, this may not hold in all cases due to
non-linear interactions [Grant and Madsen, 1986].

Nevertheless, in this study the independence between the unidirectional WAC and the wave field
is assumed [as found by Lowe et al., 2005a]. The mean flow—combining both wave- and current-
induced flows—gives [Bijker, 1967]:

U = \/uf + u2, + 2upty COS ¢ (4.29)

where u,, is the magnitude of the mean flow; u; the magnitude of the unidirectional flow, represented
by the bulk flow; u,, the magnitude of the wave orbital velocity; and ¢ the angle between the two
flow components (see Fig. 4.5).

Using the independence of the two flow components, Equation (4.29) can be rewritten such that it
describes the mean in-canopy flow velocity:

Upm, = \/agug + @2 U2 + ey Qg COS @ (4.30)

where . is the unidirectional WAC; and a, the wave-induced WAC. The in-canopy flow as presented
in Equation (4.30) is based on representative values of the WACs for the canopy as a whole.

4.1.3 Coral temperature

Due to the presence of a thermal boundary layer (TBL), the temperature at the coral tissue can
reach values of 1°C above the ambient water temperature [Brodersen et al., 2014; Fabricius, 2006;
Jimenez et al., 2011]. Because the temperature is such a key factor in the well-being of the coral
(see Sec. 2.4) this process does not only include the efficiency of the coral-zooxanthellae symbiont
due to water motion, but also represents the increased risk of bleaching due to limited flow.

As the thickness of the TBL is a function of the thickness of the velocity boundary layer (VBL), this
section starts with the determination of the thickness of the VBL. Hereafter, the VBL is translated
into the TBL and this section concludes with the description of the increased temperature at the
coral tissue due to the presence of a TBL.

Velocity boundary layer

For cylinders in oscillatory flow, the ratio of the thickness of the VBL over the radius of the cylinder
is commonly very small [Iwagaki and Ishida, 1974]. It is common practice to relate the boundary
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sublayers to the wall coordinates, and so the VBL as well. In this study, the wall-coordinates are
described as polar wall-coordinates and the thickness of the VBL is described as:

Oy
L (4.31)

14

where ¢ is the thickness of the VBL; u, the shear velocity and in this study related to the in-canopy
flow (see Sec. 4.1.2), u, = ﬁucm; v is the kinematic viscosity of water; and rgr the wall-coordinate
of the VBL. Its value is said to be r} =0 (102) [Absi, 2009; Afzal, 2001; Bhaganagar et al., 2004;
Frei, 2017; Twagaki and Ishida, 1974]. Even though its value depends on the Reynolds number [Afzal,
2001, and references therein], it is assumed constant in this study and set to rgr = 500. The effects
of waves on the thickness of the VBL—the presence of waves results in a thinner vBL—is included in
the magnitude of the in-canopy flow, which includes the morphology of the corals as well (see Sec.
4.1.2).

Thermal boundary layer

The thickness of the TBL is related to the VBL via the Prandtl-number [Incropera et al., 2007]:
1
9 _pr3 (4.32)

where d; is the thickness of the TBL; and Pr the Prandtl-number, which is defined by:

v
Pr=— 4.
r=- (4.33)

where « is the thermal diffusivity.

Increased temperature

According to Jimenez et al. [2011], there is a linear relation between the thickness of the TBL and
the increased surface temperature at the coral-water interface; i.e. at the coral tissue. Moreover,
this increase of the temperature at the coral tissue relative to the ambient seawater is also linearly
related to the light-intensity:

5tap
- kK,

where AT, is the increase in coral temperature relative to the temperature of the ambient seawater;
a, the absorptivity of the coral; k the thermal conductivity; and Ky a related constant [Jimenez
et al., 2011]. In this study, this last parameter is kept constant and the effect of the morphology is
taken into account via the magnitude of the in-canopy flow (see Sec. 4.1.2).

AT,

(I.) (4.34)

The combined effect of temperature, flow velocity, and light-intensity is argumentative due to its
analogy to the feeling temperature humans are familiar with: out of the wind and in the sun, it
feels warmer; in the wind and out of the sun, it feels colder. Furthermore, the combined effect of
light and temperature is found more often [e.g. Coles and Jokiel, 1978; Fabricius, 2006; Houck et al.,
1977].
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CONCLUDING REMARKS

The influence of the corals on their environment is mainly via their effect on the hydrody-
namics. However, also its growth determines the amount of light available for photosynthesis.
The light-intensity used for photosynthesis—the representative light-intensity—is taken as the
biomass-averaged light-intensity, which is based on the geometry of the coral.

The effects on the hydrodynamics are separated into five topics: (1) waves; (2) flow; (3)
in-canopy flow; (4) wave-current interaction; and (5) multi layer canopy. The waves are the
driving force of the hydrodynamics due to the wave set-up at the fore reef, which drives a
wave-induced flow of the reef.

From here, a clear distinction is made between two length-scales: (1) the reef-scale; and (2)
the canopy-scale. In the reef-scale, the bulk flow velocity over the reef is determined in which
the geometry of the coral is translated into a Cheézy coefficient, where Equation (4.9) can be

rewritten into: ) "
Gyt VI H (4.35)
1 Capry)  F LR
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in which the vegetation density (Eq. 4.10) is rewritten into the average frontal A-parameter
((Af), Eq. 4.16a), based on the average coral diameter (see Eq. 4.11).

The in-canopy flow is determined based on the Canopy-Flow Theory (CFT), which includes an
iterative process to determine the drag coefficient as presented in Figure 4.4. In this iterative
process, the partial differential equation associated with the CFT is solved by introducing
the complex wave notation for the flow velocities (Eqs. 4.18a and 4.18b). This solution is
presented in Equation (4.20).

The in-canopy flow velocity determines the thickness of the thermal boundary layer (TBL),
which—in combination with the representative light-intensity—gives rise to increased thermal
conditions at the coral tissue with respect to the ambient water.

4.2 Coral physiology

The growth rate is described as the calcification rate, which is the process of depositing calcium
carbonate (CaCOs3) to build the calcareous skeleton of hermatypic corals [e.g. Allemand et al., 2004;
Goreau, 1959; Jokiel, 2011a,b; McConnaughey and Whelan, 1997; Schneider and Erez, 2006b]. The
deposition of aragonite—i.e. CaCQOs—results in reinforcement of the coral skeleton by increasing
its density [e.g. Rico-Esenaro et al., 2019]; and in the extension of the skeleton [e.g. Edinger et al.,
2000; Lough and Barnes, 1997, 2000; Lough, 2008; Lough et al., 2016; Scoffin et al., 1992; Tortolero-
Langarica et al., 2016].

The relation of the calcification rate to the environmental conditions is described as a function of
a proxy for the photosynthetic rate—because only light-enhanced calcification (LEC) is taken into
account—and an aragonite dependency. This proxy of the photosynthesis describes the photosyn-
thetic efficiency. The formulation of the calcification rate is modified from Evenhuis et al. [2015]:

G =ygc Csp Pu v(Qa) P(I,T,u) (4.36)

where gc is the calcification constant; Cs, the species constant; Py the healthy coral cover; v(€q)
the aragonite dependency; and P(I, T, u) a proxy for photosynthesis that includes the photosynthetic
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light, thermal and flow dependencies. Note that only the healthy coral population contributes to
the calcification (moreover in Ch. 5). In this chapter, all of the coral cover is considered healthy;
ie. Py =1.

In Equation (4.36), the effects of the environmental conditions—light, hydrodynamics, temperature,
and acidity—are taken into account via dependencies. These dependencies are scaled to a maximum
of one, where a value of one indicates that the growth is independent of the parameter. All other
values indicate the efficiency as based on the given parameter, and thus the limited growth—or
productivity—due to the environmental factor. Both the photosynthetic rate and the calcification
rate are given per coral biomass, which is the part of the coral in which photosynthesis takes place
(see Sec. 4.1.1).

The main contributor to the calcification rate is the photosynthetic rate in which three of the four
environmental factors are included: (1) light; (2) temperature; and (3) flow. The photosynthetic rate
is based on the maximum photosynthetic rate multiplied by the efficiency of the coral-zooxanthellae
symbiont. This efficiency includes a light, thermal, and flow dependency, which are denoted as P(I),
P(T) and P(u), respectively:

P(I,T,u) = P(I) P(T) P(u) (4.37)

The elaboration on the physiology of corals is split in four sections in which all four environmental
factors are discussed separately. The translation from light-intensity to photosynthesis is presented
in Section 4.2.1. Thereafter, the photosynthetic flow dependency is discussed (Sec. 4.2.2). Next,
the response of the coral-zooxanthellae symbiont to the thermal conditions is elaborated on in
Section 4.2.3. The effect of the carbon-chemistry and acidity is given by the aragonite saturation
state, which is dependent on the pH and the influence of the oceanic carbon system, on which more
details in Section 4.2.4.

4.2.1 Light-intensity

As this study focusses on symbiotic corals, only light-enhanced calcification (LEC) is considered and
thus the calcification is driven by photosynthesis [Goreau, 1959]. Thereby, light is an important
factor in the growth of corals [e.g. Done, 2011a; Eyal et al., 2019]. This light dependency is based
on the symbiosis of corals with zooxanthellae (see Sec. 2.4).

The influence of light on coral growth consists of two parts: (1) the photosynthetic rate induced
by light; and (2) the acclimation of the coral-zooxanthellae symbiont to the light conditions, i.e.
photo-acclimatisation. These parts also form the outline of this section, which concludes with a
formulation of the photosynthetic light dependency.

Photosynthesis-irradiance curve

The relation between the light-intensity and the photosynthetic rate is commonly described by
photosynthesis-irradiance curves [e.g. Anthony and Fabricius, 2000; Anthony et al., 2005; Chalker
et al., 1983; Eyal et al., 2019; Silbiger et al., 2019]. The best representation is given by [Jassby and
Platt, 1976]:
1
Py = PF* tanh L] - R (4.38)
k
where Py is the net photosynthesis; P&'** the maximum gross photosynthesis; I the available light-
intensity, in this case equal to the representative light-intensity, i.e. I = (I.); and R is the dark
respiration.
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Figure 4.6: Schematic representation of a photosynthesis-irradiance curve including the definitions
of its signifying parameters. Py is the net photosynthesis; I the light-intensity; R the dark respiration; P&,

max
the maximum gross photosynthesis; ag the initial slope of the curve; and I the saturation intensity, defined as

the intersection of the initial slope with the curve’s asymptote.

The dark respiration is set such that at the euphotic depth, the net photosynthetic rate equals zero.
In this way, the effects of the euphotic zone on the coral growth is included as well, which can be
of importance due to sea-level rise (SLR). The euphotic zone is defined as the zone in which more
than one percent of the incoming light penetrates, and so the dark respiration is given as:

0.01]0}
k

R = P, tanh [ (4.39)

A visualisation of a PI-curve is given in Figure 4.6, labelling the key parameters just mentioned. The
PI-curve indicates the efficiency of a plant—in this case the zooxanthellae—for a given light-intensity.
This efficiency is capped at a maximum, and decreases again when photodamage and photo-inhibition
occurs at too high intensities [e.g. Hoegh-Guldberg and Jones, 1999; Platt et al., 1975]. In this study,
it is assumed that photodamage does not occur due to the fast acclimation of corals to their light-
environment [Anthony and Hoegh-Guldberg, 2003al; i.e. due to photo-acclimatisation.

Photo-acclimation

The key parameters of the PI-curve are not fixed, but change due to their light-environment [Chalker
et al., 1983; Hennige et al., 2008, 2010; Mass et al., 2007]. The coral-zooxanthellae symbiotic system
can adapt its PI-curve to such an extent that the net photosynthesis becomes almost independent
of light-intensity [Anthony and Hoegh-Guldberg, 2003b; Hennige et al., 2008]. There are, however,
limitations to these adaptations.

This dynamic behaviour of the PI-curve due to changes in light-environment—i.e. photo-acclimatisation—
is described by Anthony and Hoegh-Guldberg [2003a], who showed that the saturation intensity is
the main driver of the kinetics of the photo-acclimatisation. Nevertheless, also the maximum photo-
synthesis is influenced by the light-environment and thus is part of the photo-acclimatisation. Both
mechanisms are caught by the same first-order differential equation [Anthony and Hoegh-Guldberg,
2003a):

dX(t)

dt

where ¢ is the acclimatisation exponent; X represents either the saturation intensity (Ix), or the
maximum photosynthetic rate (Ppax); and X* is the quasi steady-state value of X.

= [X - X(1)] (4.40)
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Figure 4.7: Effects of photo-acclimation on the photosynthesis-irradiance curve. The red line rep-
resent the PI-curve at high light-intensity, and the red arrows the direction of the photo-acclimatisation when
the light-intensity increases; and vice versa for the blue line and arrows.

Table 4.1: The empirically determined parameters of the photo-acclimation. Estimates are given as
mean =+ standard error (data from Anthony and Hoegh-Guldberg [2003a].

X Xmax Bx unit
Iy, 372.32 + 40.10 0.34 £ 0.05 pmol photons s~tm =2
Prax 3.96 £ 0.52 0.09 £ 0.05 pmol Oy s~im =2

The quasi steady-state solution of both parameters is based on the light conditions, but also includes
the limitations of the photosynthetic apparatus of the zooxanthellae. The quasi steady-state solutions
of both parameters is based on the findings of Chalker et al. [1983] and is given by [Anthony and

Hoegh-Guldberg, 2003al:
—d\ Bx
XS = xmax <<IZ> > (4.41)

. . . . . ~d .
where X ™2 is the maximum steady-state value for X, determined empirically; X denotes the daily
averaged value of X; and fBx is a constant exponent, also determined empirically. In Table 4.1, the
empirical parameters are presented including their uncertainties.

Especially the wide spreading of the maximum steady-state saturation intensity [Anthony et al.,
2005, and references therein], and the close to insignificant acclimation exponent for the maximum
photosynthetic rate [Chalker et al., 1983] are points of attention. The effects of photo-acclimatisation
on the PI-curve are visualised in Figure 4.7.

Light dependency

Thus, the photosynthetic response of the symbiont to light-intensity is determined based on the PI-
curve (Egs. 4.38 and 4.39) in which the representative light-intensity is defined as in Section 4.1.1.
This results in the photosynthetic light dependency to be given by:

P = e (o [ 1] o [225]) w

where the saturation intensity follows variations in the light-environment with a time lag (Egs.
4.40 and 4.41). The maximum of the photosynthetic rate also follows the mechanisms of the photo-
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acclimatisation as given by Equations (4.40) and (4.41). However, the effects of photo-acclimatisation
on this parameter are less pronounced.

4.2.2 Hydrodynamics

The health and dynamics of coral reefs are highly interlinked with the hydrodynamics of the reef;
wave-induced flows refresh the water surrounding the corals and thereby supply the corals with their
food and remove the waste products [Dennison and Barnes, 1988; Hearn et al., 2001; Schutter et al.,
2011]. Mass et al. [2010] found that the major role of this flushing of the reefs is due to the reduction
of oxidative stress of corals; in line with the Oxidative Theory of Coral Bleaching (see Sec. 2.4).
The exact effects of flow on the growth of corals are still under debate and assigned to the removal
of oxygen (O2) [e.g. Mass et al., 2010; Schutter et al., 2011]; the supply of dissolved inorganic carbon
(p1C) for photosynthesis [e.g. Osinga et al., 2017]; the supply of nutrients [e.g. Atkinson and Bilger,
1992; Hearn et al., 2001]; and reducing the thermal stress [e.g. Jimenez et al., 2008, 2011, 2012a,b].

All effects show comparable mechanisms: an increased flow reduces the thickness of the boundary
layer around the coral colony. In the case of the removal and supply of molecules this is the diffusion
boundary layer (DBL); and in the case of reducing the thermal stress this is the thermal boundary
layer (TBL) (see Sec. 4.1.3). Both mechanisms are taken into account as they influence different
processes. However, the removal and supply of molecules are taken as one, whereas the mechanism
behind them is the same: enhancement of diffusive transport due to a reduction of the DBL.

Just as the TBL, the DBL is also a function of the velocity boundary layer (VBL), which is described in
Section 4.1.3. This section focusses on the DBL and its effects on the photosynthetic flow dependency.
It does so by elucidating on the process of diffusion limited transport and the description of the DBL.
Finally, the photosynthetic flow dependency is presented.

Diffusion limited transport

Even though the removal of oxygen (Os) fits best in the Oxidative Theory of Coral Bleaching (see
Sec. 2.4), it is hard to determine the limitations of the photosynthesis based on the removal of Os.
Therefore—as the principle is the same—the supply of dissolved inorganic carbon (DIC) is taken as
leading mechanism. For the diffusion of solutes through the diffusion boundary layer (DBL), Fick’s
first law is used:

Se
c a -
Fs=-D —dj d¢ (4.43)
é=0 ¢
where Fj is the flux through the DBL; D the diffusion coefficient; d. the thickness of the DBL; ¢ the
concentration; and ¢ the axis in the DBL, directed away form the coral tissue with ( = 0 at the coral
tissue (see Fig. 4.8).

Because the DBL is very small, a linear concentration gradient over the DBL can be assumed [Jimenez
et al., 2011; Mass et al., 2010]. Thereby, Equation (4.43) simplifies to:

Fs = (65 — ¢0) (4.44)

D

de
where ¢; is the concentration of the ambient water, i.e. at the outer edge of the DBL; and ¢¢ the
concentration at the coral tissue.

When assuming that the photosynthesis is limited by the supply of DIC—or by nutrients for that
matter—the concentration at the coral tissue can be set to zero, as everything is used for the
photosynthesis. Thereby, the photosynthesis-induced flux is also equal to the flux through the DBL;
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Figure 4.8: Schematisation of the fluxes at the coral-water interface. F}, is the photosynthesis-induced
flux; Fs the flux through the DBL; d. the thickness of the DBL; f the coordinate system at the coral surface,
directed outwards. The concentration in the control volume (cV) is given by ¢o; and the concentration outside
the DBL—i.e. the ambient water—by ¢g.

i.e. Flp = Fs. Therefore, the photosynthetic rate can be related to the diffusion limited transport
through the DBL:

D
P —
x 3. os

Diffusion boundary layer

The thickness of the DBL is related to the velocity boundary layer (VBL) via the Schmidt-number

[Incropera et al., 2007]:

5 1
= = Scs (4.45)

where Sc is the Schmidt-number, which is defined as:

14
= — 4.4
Sc D (4.46)

where v is the kinematic viscosity of water; and D the molecular diffusivity.

Flow dependency

As the thickness of the VBL is inversely related to the flow velocity (see Eq. 4.31), and the photo-
synthetic rate is inversely related to the thickness of the DBL—and thereby also to the VBL (see Egs.
4.45 and 4.31)—the photosynthetic rate is linearly related to the flow velocity. This is also found in
literature [e.g. Comeau et al., 2014; Lenihan et al., 2015]. Furthermore, as the photosynthetic rate
is not limited by the flow anymore for u., > 0.10 ms~! [Hurd, 2000], the flow-related efficiency
is (approximately) optimal for e, > 0.10 ms~!. The best continuous representation of a capped

linear expression is the tangent-hyperbolic function, and so the flow-efficiency is given by:

P(u) = P + (1 — P™™) tanh [J“’”'] (4.47)

UCT'

where P is the minimum efficiency at which there is no flow; a the linear slope around no flow,
which is chosen such that the efficiency approaches one at u.-: a = 2; and wu,, is the critical flow
velocity at which the efficiency is (close to) 100%.
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4.2.3 Temperature

One of the best known effects on coral growth is the temperature; especially in relation to coral
bleaching [e.g. Berkelmans, 2002; Comeau et al., 2016; Dias et al., 2018; Vasquez-Bedoya et al.,
2012]. Therefore, this is one of the most researched parameters influencing the coral health and
growth, largely in combination with climate change [e.g. Berkelmans and Oliver, 1999; Harley et al.,
2006; Hoegh-Guldberg, 1999; Kleypas et al., 2001]. The thermal stress on corals is commonly related
to heat waves, but corals can also bleach due to cold stress [Evenhuis et al., 2015; Howells et al.,
2013; Jokiel and Coles, 1977; Marshall and Clode, 2004].

The response of corals to high temperatures differs from the response to low temperatures; the
response is more severe to high temperatures [Al-Horani, 2005; Buddemeier et al., 2008; Edmunds,
2005; Evenhuis et al., 2015]. Nevertheless, low temperatures result in more mortality when time
progresses, which is the other way around for high temperatures [Jokiel and Coles, 1977]. In this
sense, the thermal response of corals follows the analogy of flooding and drying.

The temperature influences the growth of corals in two ways:

1. The symbiosis between the coral and the zooxanthellae is very sensitive to thermal conditions
[Al-Horani, 2005; Buddemeier et al., 2008; Edmunds, 2005].

2. The oceanic carbon chemistry—and thus the aragonite saturation state of the surrounding
seawater—is influenced by the temperature (among others) [Mucci, 1983; Roy et al., 1993;
Weiss, 1974], which can lead to undersaturation of aragonite that results in lower calcification
rates. This can even lead to dissolution of the calcium carbonate (CaCOs) skeleton of the
corals [Guinotte et al., 2003; Kleypas et al., 1999, 2001; Silverman et al., 2009].

The latter is discussed in Section 4.2.4 and the focus of this section is on the first; the photosyn-
thetic thermal dependency of corals and the possible thermal stresses. The relation as described by
Evenhuis et al. [2015] is used for the coral response to temperature changes, which is in line with
findings of others [e.g. Buddemeier et al., 2008; Edmunds, 2005; Jokiel and Coles, 1977]. Evenhuis
et al. [2015] split the effects of temperature on the photosynthetic rate in two factors, which address
two different biochemical mechanisms:

1. the adapted temperature response in which the temperature range of the coral species deter-
mines its calcification rate; and

2. the thermal envelope in which the fact that chemical reactions are faster at higher temperatures
is included, following the Arrhenius equation.

The product of these two factors is taken as the thermal response of coral growth [Evenhuis et al.,
2015]:
P(T> = fl (Tca Topt7 AT) : fQ(Topt7 Ea) (448)

where f; is the function for the adapted temperature response; and f> the function for the thermal
envelope. Both functions are elaborated on in the following paragraphs. In these formulations, the
coral temperature is given by the summation of the water temperature and the increased temper-
ature at the coral tissue due to the thermal boundary layer (TBL) (see Eq. 4.34) as discussed in
Section 4.2.2:

T.=T, + AT, (4.49)

where T, is the sea surface temperature (SST).

This section starts with the thermal response of corals in which the adapted temperature response
and the thermal envelope are discussed separately. In their discussion, the effects of the key param-
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Figure 4.9: Visualisation of the adapted temperature response. The asymmetry between heat and cold
stress is clearly visible and the key parameters are illustrated: Top¢ is the optimum temperature for photosyn-
thesis; AT the thermal range; Tj, the lower limit of the thermal range; and T},; the upper limit of the thermal
range.

eters on the thermal response are presented as well for a better understanding on the mechanisms.
Finally, the method used to include the thermal-acclimatisation is presented.

Adapted temperature response

The coral-zooxanthellae symbiosis works within a temperature range [e.g. Evenhuis et al., 2015;
Hoegh-Guldberg, 1999; Silverman et al., 2007] with an optimal temperature. Because the effects of
lower temperatures than the optimum are less severe than those of higher temperatures [Al-Horani,
2005; Jokiel and Coles, 1977], the response is commonly given as a cubic polynomial [e.g. Buddemeier
et al., 2008; Edmunds, 2005] and is modified from Evenhuis et al. [2015]:

(T, — T3 ((TC —T)? - (AT)2> spec(AT) T, > Tjp — %AT

1
_ pmax T, < Ty — —=AT
fi o= 75

where T, is the coral temperature; AT the difference between the lower and upper limit of the
thermal range, in short the thermal range; T}, is the lower limit of the thermal range; and spec(AT)
the specialisation term, which describes the normalisation of Equation (4.50) to the area under the
curve. Equation (4.50) and its characteristics are visualised in Figure 4.9.

fl(TmTlmAT) = (450)

The limits of the thermal range are based on temperature history and are further discussed later
on in this section as part of the thermal-acclimatisation. The relation between the thermal key
parameters are displayed in Figure 4.9 and given by:

1
AT =Ty — T, (4-513) Topt = Tio — ﬁAT (4.51b)

where T},; is the upper limit of the thermal range; and 75, the optimum temperature for photosyn-
thesis, and thus calcification.

Furthermore, the specialisation term—spec(AT) in Equation (4.50)—is included to reward the coral
for the specialisation to a smaller thermal range; and penalise for a wide thermal range as presented
in Figure 4.10a in which the thermal range is varied. Evenhuis et al. [2015] suggests the following
formulation:

specg(AT) =410 % exp [—0.33 (AT — 10 [K])] (4.52)
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Figure 4.10: Visualisation of the effects of the thermal key-parameters. In both plots, the special-
isation term is given by Equation (4.53). Tj, is the lower limit of the thermal range; Tj; the upper limit of
the thermal range; AT the thermal range; and Top¢ the optimum temperature. (a) The adapted tempera-
ture response curve flattens as the thermal range increases, indicating that the coral becomes more ‘all-round’
considering its tolerance to temperature. (b) The maximum of the adapted temperature response follows the
Arrhenius equation, which results in an amplification of the adapted temperature response curve.

However, this results in a mathematically incorrect normalisation and is a modification from a
normalisation of the area underneath the polynomial between the limits of the thermal range. Es-
pecially for smaller thermal ranges, there is a clear difference between the two formulations. The
mathematically correct specialisation term is the following:

1 4

AT) = = 4.53
SpeCM( ) ;;T fl(Tc) ch (AT)4 ( )

As clearly demonstrated in Figure 4.11a, the formulation by Evenhuis et al. [2015] does not fully
reward corals with a smaller range as the area underneath the adapted temperature response curve
rapidly decreases for smaller thermal ranges (see Fig. 4.11b). This results in the same efficiency at
the optimum temperature for AT = 5°C and AT = 15°C (see Fig. 4.11a).

Evenhuis et al. [2015] modified the specialisation term as presented in Equation (4.53) to Equa-
tion (4.52) due to its unrealistic behaviour. In this study, both versions of the specialisation term
are considered and the results are compared to each other.

Thermal envelope

All chemical reactions are faster at higher temperatures because particles move faster, which is
described by the Arrhenius equation. This behaviour is taken into account by the thermal envelope,
which is given by [Evenhuis et al., 2015]:

fZ(Topt7Ea) = €xXp |:% (3010 - Tl>:| (454)
opt

where E, is the activation energy, which has to be fitted; and R is the gas constant.
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Figure 4.11: Visualisation of the differences between two normalisation methods. specg(AT) follows
the normalisation as suggested by Evenhuis et al. [2015] (see Eq. 4.52); and spec,,;(AT) normalises the area
under the adapted temperature response curve in a mathematically sound way (see Eq. 4.53). (a) The different
specialisation terms result in significantly different results for smaller thermal ranges, but are comparable for
larger thermal ranges. (b) The area underneath the modified specialisation term (specg(AT), Eq. 4.52) is not
constant for all thermal ranges, while spec;;(AT) is defined as such.

The optimal temperatures will follow the Arrhenius equation, which is thereby the upper limit of the
thermal response of corals (see Fig. 4.10b). The thermal envelope is such calibrated that fo = 1.0
at Topt = 300 K (= 27°C'), which is the ambient temperature at which the model of Evenhuis et al.
[2015] was calibrated. This term, therefore, allows for the use of the model at other locations as
well.

The inclusion of the effect as described by the Arrhenius equation results in an amplification of the
adapted temperature response (see Eq. 4.50). This amplification also increases the area underneath
the adapted temperature response curve and is visualised in Figure 4.10b. That the area increases
can be explained by the fact that corals become more productive at higher temperatures—as long
as they are resistant to the temperature—due to the increased reaction rates.

Thermal-acclimation

Just as with photo-acclimatisation (see Sec. 4.2.1), corals are also able to acclimatise to their
thermal environment; i.e. thermal-acclimatisation [Hughes et al., 2003; Gibbin et al., 2018; Logan
et al., 2014; Maynard et al., 2008; Middlebrook et al., 2008]. Even though this mechanism is said to
be very slow [Hoegh-Guldberg et al., 2007], there are multiple suggestions in literature on a faster
thermal-acclimatisation [Ainsworth et al., 2016; Howells et al., 2012; Palumbi et al., 2014]. The
exact mechanisms behind the acclimatisation are still highly debated [Baird and Maynard, 2006;
Oliver and Palumbi, 2011] as well as the borderline between acclimatisation, genetic adaptation and
phenotypic plasticity [Edmunds and Gates, 2008; Gibbin et al., 2018]. The three most pronounced
mechanisms are thought to be switching of zooxanthellae [Howells et al., 2012; Jones et al., 2008];
changes in bacterial communities [Reshef et al., 2006]; and due to the coral itself [Puisay et al.,
2018].

For this study, the exact mechanism does not matter, but the fact of thermal-acclimatisation does.
The thermal-acclimatisation of corals due to sub-lethal pre-stressing results in significantly higher
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thermal resistance [Bellantuono et al., 2012; Gibbin et al., 2018; Middlebrook et al., 2008] and can
alter the long-term outcomes of the existence of corals significantly [Ainsworth et al., 2016]. The
order of magnitude over which thermal-acclimatisation is believed to take place is decades [Donner,
2011; Logan et al., 2014; Gibbin et al., 2018] instead of the days as for photo-acclimatisation [Anthony
and Hoegh-Guldberg, 2003a].

The thermal-acclimatisation is taken into account via dynamic limits of the thermal range, which
are based on historic sea surface temperature (SST) time-series [e.g. Donner, 2011; Lantz et al., 2019;
Logan et al., 2014; McClanahan, 2017]. The method used is based on the work of Donner [2011] in
which the commonly used degree heating week (DHW) [e.g. Eakin et al., 2019; Liu et al., 2003] is
translated to the limits of the thermal range of the corals—as is used in this study.

This relation is based on the statistics of the thermal record. Every year, the maximum and minimum
monthly mean are extracted from the time-series. From these, the mean and standard deviation are
taken over n years:

i = Wﬂ (4.552) | <myin {7}, - W >

omin — (4.55b)

s = (T} (4550 2 (mf‘X{Tcm}i_Wn) (4.55d)

o,max —
T n—1

where n is the amount of years influencing the thermal-acclimatisation; T, the daily-averaged coral
temperature; min, {X} and max, {X} are the annual minimum and maximum value of X, respec-
tively; and X" and X" the average value of X over one month and n years, respectively.

Based on these statistics, the limits of the thermal range are given by [Donner, 2011]:

Tio = PF™ — Kyoroiti® (4.56a) Thi = W™ + Kyarof™™ (4.56b)
where K4, is the thermal-acclimatisation coefficient with K4, = 2.45 [Donner, 2011].

The thermal-acclimatisation is taken into account by the amount of years on which the upper and
lower limits are based; i.e. the parameter n. Due to a lack of studies on the value, which is partly
due to the species dependent response, the time-scale of the thermal-acclimatisation is given by:

nl

o (4.57)

n =

where n' is assumed to be n’ = 60 yrs [based on Logan et al., 2014, and references therein]. The
thermal-acclimatisation coefficient is an empirical factor that depends on the variability, and must
be used with caution [Donner, 2011]; there are locations with low variability in ssT [Kleypas et al.,
2008], but with high variability as well [Ateweberhan and McClanahan, 2010; McClanahan et al.,
2007].

Note that Equation (4.49) is needed to correct for the difference between the temperature of the
coral and the ambient sea water. For this correction, the representative hydrodynamic climate is
used in combination with the average light-intensity over the same period as the SST time-series; i.e.
n years. Thereby, the whole historic SST time-series is modified by the relative increase at the coral
tissue (Eq. 4.49) after which the above statistics are retrieved from these modified time-series.
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4.2.4 Acidity

The effects of the acidity are viewed via the response of the aragonite saturation state on the dissolved
concentration of carbon dioxide (COz) in the oceanic waters. This involves the full chain of dissolved
inorganic carbon (DIC) in which the concentrations are based on temperature, salinity, and pH [Roy
et al., 1993; Weiss, 1974]; this makes it a complex, intertwined chain, because pH is influenced by
the DIC composition of the water; and vice versa. As mentioned in Section 1.3, this iterative pH
model is not included but the processes influencing the aragonite saturation state are.

In literature, the process of light-enhanced calcification (LEC) is often related to bicarbonate (HCO3™)
[Allemand et al., 2004; Goreau, 1959; Jokiel, 2011b; McConnaughey and Whelan, 1997] in which
HCO3™ is the source for the photosynthesis as well as for the calcification process. These descrip-
tions and models are on the molecular level in which many parameters play a role, and are unproven
theories. Therefore, the calcification rate is related to the aragonite saturation state, which is com-
mon practice [e.g. Albright et al., 2008; Andersson et al., 2009; Buddemeier et al., 2008; Langdon
et al., 2000; Ohde and Hossain, 2004; Shamberger et al., 2011] and does not require lots of detailed
information.

In this section, first the oceanic carbon system is highlighted, since it forms the basis of the aragonite
saturation state. Thereafter, it concludes with the formulation of the aragonite dependency of the
calcification rate.

Oceanic carbon system

The oceanic carbon system is used for which the atmospheric carbon dioxide (COs) pressure—beside
the temperature, salinity, and pH—is the forcing. The exchange between the atmospheric CO2 and
the oceanic dissolved COs is given as:

where [CO2" ] is the summation of the dissolved concentrations of COg and carbonic acid (H2CO3),
which are chemically inseparable [Zeebe and Wolf-Gladrow, 2001]; pCO; is the atmospheric COq
pressure; and K the solubility constant of COg, which is a function of salinity and temperature
[Weiss, 1974]; as presented in Table 4.2.

When the CO; is dissolved in water, a couple of reactions take place, where the various dissolved
inorganic carbon (DIC)s are related to each other via two—the first and second—stoichiometric
equilibrium constants [Zeebe and Wolf-Gladrow, 2001]:

* Kf — + K; 2— +
CO* + H,O —— HCO3~ + H" — CO3*" +2H (4.59)

where K} and K3 are the stoichiometric equilibrium constants, which depend on temperature,
pressure, and salinity (see Tab. 4.2).

Next, the aragonite saturation state can be determined, which depends on the concentration of
carbonate (CO3%7) as well as calcium-ions [e.g. Kleypas et al., 1999; Mucci, 1983]:
[Ca®t][COs> ]

Q, = i (4.60)

where K is the stoichiometric solubility product of aragonite, which depends on temperature as
well as salinity (see Tab. 4.2); and [Ca®" ] is the concentration of calcium-ions, which is given by
[Millero, 1982, 1995]:

[Ca®T] = 0.010283—55 (4.61)
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Table 4.2: Thermal and saline dependency of chemical reactions in seawater. Constants of (1) the
solubility constant, K; (2) the first and second stoichiometric equilibrium constants, K7 and K3; and (3) the
stoichiometric solubility constant of aragonite, K. In the formulae, S is the salinity; and T3, the temperature
of the seawater.

=1 =2 1 =3 1 =4 Source
100 Ty Tw Tw \?
InK=a1+a3— +agln|— |+ c1 +co— +c3 | — S
o T M Tas T {100] ( R TV (100) )
a; -60.2409 - 93.4517 23.3585 Weiss [1974]
b; - - - -
¢ 0.023517 -0.023656 0.0047036 -
d; - - - -
b:
K} =a1+ -2 4 agInTy + <b1 + —3) SO5 4+ 18 +dy S1O
Tw Tw
a; 2.83655 - 2307.1266 15529413 Roy et al. [1993)
b; -0.20760841 - 4.0484 -
¢ 0.08468345 - - -
d; -0.00654208 - - -
* as b3 0.5 1.5
anQ:a1+—+a4logTw+ b1+ — ) SY° +c1S+d1SH
Tw Tw
a; -9.226508 - 3351.6106 -0.2005743 Roy et al. [1993]
b; -0.106901773 - 23.9722 -
¢ 0.1130822 - - -
d; -0.00846934 - - -

b,
log K} = a1 + a2Tw + ;—3 + aqlog Ty + <b1 + b Ty + T—B) SO05 4 1S +d S5
w

w

a; -171.945 -0.077995 2909.298 71.595 Mucci [1983]
b; -0.068393 0.0017276 88.135 -
ci -0.10018 - - -
d; 0.0059415 - - -

where S is the salinity of seawater. The aragonite saturation state is mainly determined by the
concentration of CO3%~ due to an abundance of calcium-ions in the waters [Done, 2011b; Kleypas
et al., 1999].

Aragonite dependency

The effect of the aragonite saturation state on the calcification rate—i.e. the aragonite dependency—
is based on the Michaelis-Menten equation. This formulation is modified, as the calcification is
commonly reduced to zero at Q, = 1 in literature [e.g. Langdon and Atkinson, 2005; Ohde and
Hossain, 2004]. This is based on the process that dissolution of the coralline skeleton takes place
when the surrounding water is undersaturated in aragonite. However, this should not be taken too
strict as it does not seem to hold in general [e.g. Albright et al., 2008; de Putron et al., 2011], which
could be assigned to the difference in micro-environment inside the coral compared to the ambient
water that is actively controlled by the coral [Allemand et al., 2004; Goreau, 1959; Jokiel, 2011b;
McConnaughey and Whelan, 1997]. Therefore, the Michaelis-Menten equation is modified as follows:

Q. — Qo

Kq + (Qa - QO) (462)

Y(Qa) =
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Figure 4.12: Visualisation of the aragonite dependency. The key parameters and there definitions are
illustrated: the calcification is half of its maximum at Qg = Q¢+ k4. The normalised calcification rate is taken as
solely dependent on the aragonite saturation state, and thus is represented by the aragonite dependency, ().

where Kk, is a measure for the half-rate, at which the calcification rate is half of the maximum;
and () is the aragonite saturation state at which the calcification rate is zero; i.e. the dilution
saturation. Due to the shift at which the calcification rate is zero, the calcification rate is half-
maximum at Q, = Qg + K, instead of at Q, = k,. A visualisation of this dependency including the
key parameters is given in Figure 4.12.

However, a linear aragonite dependency is found in multiple studies [e.g. Albright et al., 2008;
Langdon et al., 2000]. Such a linear dependency is not capped—or a discontinuous function must be
used—which is ambitious, as for high aragonite saturation states the calcification rate is no longer
limited by this saturation state [Done, 2011b].

CONCLUDING REMARKS

The physiology of corals is described by dependencies on (1) light; (2) hydrodynamics; (3)
temperature; and (4) acidity. The first three affect the photosynthetic efficiency, and the last
only influences the calcification rate.

The impact of the environmental factors on the coral physiology are summarised into:

1. The light-intensity is translated into photosynthesis via a photosynthesis-irradiance
curve. One of the key parameters of this photosynthesis-irradiance curve is the sat-
uration intensity, which fluctuates due to the light-environment (see Eq. 4.40); so-
called photo-acclimatisation. Note that for these computations the representative light-
intensity is used (see Sec. 4.1.1).

2. The flow conditions influence the thickness of the velocity boundary layer (VBL), which
is directly related to the thickness of the diffusion boundary layer (DBL). The diffu-
sion boundary layer (DBL) affects the photosynthetic efficiency by limiting the diffusive
transport of food and waste.

3. The thermal response of the coral is twofold: (1) the adapted temperature response,
which takes into account the thermal specialisation of the coral (see Egs. 4.50, 4.52 and
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4.53); and (2) the thermal envelope, which accounts for the Arrhenius equation (see Eq.
4.54). Furthermore, corals have shown to acclimatise to their thermal environment as
well—i.e. thermal-acclimatisation—which is, however, at a much slower pace than the
photo-acclimatisation; days versus decades.

4. The effects of the acidity—enforced by a chain reaction due to the atmospheric pressure
of COy (see Egs. 4.58 to 4.60)—results in changes in the saturation state of aragonite,
which is one of the building blocks for calcification. Its effect on the calcification rate is
based on the modified Michaelis-Menten equation (see Eq. 4.62).

4.3 Coral morphology

The morphological development is based on the optimal morphology as function of the environment,
and the effective change of morphology based on the calcification rate as well as the morphology
itself. First, the optimal morphological ratios based on the environmental conditions are discussed
in Section 4.3.1, which are used for the eventual morphological development (Sec. 4.3.2).

4.3.1 Optimal morphology

The main environmental factors that play a role in the coral morphology are light and flow [e.g.
Jaubert, 1977; Chappell, 1980; Lesser et al., 1994; Kruszyiski et al., 2007], which effects are discussed
in this section. Next to these two factors, sedimentation is also believed to influence the morphology
of corals [Chappell, 1980; Hoogenboom et al., 2008, and references therein|. Beside the effect of the
sediment concentration on the light-intensity, sediments are not taken into account.

The optimal morphology is given as the set of optimal morphological ratios. The combined effects
are given by the product of the ratios as the functions of the light-intensity and the flow-environment
in combination with a proportionality constant, i.e.:

Tiopt = Xf Tf1 Tu  (4.632)  7Tpopt = Xp Tpd Tpu  (4.63D) Tsopt = Xs s, Tsu (4.63¢)

where the subscript I denotes the dependency on light; the subscript u denotes the dependency on
flow; and xf, xp and x, are the overall proportionality constants of the form, plate and spacing
ratios, respectively.

The effects of the two stressors differ in mechanism: the effects of the light-availability on the shape
of the coral are first elaborated on; and the effects of the driving transport mechanisms—advection
or diffusion—as a function of the flow conditions are discussed next.

Light distribution

The light availability mainly influences the direction of growth of the coral [Graus and Macintyre,
1976]; vertical versus horizontal. High in the water column—where there is plenty of light—the
light is multidirectional and corals grow upwards; while down the water column, the light originates
mainly from above resulting in more horizontal directed growth [Graus and Macintyre, 1976; Jaubert,
1977]. At depth, all the light has to be captured, thus plates are formed to capture as much light
as possible [Jokiel, 2011b]. Higher up the water column, the light-intensity can be such, that corals
create branches to diffuse the light [Stambler and Dubinsky, 2005]. Otherwise, the light-intensity
is too high for the photosynthetic apparatus, which results in photo-damage [Hoogenboom et al.,
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2008]. There are no—quantitative or qualitative—relations found in the literature between the light-
intensity and the width of the base, which sounds reasonable and so the plate ratio is solely based
on the flow conditions.

Not much quantitative research has been done on the effects of light on the morphology of corals.
Some of the main features agreed upon are the morphologies at high and at low light-intensities,
which are branches and plates, respectively [Jaubert, 1977; Stambler and Dubinsky, 2005].

Recent studies have tried to quantify the morphology based on simplified geometries of corals [Muko
et al., 2000; Anthony et al., 2005; Hoogenboom et al., 2008; Kaniewska et al., 2014; Ow and Todd,
2010]. These studies optimised the coral morphology to the acquisition of light in two-dimensional
models [Muko et al., 2000; Anthony et al., 2005] and a three-dimensional model [Hoogenboom et al.,
2008]. This optimalisation results in distinct morphologies for low and high light-intensities, but at
intermediate intensities no clear optimal morphology exists. Therefore, at these light conditions, the
morphology is not constrained by light as much.

Due to a lack of quantitative research in the effects of light-intensity on the morphology of corals—
without the use of laborious models—this aspect is solely determined qualitatively. Increasing the
depth, reduces the light-intensity (see Eq. 4.1), which reduces the height of the coral [Jaubert,
1977; Chappell, 1980; Jokiel, 2011b]. The height of the coral is therefore positively related to the
light-intensity:

he
LYyt — =<
(- by
where (I,) is the representative light-intensity (see Sec. 4.1.1).

This reasoning is in line with the quantitative models developed so far, where a clear flattening
of the coral is computed for lower light-intensities at depth [Graus et al., 1984; Muko et al., 2000;
Hoogenboom et al., 2008]. An important note to this reasoning is that the morphology of corals are
determined by light-intensity, not depth.

High light-intensities support the formation of branches; to diffuse the incoming light to prevent
photodamage of the zooxanthellae population in the coral tissue [Stambler and Dubinsky, 2005].
Therefore, the relative spacing is linked to the light-intensity as follows:

de

Thus, there are two main drivers in the determination of the coral morphology as function of the
light-intensity: (1) diffusion of incoming light [Stambler and Dubinsky, 2005]; and (2) capture enough
light for photosynthesis [e.g. Hoogenboom et al., 2008]. Protection against the high light-intensities
can be achieved by creating spots of shadow, which is done most effectively by forming branches.
This branch-formation at high light-intensity also enhances the collection of light for photosynthesis
as there is more biomass per reef area. Deeper in the water column, the first aspect on protecting
the photosynthetic apparatus [Stambler and Dubinsky, 2005] no longer is an issue. The capture
of light on the other hand is. Because the light is mainly directed downwards further down in
the water column [Jokiel, 2011b], corals form plates to capture as much light as possible. These
mechanisms result in the following formulations to describe the optimal coral morphology as function
of light-intensity:

(L)
Iy

TiI = (4.64a) o =1 (4.64b)
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1

rs,; = 1 — tanh {x571< Z>] (4.64c)
Io

where I is the incoming light-intensity at the surface water; and yx;; the light proportionality

constant of the spacing ratio.

Flow environment

The hydrodynamics surrounding the coral determines the strategy of the coral to obtain nutrients;
advective transport versus diffusive transport [e.g. Kaandorp et al., 1996]. When the flow-velocities
around the coral are low, the main method of transport is via diffusion; and vice versa. Diffusive
transport is enhanced by creating more surface area, thus branches [Kaandorp and Sloot, 2001].
These branches enhance turbulent motions [Helmuth et al., 1997], which increase the uptake of
nutrients and the removal of waste [Atkinson and Bilger, 1992; Hearn et al., 2001]. It, nevertheless,
also increases the fragility of the coral, as the drag force on this type of morphology is larger [Helmuth
and Sebens, 1993; Madin, 2005; Osorio-Cano et al., 2019].

Again, there is a lack in quantitative research on the effects of the flow on the coral morphology,
but there is a clear trend: the higher the flow velocity, the more compact the coral morphology
becomes [Helmuth and Sebens, 1993; Lesser et al., 1994; Kaandorp et al., 1996; Helmuth et al.,
1997; Kruszynski et al., 2007]. This translates into:

de
|ucm| T — T
a

C
where |ucy,| is the magnitude of the in-canopy flow (see Sec. 4.1.2).

Furthermore, the tendency to lower the drag force on the coral, the coral changes its morphology
such that it sticks out less [Kaandorp et al., 1996]. Reducing its height results in a more streamlined
shape, which reduces the drag [Madin, 2005]:

SIS
e

[Uem| T —

Finally, the increasing resistance of a wide base rewards corals in hydrodynamic violent locations
[Madin and Connolly, 2006]:

S

[Uem| T — df T
The resulting formulations of the characteristic ratios of the optimal morphology as function of the

flow velocity are as follows:
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Tpu = 1 + tanh [Xp,u } (4.65D)
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where u., is a critical flow velocity that has to be fitted; xp . the flow proportionality constant of
the plate ratio; and X, the flow proportionality constant of the spacing ratio.

Beside the magnitude of the flow, the morphology of the coral is also shaped by the direction of
the flow: (1) unidirectional flow leads to an elliptical shape [Kaandorp and Sloot, 2001]; and (2)
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bi-directional flow to a radial symmetrical shape [Kaandorp and Sloot, 1999]. These findings are
in line with the optimisation of a coral colony to the uptake of nutrients, by increasing its surface
parallel to the flow direction [Kaandorp, 1995]. However, this variability is not taken into account in
this study in which the corals are represented as symmetrical two-layered cylinders (see Fig. 3.6b).

4.3.2 Morphological development

The morphological development is based on phenotypic plasticity (see Sec. 3.3). Thereby, the
calcification adds to the coral volume as more calcium carbonate (CaCO3)—or aragonite—is accu-
mulated to the coral skeleton. This addition of material is located such that the morphology moves
towards its optimal morphology. In this study, this is represented as changing the morphological
ratios towards the optimal morphological ratios (see Sec. 4.3.1).

Furthermore, as the calcification rate is given by biomass, the calcification rate per coral depends
on the coral morphology itself. Therefore, the rate of change of the coral volume is described by a
differential equation based on the following mass balance:

ov, G
Fr :EBC(VC;rf,Tp) (4.66)

where V. is the volume of the coral colony; B, the biomass, which is a function of the coral volume
and the morphological ratios (see Sec. 4.1.1); G is the calcification rate, given per surface biomass;
and p. is the coral density.

The rate of change of the morphological ratios are given by the rate of change in coral volume.
Therefore, the morphological development is described by a set of partial differential equations. All
these equations have the same format and are based on Equation (4.66):

8(‘/:37"2) o G Ti,opt
o pe

Be(Vesry,mp) (4.67)

where 7; is the morphological ratio 4; and r; o,¢ the optimal morphological ratio i.

Thereby, Equation (4.67) is the average of the previous morphological ratios and the optimal mor-
phological ratios, weighted by the previous coral volume and the added volume due to calcification,
respectively. Hereby, the mass balance of Equation (4.66) is conserved and the rate of change of the
coral volume is used to describe the rate of change of the morphological ratios.

CONCLUDING REMARKS

The morphological development uses the definition of optimal morphologies, which are defined
by the light and flow conditions These combined effects are given by:

o <Iz> Ucr
Tfopt = Xf I]rcnax |ucm|

(4.68a)
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Figure 4.13: Schematic representation of the influence of the environment on the coral morphol-
ogy. Coral morphologies are simplified to cylindrical shapes, as used in this study. (a) branching; (b) fingered,
columnar; (c) tabular; (d) massive, encrusting.

where the overall proportionality constants for the plate and spacing ratios are based on the
defined limitations given in Section 3.3: x, = 1/2 and x5 = 1/(2v/2).

With these three ratios and a given volume of the coral, all morphological dimensions can
be determined by using the geometry of a two-layered cylinder. The rate of change of the
morphology towards this optimal morphology depends on the calcification rate. Because the
added volume due to the calcification is related to the coral morphology, this gives rise to a
partial differential equation (see Eq. 4.67) describing the morphological development.

Figure 4.13 shows a qualitative representation of the coral morphologies over the considered
environmental gradients; i.e. light and flow.

4.4 Summary

Summarising this chapter, the cycle of environmental conditions, coral physiology, and coral mor-
phology are all encountered and discussed. Thereby, the basis of the biophysical model framework
(BMF) is set.

Environment The coral environment describes the representative light-intensity for photosyn-
thesis, the in-canopy flow structure and the coral “feeling” temperature. The representative light-
intensity is based on the biomass-averaged light-intensity, where the biomass is defined as the surface
of the coral colony receiving light.

The in-canopy flow is based on the canopy structure, which is split in two layers. In the determi-
nation, linear wave theory is used to determine the wave-attenuation coefficient (WAC) per canopy
layer. The WAC is defined as the porous in-canopy flow over the above-canopy flow (see Fig. 4.3).
The drag coefficient is determined based on the constricted in-canopy flow, which is a function of
the canopy structure and the porous in-canopy flow.

The in-canopy flow is used to determine the thickness of the thermal boundary layer (TBL). The
presence of a TBL results in a temperature increase as perceived by the coral; i.e. the feeling
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temperature of the coral. This coral temperature is—among others—a function of the thickness of
the TBL and the light-intensity.

Physiology The coral physiology describes the dependencies of the coral growth rate on the four
included environmental factors: (1) light; (2) flow; (3) temperature; and (4) acidity. The first three
factors are included via their effect on the photosynthesis, and the latter via the calcification.

The photosynthetic light dependency is given by the photosynthesis-irradiance curve. The two signi-
fying parameters of this PI-curve—the maximum photosynthetic rate and the saturation intensity—
are based on the dynamics of photo-acclimatisation.

The photosynthetic flow dependency is based on the presence of a diffusion boundary layer (DBL).
Following Fick’s first law, there is a linear relation between the photosynthesis limited by the diffusive
transport and the flow velocity. As the photosynthesis is only flow-limited for low flow velocities,
the flow dependency is given as a capped function; a tangent-hyperbolic function.

The photosynthetic thermal dependency is twofold: (1) the adapted temperature response; and (2)
the thermal envelope. The first describes the efficiency of the coral-zooxanthellae symbiont based
on the thermal limits in which this symbiosis works. The latter includes the principle of higher
biochemical reactions at higher temperatures as formulated by the Arrhenius equation. The thermal
limits of the symbiont are determined on long-term historic temperature time-series to which the
corals are acclimatised; i.e. thermal-acclimatisation.

The implementation of the acidity is simplified to the aragonite saturation state, which is based
on the oceanic carbon system. Thereby, the calcification includes an aragonite dependency. This
dependency is based on the Michaelis-Menten equation, which describes the rate of biochemical
reactions based on the concentrations of the biochemical components included.

Morphology The optimal morphology of corals is based on the light and flow conditions, where
higher light-intensities result in the formation of branches to diffuse the light. Low flow velocities
result in the same preference of branch-formation, but this is driven by the need to reduce the
thickness of the velocity boundary layer (VBL)—and so the DBL and TBL. Moreover, the branches
increase the coral surface compared to its volume, which is beneficial in the acquisition of food.

Lower light-intensities result in the formation of plates to be able to capture as much light as possible;
and the increase in hydrodynamic stresses give rise to more compact morphologies, which are less
susceptible to destruction. This translates in the formation of lower morphologies and a wider base
diameter, respectively.

The morphological development is based on phenotypic plasticity in which the coral is able to change
its morphology due to the environmental conditions. This rate of change of the morphology is based
on the calcification rate, where new material for the skeleton is used to change the morphology
towards the optimal morphology. This optimal morphology is based on the two aforementioned
environmental conditions. Therefore, the morphological development is described by a set of partial
differential equations.



Chapter 5

Coral bleaching

This chapter focusses on the bleaching of corals and how they recover. Corals bleach due to thermal
stresses [e.g. Hoegh-Guldberg et al., 2007; Jokiel and Coles, 1977; Spalding et al., 2001]. When the
temperature is out of the thermal range (see Sec. 4.2.3) the coral bleaches [e.g. Buddemeier et al.,
2008; Evenhuis et al., 2015], which is due to both cold and heat stresses (see Fig. 4.9). Often, coral
bleaching is solely related to the heat stresses [e.g. Harley et al., 2006; Hoegh-Guldberg et al., 2007;
Hughes et al., 2019] due to global warming as part of climate change [e.g. Kleypas et al., 2001; Lough
and Barnes, 2000; Wilkinson and Souter, 2008].

This chapter is on the population dynamics associated with coral bleaching, and therefore starts
with introducing the framework of population states in Section 5.1. These population states are also
presented in Figure 3.2 of which the part of interest for this chapter is highlighted in Figure 5.1.
Thereafter, the dynamics associated with these population states is discussed in Section 5.2.

5.1 Population states

The health of corals is often described by population states [e.g. Baird and Marshall, 2002; Lough
et al., 1999; Siebeck et al., 2006]. These states are phases of the coral from being healthy through
being “ill” and laying on its “deathbed” up to being dead. Commonly, three population states are
used to describe the coral health [e.g. Jokiel and Coles, 1977; Marshall and Baird, 2000] in which the
dead population is not taken into account. In this study, however, a fourth is added [as suggested
by Evenhuis et al., 2015]. The resulting four population states are the following:

Healthy Corals considered as healthy grow, reproduce, and calcify as normal. When biochemical
stresses increase, healthy corals turn pale.

Pale The first phase of coral bleaching, results in pale corals. They have stopped growing and
calcifying due to a loss of zooxanthellae, and can be called “ill”. When the stresses continue,
pale corals bleach; otherwise the corals start recovering.

Bleached Corals that are bleached also do not grow, reproduce, nor calcify and have lost most of
their zooxanthellae. Bleached corals can be said to be on their “deathbed”. From this state,
the corals die if the stresses continue; if the stresses stop, the bleached corals turn pale after
which they recover.

53
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Figure 5.1: Pathways of loss and decay of corals due to biochemical stresses. When the coral is
released from the stresses while in its pale state, it does not pass the bleached state before recovering. This
arrow is left out for clarity of the scheme [based on Evenhuis et al., 2015].

Recovering When the thermal stresses cease, corals recover. Recovering corals have attracted some
zooxanthellae, but do not grow, reproduce, nor calcify yet. When the stresses do not return,
the corals become healthy again.

These states and their dynamics are visualised in Figure 5.1. The population states are described
as fraction of surface—i.e. as percentage cover—and are denoted as Py for healthy population; Pp
for pale population; Pg for bleached population; and Pg for recovering population. Added to this
list is the dead population—denoted as Pp—because the dead population of corals still contributes
to the bottom roughness. Thereby, it is of interest for the hydrodynamics.

5.2 Population dynamics

The population dynamics are dependent on the photosynthesis, which relation to the environmental
conditions is described in Sections 4.2.1 to 4.2.3. In this study, whether bleaching occurs or not
depends on the coral temperature in which light-intensity, seawater temperature, and hydrodynamics
are included (see Sec. 4.1.3). The set of differential equations as described by Evenhuis et al. [2015]
is used as a basis for the population dynamics:

For T}, < T. < Ty; (thus P(I,T,u) > 0):

Py 10 0 0] [Py
P,
gﬁ = raP(I,T,u)Csp (1—;) 8 8 8 8 ;ﬁ (growth) (5.1a)
Py 00 0 0] |Ps]
0 %103,, 0 0 [ Py |
0 _§Csp Csp 0 PR
+ rrP(I,T,u) 0 ) —C., 8/C, Py (recovery) (5.1b)
0 0 0 —8/Cy) |Ps)
00 0 0] [Py]
00 0 O Pr .
+ ' Csp 000 o0 Py (mortality) (5.1¢)
000 -1 |Ps
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For T, < T}, or T, > Tp; (thus P(I,T,u) < 0):

Py 1 0 0 0]][Px

Pr| 0 1 0 of|Pg .

ol = rgP(I,T,u)Csp 11 Lol |pp (bleaching) (5.1d)
PB 0 0 _% i Pp

where P; describes the rate of change of population state 7; r; are empirically determined rates
for the four processes; K is the carrying capacity; and Pr the total living population, which is
the sum of all four aforementioned population states (Pr = Py + Pr + Pp + Pg). The lower and
upper bound—171;, and T}, respectively—describe the thermal range of corals in which corals do not
experience thermal stresses (see Sec. 4.2.3).

The carrying capacity is the portion of the area that is suitable for coral colonisation, which consists
of the existing coral patches—alive or dead—and also other (hard) suitable substratum [Riegl and
Purkis, 2009]. Thus the carrying capacity is given by:

K = Pr+Pp+ Ag (52)

where Pp is the dead coral cover; and Ag the (hard) substratum suitable for coral colonisation.



Chapter 6

Coral dislodgement

Corals experience mechanical stresses beside the biochemical stresses as discussed in the previous
chapter (see Ch. 5). Where biochemical stresses are size-independent [e.g. Baird and Marshall,
2002], mechanical stresses are size-dependent [Denny, 1995; Madin, 2005; Madin and Connolly,
2006; Hongo et al., 2012]. Moreover, there are four other important factors in the dislodgement and
breakage of corals beside size [Denny, 1995; Madin, 2005]: (1) morphology; (2) flow velocity; (3)
gravity; and (4) strength.

The removal of corals is mainly induced by the hydrodynamics. However, other environmental
factors play a role as well: ocean acidification (0A) weakens the calcium carbonate (CaCOj3) skeleton
and the reef substrate [Hoegh-Guldberg et al., 2007; Kleypas et al., 1999; Manzello et al., 2008;
Marshall, 1985]; and a low calcification rate decreases the density of corals and thereby its strength
[Chamberlain, 1978; Cooper et al., 2008; Madin, 2004; Madin et al., 2008]. Due to this dependency
of the strength on the calcification rate, all physiological environmental factors—as discussed in
Chapter 4—have implicitly a role to play in the mechanical resistance of corals.

This chapter is dedicated to the inclusion of storm damage in the framework as discussed in Chap-
ter 3. First, the processes concerning storm damage on coral reefs are explored in Section 6.1.
Thereafter, the modelling approach to include the storm damage to corals is presented in Sec-
tion 6.2, which focusses on the left hand side of Figure 3.2 of which the section of interest is given
by Figure 6.1. Finally, the post-storm recovery is discussed in Section 6.3.

6.1 Coral destruction

Corals can be destroyed (1) directly, due to the wave load [Madin, 2005; Madin and Connolly, 2006;
Woodley et al., 1981]; and (2) indirectly, due to tumbling corals and fragments [Knowlton et al., 1981;
Smith and Hughes, 1999]. The direct destruction is again split in two mechanisms: (1) breakage of
the coral skeleton [Chamberlain, 1978; Schuhmacher and Plewka, 1981]; and (2) dislodgement of the
whole coral colony [Hongo et al., 2012; Madin, 2005; Madin and Connolly, 2006].

The strength of corals is in general an order of magnitude higher than that of the substratum
[Macintyre and Marshall, 1988; Madin, 2005; Madin et al., 2013]. Therefore, the limiting factor
of coral resistance against hydrodynamic loads is the substratum [Hongo et al., 2012; Madin and
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Figure 6.1: Pathways of loss and decay of corals due to mechanical stresses. When the coral is
dislodged, it is removed and so the area turns into no coral cover, and the coral is dead. Also corals from other
population states than healthy can be dislodged; these arrows are left out for clarity.

Connolly, 2006]. This leads to the schematisation of total removal of corals when the load exceeds
the resistance and no partial removal—i.e. breakage—is taken into account. Thereby, the coral
destruction is a binary process—the coral is healthy, or dead—as shown in Figure 6.1.

However, broken fragments and dislodged corals can survive [Knowlton et al., 1981] and reattach
[Smith and Hughes, 1999]. For fragile corals, this is even thought of as the main reproduction
mechanism [Lirman, 2000; Roth et al., 2013; van Dongen-Vogels and Mallefet, 2006]. Nevertheless,
this requires the coral (fragment) to be stabilised and cemented to the substratum [Rasser and Riegl,
2002], which does not always succeed. Furthermore, dislodged and fragmented corals will destroy
others as they move along with the flow; i.e. the indirect destruction [Knowlton et al., 1981; Smith
and Hughes, 1999]. As the exact effects of the two mechanisms are still unknown, these two processes
are not taken into account.

6.2 Dislodgement formulation

In this study, the dislodgement model by Madin and Connolly [2006] is used, which consists of two
dimensionless parameters: (1) the dislodgement mechanical threshold (DMT) relates the strength to
the load; and (2) the colony shape factor (CsF) includes the effect of the coral morphology. The
model of Madin and Connolly [2006] is used due to its simplicity, but still proven robustness [e.g.
Hongo et al., 2012]. The dislodgement criterion is modified! from Madin and Connolly [2006]:

h

Ot 16 /
—— < — (h—2)w.(z) dz (6.1)
pCy |umax|® = wb3 J, _p,.

DMT CSF

where o; is the tensile strength of the substratum, which is assumed to be weaker than the coral
skeleton [Madin, 2005; Madin et al., 2008, 2013]; p is the density of water; Cy the drag coefficient;
[u2a*| the magnitude of the maximum flow velocity; b, the width of the base by which the coral is
attached to the substratum; w.(z) the width of the coral varying over its height; and z is directed

downwards with z = 0 at mean sea level.

IThe drag coefficient is assumed to be equal to one in the original formulation [Madin and Connolly, 2006]. In this
formulation, it is included to show the full picture.



6. CORAL DISLODGEMENT 58

0 - —
de
| ) h
h—he + -
Itc
h—he+tet
he
h 4 R
be
1
z

Figure 6.2: Representation of the coral morphology. The representation of the coral morphology is
repeated here from Section 3.3 for convenience highlighting the description given in Equation (6.2).

For the width as function of the height, a simple formulation holds in this study due to the simple
morphological representation (see Fig. 3.6a):

b forh—h.+t.<z<h
we(z) = de for h—he <z<h—h.+t (6.2)
0 for z<h-—h.

where z is the vertical coordinate, which is positive directed downwards with z = 0 at mean sea
level. Equation (6.2)—including the water depth marks—is visualised in Figure 6.2 for clarification.

Due to the fact that the coral morphology is homogeneous per grid cell, all corals are removed
due to a storm; or all corals stay put. This feedback—of full removal, or not—is included into the
biophysical model framework (BMF) via the coral cover and the coral morphology (see Sec. 3.1):
the coral cover is reduced to zero when the dislodgement criterion is met; and the coral volume—
and thereby the coral itself—is reduced to zero as well. This binary nature of the results of the
dislodgement is due to the homogeneous representation of the coral morphology.

6.3 Recolonisation

As the formulations on the dislodgement result in a binary outcome—full dislodgement, or full
survival-—the aspect of recolonisation has to be included. If not, an area that complied with the
dislodgement criterion will never be recolonised by corals in the biophysical model framework (BMF).
Therefore, an extra term to include the recolonisation of the area is included, which is based on the
coral recruitment. The full recruitment dynamics—coral spawning [Guest et al., 2005; Mangubhai
and Harrison, 2008], larval dispersion [Bradbury and Snelgrove, 2001; Cowen et al., 2006; Cowen
and Sponaugle, 2009], larval mortality [Connolly and Baird, 2010; Graham et al., 2008], larval
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competence to settle [Miller and Mundy, 2003; Nozawa and Harrison, 2008; Connolly and Baird,
2010], and larval settlement [Harii et al., 2002; Harii and Kayanne, 2003; Tay et al., 2011]—are not
included.? Instead, a constant contribution due to the annual spawning of corals [Vize, 2006] is
included.

This annual spawning is related to the healthy coral cover and the coral volume. From these
two parameters, the coral can regrow and repopulate the substrate. To best represent the coral
recruitment dynamics without addition of many new parameters and calculations, two aspects are
included: (1) the healthy population cover of the reef; and (2) the logistic bottleneck. The first
represents the reduced recovery potential for far degraded reefs; and the latter the space available
for settlement of larvae.

Therefore, the additions in healthy coral cover and coral volume are given by respectively:

P P
Af@5¢<PH><1I§> (6.3a) AV;SV(PH><1}?) (6.3b)
where Sp and Sy are predefined constants on the potential of coral recruitment due to mass spawning
events on the coral cover and volume, respectively; (Pg) is the average healthy coral cover of the
whole reef; Pr the total living coral (healthy, recovering, pale and bleached); and K the carrying
capacity of the area.

These potentials of coral recruitment are related and show great similarities:

Sp = psNyd? (6.4a) Sy = p,Nid} (6.4b)

where p; is the probability of settlement; N; the number of larvae due to the mass spawning event;
and d; the diameter of one larva.

2However, a suggestion on how the full recruitment dynamics of corals can be incorporated into the BMF developed
in this study is presented in Appendix F. Here, formulations are derived for all aforementioned processes.



Chapter 7

Verification and validation

The results of the developed biophysical model framework (BMF) are presented in the form of a
verification and validation to the available data, and a sensitivity analysis (see Ch. 8). Unfortunately,
the coverage of the available data is limited and it does not address all aspects together as in this
BMF. Therefore, parts of the BMF are validated separately. Another limitation to the validation is
the limited amount of data, where most studies based their statistical work on a couple of tens of
species; commonly, ten to twenty corals are investigated per study [e.g. Howells et al., 2013; Jokiel
and Coles, 1977] or even less [e.g. Langdon and Atkinson, 2005]. This limited amount of data results
in large spreading and uncertainty.

Furthermore, certain aspects of the BMF are the result of recent developments and there are no data
sets whatsoever to validate them with. Therefore, the description on the dislodgement (see Ch. 6)
is not validated in this report. Especially the lack of the width of the base of the coral colony results
in disqualification of data as only the height and diameter are listed [e.g. Marks, 2007; Viehman
et al., 2018]. However, this description has not been modified compared to the validated formulation
in literature [Madin and Connolly, 2006], which shows good agreement with the data.

The coral morphology as function of its environment cannot be validated as well, due to a lack of
useful data. In literature, only qualitative descriptions of the morphology and/or the environment
are given on which no validation can be based. However, there are large data sets on the coral
morphology in Florida, USA. Unfortunately, there are two downsides to these data sets for validation:
(1) the morphology is solely described by the coral height and maximum diameter [Marks, 2007;
Viehman et al., 2018]; and (2) the reefs are degrading and so might not be representative [pers.
comm. L.T. Toth and M. Colella]. The results are presented in Figure 7.1 the two large data
sets—AGRRA and CREMP—on the coral reefs in Florida, USA.!

This chapter starts with the verification of the coral environment (Sec. 7.1). Thereafter, the valida-
tion of the physiological processes are presented (Sec. 7.2), which first addresses every environmental
factor separately. The physiology as a whole is presented at the end of Section 7.2 and is validated
by means of comparison between model and measured calcification rates. Finally, the population
dynamics are validated using bleaching reports and laboratory experiments on bleaching (Sec. 7.3).

IThe attenuation of light is based on satellite data on the light-attenuation of blue light [NASA Goddard Space
Flight Center Ocean Biology Processing Group, 2018]. The attenuation of blue light is rewritten to representative
values for the photosynthetically active radiation (PAR) according Saulquin et al. [2013].

60



7. VERIFICATION AND VALIDATION 61

o AGRRA o CREMP 10!
T g 100 L0 g
s " S p—
£ 10 10! : ERC

10-2 . 10-2 T 1072 o SR —

0.1 0.5 1.0 0.1 0.5 1.0 HEZ MEZ LEZ others
relative light-intensity, I./Io [-] relative light-intensity, I./Io [-] energy zone
(a) Light conditions (AGRRA, (b) Light conditions (CREMP, (c) Flow conditions (AGRRA,
N = 627). N = 82,398). N = 627).

Figure 7.1: Morphological dependency on environmental conditions. (a) and (b) The form ratio as
function of relative light-intensity according two different data sets presented as density plots in which a higher
opacity indicates a higher density. (c) The form ratio as function of wave energy. The reef zones are categorised
by wave energy level: HEZ, high energy zone; MEZ, mid energy zone; LEZ, low energy zone; and ‘others’ includes
descriptions of the reef that cannot be placed under one of the energy levels. Data is presented as a density

plot of the form ratio as function of the zonation of the wave energy level. Sources: cremp, Coral Reef Evaluation and
Monitoring Project [provided by M. Colella]; AGRRA, Atlantic and Gulf Rapid Reef Assessment [Marks, 2007].

When the formulations of the BMF require data fitting, all of the limited data is used for this data
fitting. Thereby, no independent data set is left to correctly validate with. This holds for (1) the
photosynthetic flow dependency (Sec. 7.2.2); (2) the aragonite dependency (Sec. 7.2.4); and (3) the
calcification rate (Sec. 7.2.5).

7.1 Coral canopy environment

The verification of the coral feedback only considers the effects of corals on the hydrodynamics, as
the catchment of light as a function of the coral morphology is purely based on geometry (see Sec.
4.1.1). Moreover, the attenuation of light is commonly described by the Beer-Lambert law (see Eq.
4.1) and its validity is proven over and again.

Furthermore, the focus of this section is on the wave-attenuation coefficient (WAC) as the accuracy
of the drag coefficient is considered negligible (see App. D.2.2); either the flow is very low so the risk
of dislodgement is non-existing, or the drag coefficient approaches one for larger flow velocities and
so is flow-independent. Therefore, assuming the drag coefficient to equal unity in the dislodgement
calculations is reasonable, and common practice [Hongo et al., 2012; Madin and Connolly, 2006].
The effect of the drag coefficient on the WAC is taken into account by the assessment of the wWAC.

In Figure 7.2, the model predictions and the measured values of the WAC are plotted against each
other. From the four data sets used, only the data of Weitzman et al. [2015] covered a two-layer
canopy; all other sources contain single-layer canopies. This is also where the data points with
the high transparency and the large error come from; the predicted WAC is around 70%, while the
measured data result in approximately 10% [Weitzman et al., 2015]. This mismatch is due to the
numerical solver used (see App. A.2.1), which has not converged to an answer for these combinations
of canopy and flow conditions. Increasing the number of iterations, does not solve the problem. All
in all, the solution of the Canopy-Flow Theory (CFT) (see Eq. 4.28) shows great agreement with
the data.
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Figure 7.2: Verification of the wave-attenuation coefficient. The root-mean-squared errer (RMSE) is
given on top of the plot. The iterations associated with the data points with high transparency as part of the
settings according Weitzman et al. [2015] did not converge, and therefore are not included in the determination

of the RMSE. T Sources: Lowe2005, Lowe et al. [2005a]; Weitzman2015, Weitzman et al. [2015]; VanRooijen2018, van Rooijen et al.
[2018]; Murphy2007, Murphy et al. [2007].

7.2 Physiological processes

The validation of the physiological processes associated with the growth of corals has been described
by their corresponding dependencies; i.e. all other conditions are taken constant and the parameter
of interest is isolated. This means that for mixed studies—studies in which multiple environmental
factors are investigated—the changes due to the parameter of interest is isolated as far as possible.

This section starts by validating the four environmental factors that are taken into account in the
biophysical model framework (BMF): (1) light; (2) hydrodynamics; (3) temperature; and (4) acidity
(Secs. 7.2.1 to 7.2.4, resp.). It concludes with the validation of the BMF to in-situ studies on the
long-term calcification rates.

7.2.1 Light dependency

As is proven many times, the relation between the photosynthetic rate and light-intensity for pho-
tosynthetic organisms can be described by a photosynthesis-irradiance curve [e.g. Anthony and
Hoegh-Guldberg, 2003a; Chalker et al., 1983; Dubinsky and Stambler, 2011; Jassby and Platt, 1976;
Jeans et al., 2013]. Due to the common acceptance and extensively proven fact of the PI-curve,
the validation of this part of the BMF is not included and it is assumed that the photosynthetic
dependency to light is correctly described by the PI-curve. The key parameters describing it, how-
ever, are presented in this section (see Fig. 7.3), where especially the saturation intensity shows a
good fit (see Fig. 7.3b). The root-mean-squared errors (RMSEs) between the model output and the
measurements from literature are presented on top of the sub-figures in Figure 7.3.

7.2.2 Flow dependency

The effects of the flow on the growth of corals are commonly investigated in combination with at least
one of the other environmental factors that are part of this study—i.e. light, temperature and/or
aragonite. In these studies, the flow dependency is not the main topic of investigation and its effect
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Figure 7.3: Validation of photosynthetic light dependency. The root-mean-squared errors (RMSEs) for
both plots are presented on top: (a) maximum photosynthetic rate, Pmax; and (b) saturation intensity relative

to the down welling light-intensity, Ix/Io. The legend in (a) holds for both sub-figures. T sources: Anthony2003a,
Anthony and Hoegh-Guldberg [2003b]; DiPerna2018, DiPerna et al. [2018]; Hennige2008, Hennige et al. [2008]; Larsen2017, Larsen et al.
[2017]; Rodolfo-Metalpa2008, Rodolfo-Metalpa et al. [2008]; Strahl2019, Strahl et al. [2019]; Titlyanov2002, Titlyanov and Titlyanova
[2002] .

is commonly described qualitatively. As a result, in many studies the flow is considered as low flow
versus high flow [e.g. Kuffner, 2002] or still water compared with at maximum two flow regimes [e.g.
Comeau et al., 2014; Nakamura et al., 2005]. In combination with the various expressions on coral
growth used in the various studies, validation of the photosynthetic flow dependency shows large
spreading in the data; especially at low flow velocities (see Fig. 7.4).

Furthermore, most of the literature related the dependency of the coral growth—either photosyn-
thetic rate or calcification rate—to the bulk flow. However, the formulation of the flow dependency
relates the in-canopy flow to the photosynthetic efficiency via its effect on the velocity boundary
layer (VBL) (see Eq. 4.47), which is physically more sound. Therefore, the in-canopy flow was
reconstructed from the data if possible, and plotted against the resulting growth data; presented in
Figure 7.4b. In case of too little data to fully reconstruct the in-canopy flow, a constant, represen-
tative wave-attenuation coefficient (WAC) is used based on the unidirectional limit; i.e. «,, = 0.3.
This because these studies are conducted inside a flume without waves and are therefore considered
in the unidirectional domain.

Both fits—to the bulk and the in-canopy flow—do not show clear dependencies (see Fig. 7.4),
which is due to (1) the units used to express the photosynthetic flow dependency differed per study
in which commonly multiple species were investigated as well; and (2) the limited range of flow
velocities investigated per study that have the same methodology of measuring, describing, etc. of
the data. The fitted parameters are (1) for the bulk flow, P™" = 0.6889 and u.. = 0.5173 ms~1;
and (2) for the in-canopy flow, P™i" ~ 0.6889 and u,.. ~ 0.1716 ms~1.

7.2.3 Thermal dependency

The thermal response of the calcification rate is often fitted to a cubic polynomial [Buddemeier
et al., 2008; Edmunds, 2005], which makes sense as clearly visible in Figure 7.5. Herein, the thermal
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Figure 7.4: Validation of photosynthetic flow dependency. The root-mean-squared errors (RMSEs) for
both plots are presented on top. The formulation on the dependency on flow is given as a function of the
in-canopy flow (see Eq. 4.47). Because most literature based their findings on the bulk flow, both validations
are presented: (a) bulk flow; and (b) in-canopy flow. When not enough data is available to reconstruct the

in-canopy flow, a constant WAC is used; see text for further explanation. T Sources: Comeau2014, Comeau et al. [2014];
Kuffner2002, Kuffner [2002]; Lenihan2010, Lenihan and Edmunds [2010]; Lenihan2015, Lenihan et al. [2015]; Lesser1994, Lesser et al.
[1994]; Nakamura2005, Nakamura et al. [2005]; Osinga2017, Osinga et al. [2017] .
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Figure 7.5: Validation of photosynthetic thermal dependency. The RMSE is given on top of the plot.
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Figure 7.6: Validation of calcification aragonite dependency. The root-mean-squared errors (RMSEs)
of both fits are presented near their fitting lines inside the plot. All used data sets are normalised for the
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key parameters—the limits of the thermal range—are normalised as well as the calcification rate to
be able to compare the data sets with each other.

The data follows the shape of the formulations used; i.e. the existence of an optimal temperature and
a thermal range. Not all follow the exact shape as drawn in black in Figure 7.5, but the validation
gives confidence in the use of the formulation on the photosynthetic thermal dependency. Part of
these discrepancies are attributed to the processing of the data, but also to the large spreading in
the data itself—Figure 7.5 only includes the means presented in the data—as the number of corals
measured is limited per study.

7.2.4 Aragonite dependency

Research on the aragonite dependency of the calcification rate is only of recent years, with the first
publications at the end of the 1990s [Gattuso et al., 1998]. In this dependency, one must take into
account (1) the high sensitivity of the aragonite to pH (see Eqs. 4.59 and 4.60); and (2) the fact
that accurate pH measurements are hard to perform.

Even though the Michaelis-Menten equation (Eq. 4.62) is a process-based formulation, a comparable
tangent-hyperbolic function seems to give a better fit to the data (see Fig. 7.6):

(7.1)

3(62) = tan | 2=

Ka

Nevertheless, the difference in accuracy is small in both cases. Part of the spreading of the data might
be due to the normalisation of the calcification rate. On the other hand, substantial uncertainty is
present in the measurements as well, and other aspects—e.g. temperature—could play a role.

7.2.5 Calcification rate

The specialisation term in the thermal response (see Sec. 4.2.3) has a substantial influence on the
calcification rate for the cases in which the thermal range is narrow (see Fig. 7.7a versus Fig.
7.7b); the thermal conditions in Scoffin et al. [1992] resulted in thermal ranges below five degrees
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Figure 7.7: Validation of the calcification rate with literature. The root-mean-squared errors (RMSEs) of
both plots are presented on top. The effects of the specialisation term in the adapted temperature response (Eq.
4.50) is included: (a) according the formulation of Evenhuis et al. [2015] (see Eq. 4.52); and (b) mathematically
correct normalisation (see Eq. 4.53). Note the different scales of the two plots due to the mismatching model

results with the data of Scoffin et al. [1992]. T Sources: Howells2018, Howells et al. [2018]; Lough2000, Lough and Barnes [2000];
Lough2016, Lough et al. [2016]; Scoffin1992, Scoffin et al. [1992] .

Centigrade (AT < 5°C). Thereby, the thermal response is magnified considerably (see Fig. 7.7).
Also note the different scales between Figures 7.7a and 7.7b.

The best fit of the calcification constant (g¢ in Eq. 4.36) turns out to be go = 0.52 kg m~2d ™!
in case the specialisation term as suggested by Evenhuis et al. [2015] is used. Reducing the RMSE
to a minimum in search of the best fit of the calcification constant based on the mathematical
specialisation term (see Eq. 4.53) results in mainly adapting the constant such that the data of
Scoffin et al. [1992] fits better. The differences between Figures 7.7a and 7.7b are fully related to the
choice of the specialisation term. As a reminder, the specialisation term is in both cases a non-linear
function of the thermal range (see Eqs. 4.52 and 4.53).

7.3 Population dynamics

The population dynamics represent the effects of a bleaching event. No studies include the recovering
state, but the other states are in some way represented; the states between healthy and dead are
commonly described as percentage dead [e.g. Edmunds, 2005], percentage bleached [e.g. Baird and

Marshall, 2002], or other comparable ranking systems [e.g. Dias et al., 2018; Howells et al., 2013;
Marshall and Baird, 2000].

Different studies, show different aspects of the population dynamics. To start with, Jokiel and Coles
[1977] show the presence of heat stress as well as cold stress. This principle is also present in the
study of Howells et al. [2013] effects of temperature history; presented in Figure 7.8. Studies on
bleaching also include the recovery process in which the absence of the modelled recovery state is
covered by the healthy population or the pale population.

The study of Howells et al. [2013] encompasses many aspects included in the biophysical model
framework (BMF), and therefore it is discussed in more detail. First of all, it is an in-situ study that
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Figure 7.8: Validation of coral health data highlighting the difference between temperature his-
tory. Corals from two different locations at the Great Barrier Reef (GBR) were transplanted to illustrate the
relevance of the temperature history on the response on thermal conditions, where Magnetic Island is located
in Central GBR; and Miall Island in South GBR. Top plots present the in-situ measured sea surface temperature
(ssT) data. Other plots represent the response of the corals as the population dynamics. Bars indicate the
measurements conducted during the experiments, and the continuous areas represent the model output; both
following the same color scheme. More details are presented in the text (data from Howells et al. [2013]).

assess the responses of corals to a bleaching event. However, there is a twist to this study that makes
it extra interesting; it takes the effects of temperature history into account. Therefore, it enables
the validation of the determination of the thermal limits; i.e. the thermal-acclimatisation. In their
study, Howells et al. [2013] transplanted corals from two different locations on the Great Barrier
Reef hundreds of kilometres apart: Magnetic Island is located in Central Great Barrier Reef; and
Miall Island is located in Southern Great Barrier Reef. Due to their different temperature histories,
their thermal limits differ and so their responses to the thermal conditions.

During the study period, a bleaching event occurred at Magnetic Island due to heat stress (see Fig.
7.8, left column); and a bleaching event occurred at Miall Island due to cold stress (see Fig. 7.8,
right column). As the corals from Miall Island are used to colder temperatures, the damage due to
the bleaching event at Magnetic Island is substantially more severe. The cold water bleaching event
at Miall Island is resulting in almost no bleaching for the corals from Miall Island—which are more
adapted to colder temperatures—while severe bleaching occurs among the corals originating from
Magnetic Island.

Unfortunately, Central Great Barrier Reef was affected by flooding during the study period, resulting
in significant coral mortality [Howells et al., 2013]. This flooding event is marked in Figure 7.8. The
data from Howells et al. [2013] after this flooding event is not taken into account in the assessment
of the model validation.

Comparable assessments to the in detail described study of Howells et al. [2013] are performed with
other studies encompassing bleaching. These assessments show that the BMF largely follows the
dynamics of the coral population as described by these studies [e.g. Baird and Marshall, 2002; Dias
et al., 2018; Edmunds, 2005; Jokiel and Coles, 1977; Marshall and Baird, 2000]. The root-mean-
squared errors (RMSEs) of model validations on the population dynamics are presented in Table 7.1.
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Table 7.1: The root-mean-squared errors for the validation of the population dynamics.
specialisation terms are used: spec;; normalises the area under the curve (see Eq. 4.53); and specg follows
the normalisation by Evenhuis et al. [2015] (see Eq. 4.52). The RMSEs for the healthy population are denoted
under eg; the healthy and recovering population combined as the healthy population under ey r; and the total

population under ep.

Source specys specg
€H  CH+R €T €H  CH+R €T
Baird and Marshall [2002] 0.3498 0.2069 0.1292  0.3469 0.2026 0.1288
Bayraktarov et al. [2013] 0.1800 0.1623 0.0854  0.1835 0.1585 0.0552
Berkelmans and Van Oppen [2006] 0.1912 0.1961 0.1166 ~ 0.1911 0.1943 0.1156
Dias et al. [2018] 0.1333 0.1333 0.2074  0.1359 0.1359 0.2047
Howells et al. [2013]* 0.1494 0.1649 0.0782  0.1511 0.1638 0.0883
Jokiel and Coles [1977] 0.1900 0.3282 0.4443  0.1806 0.2514 0.4122
Weighted average 0.1865 0.1824 0.2372 0.1862 0.1692 0.2268

a Data after flooding not included (see Fig. 7.8).

Both

The RMSEs for predicting the healthy coral cover and the combination of healthy and recovering
corals are both assessed (see Tab. 7.1). The reason is the inconsistent labelling of the recovering
population state; this state is either labelled as healthy, or as pale (or a comparable label). There-
fore, the data from the literature is both compared to the modelled healthy population and to the
summation of healthy and recovering populations. Comparing the measured healthy population with
the summation of the modelled healthy and recovering population seems to give a slightly better fit

(see Tab. 7.1).



Chapter 8
Sensitivity analysis

The sensitivity analysis presented in this chapter consists of two focus points: the sensitivity of the
biophysical model framework (BMF) on (1) the accuracy of the input parameters (Sec. 8.1); and (2)
the in- and exclusion of certain processes (Sec. 8.2). The first is extensively covered in Appendix D
of which the highlights are presented in this chapter. The latter assesses the potentials of input
reduction and model reduction; as introduced in Section 3.2.

8.1 Input accuracy

This section focusses on the sensitivity of the biophysical model framework (BMF) to the input
parameters. Thereby, determining the required accuracy of the input data. Because the fields of
research covered in previous chapters (Chs. 4 to 6) are relatively young, most of the knowledge gaps
need to be filled in. This sensitivity analysis functions as a guideline to prioritise where the need for
more research and accurate data is most relevant in predicting the development of corals and coral
reefs.

Due to the large amount of possible combinations and the complexity of the model, the sensitivity
analysis is first analysed per module of the BMF [as suggested by Bellocchi et al., 2009]. This
knowledge is used to assess the sensitivity of the full BMF to the resulting key processes.

The methodology of the modular sensitivity analysis differs from the full model analysis: in the
modular analysis, the direct influence of changing the parameter in question is determined; while
in the full model analysis, the effects of changes in value are compared over a time-span of hundred
years. The reason is that in the modular analysis, the direct relation between input and output can be
assessed; e.g. the sensitivity of the photosynthetic light dependency—and thereby the photosynthetic
rate—can directly be related to the saturation intensity. This direct relation, however, cannot be
assessed when looking at the full model due to the feedback loop included. Therefore, the set up is
different.

The main findings of the modular analysis are presented in Section 8.1.1. Herein, not all modular
analyses performed are covered as only the highlights are included; for the full set of analyses, one is
referred to Appendix D. Based on the outcomes of these modular analyses, the sensitivity analysis
of the full model is assessed and presented in Section 8.1.2.

69
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Figure 8.1: The colony shape factor as function of the morphological ratios. Three representative
morphologies are added to the plot as reference cases: branching, massive and plate. These three are also shown
in Section 3.3 (Fig. 3.5) as illustration of different morphologies. Note the logarithmic scale of the colorbar.

8.1.1 Modular analysis

The modular analysis shows that the BMF is mainly sensitive to three topics: (1) the coral morphol-
ogy; (2) the bleaching susceptibility; and (3) the dislodgement susceptibility. The first is largely due
to the unknown morphological development, which results in large uncertainty on the morphological
representation and development. The latter two are based on the sensitivity of the BMF to the
accurate prediction of the tipping point related to a stress event—bleaching or storm damage.

The sensitivity of the BMF to the processes related to the coral environment and the physiology
are less pronounced compared to the three aforementioned topics. These three topics to which the
BMF is most sensitive to are further highlighted below: (1) the coral morphology; (2) the bleaching
susceptibility; and (3) the dislodgement susceptibility.

Coral morphology

The proportionality constants used in the formulations of the morphological ratios (see Sec. 4.3) are
mostly unknown; only two constants are known based on the given constraints (see Sec. 3.3): namely,
Xp=1/2 and x, =1/ (2v/2). However, a mismatch of the other proportionality constants can have
substantial influence on the optimal morphology of the coral as a function of the environmental
conditions. Beside this affecting the determination of the in-canopy flow, it also greatly impacts the
determination of the dislodgement criterion. The colony shape factor (CSF) is fully based on the
morphological dimensions—as presented in Figure 8.1—and so a correct representation of the coral
morphology determines the storm damage (moreover in a following paragraph: Coral dislodgement).

The sensitivity of the BMF to the proportionality constants is most pronounced for high light-
intensities and/or low flow velocities. This because the formulations to determine the coral mor-
phology—as given in Section 4.3.1—approach there asymptotes for low light-intensities and high
flow velocities.

Coral bleaching

The bleaching of corals is related to the accuracy of the thermal limits. This is viewed as the
bleaching susceptibility. What happens due to such a bleaching event is related to the population
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Figure 8.2: Sensitivity analysis of the bleaching susceptibility. The thermal signal is represented by a
simple sine wave (see App. D.5.1 for more details on the approach).

dynamics. Therefore, there are two parts in the sensitivity analysis on coral bleaching: (1) the
prediction of a bleaching event; and (2) the results of such a bleaching event. As the model results
are more sensitive to correct predictions of the occurrence of a bleaching event than to the resulting
population dynamics, only the first is highlighted here.

The inaccuracy of the determination of the thermal limits—i.e. the correctness of the thermal-
acclimatisation formulation—has two possible outcomes: (1) a bleaching event is correctly predicted
by the thermal limits; and (2) a bleaching event is incorrectly predicted by the thermal limits. The
first results in limited dependency on accurate thermal limits. However, the latter is very sensitive
to the correct determination of the thermal limits; as presented in Figure 8.2.

In Figure 8.2, the thermal signal is such that the extremes of the signal correspond to the thermal
limits in the reference case (see App. D.5.1 for more details on the approach). When the thermal
limits still correctly predict the occurrence of bleaching, the effects on the calcification rate are
limited. Translated to this reference case: the modelled lower limit is below the actual lower limit
and/or the modelled upper limit is above the actual upper limit (see Fig. 8.2). A mismatch in
predicting the occurrence of a bleaching event—whether one is really occurring or not—results in
substantial differences. Translated to this reference case: the modelled lower limit is above the
actual lower limit and/or the modelled upper limit is below the actual upper limit.

Furthermore, there is a difference in response to cold stress versus heat stress. Due to the cubic
polynomial (see Sec. 4.2.3), the gradient of the thermal dependency at the upper limit is larger than
at the lower limit. This difference translates into a larger sensitivity of the outcomes to the correct
upper limit; both for the responses if bleaching is correctly or incorrectly predicted.

Coral dislodgement

As with bleaching, dislodgement happens or not and predicting this tipping point correctly is essen-
tial in the determination of the dislodgement of corals. In Figure 8.3, this tipping point is plotted
as function of flow velocity, tensile strength and morphology. The color scale in Figure 8.3 indicates
the minimum tensile strength of the substratum (o¢) for which the coral is not dislodged: a low
value of the tensile strength (coloured blue in Fig. 8.3) indicates a low dislodgement susceptibility;
while a high value of the tensile strength (coloured red in Fig. 8.3) indicates a high dislodgement
susceptibility.



8. SENSITIVITY ANALYSIS 72

. form ratio, 7y [—] o plate ratio, r, [—] coral volume, V. [x1073 m?

0.8
0.6
0.4

0.2

[g—WN 40T %] %o ‘giSuas opisuoy

5 10 15 20 5 10 15 20

maximum bulk flow velocity, ul®* [ms™!]

S

Figure 8.3: Sensitivity of the dislodgement criterion to the tensile strength of the substratum
for different morphologies. The color scale indicates the tipping point of dislodgement for a range of tensile
strengths. In every plot, one of the morphological parameters is taken over a range, while the others are kept
constant. The constant values are: ry = 1.0; rp = 0.5; and V; = 0.5 - 10—3 m3. Note the logarithmic scale on
the vertical axis of the left plot (form ratio).

Thus, the coral becomes more susceptible to dislodgement when (1) the flow velocity increases
(horizontal axis of all three sub-plots in Fig. 8.3); (2) the form ratio increases, i.e. the coral becomes
higher and narrower; and (3) the plate ratio decreases, i.e. a smaller base width. These findings are
to be expected. The coral volume on the other hand does not affect the tipping point, as the colony
shape factor (CsF) is independent of the coral volume; all the morphological dimensions are equally
related to the coral volume and so the coral volume cancels out in the determination of the CSF (see
App. D.6).

8.1.2 Full model analysis

The main contributors to the long term development of corals and coral reefs are the reactions on
stresses; i.e. bleaching and storm events. Therefore, these two processes are assessed in the full
model analysis. Furthermore, the recovery after such an event is of importance as well. Therefore,
also the order of magnitude of coral recruitment is assessed. Because the sensitivity of the BMF to
the recruitment process cannot be assessed modular, it is not included in the modular analysis, but
is part of the full model analysis only.

The sensitivity of these processes are analysed via the following three parameters: (1) the thermal-
acclimatisation coefficient (K4, ) for bleaching; (2) the strength of the substratum (o) for dislodge-
ment; and (3) the probability of settlement of coral larvae (ps) for recovery.

The sensitivity analysis of predicting the occurrence of coral bleaching is related to the thermal-
acclimatisation coefficient as this parameter directly influences the thermal limits (see Eqs. 4.56a
and 4.56b) without modifying the (long-term) sea surface temperature (SST) time-series. It is,
therefore, a clear method to assess the complexity of predicting a bleaching event.

The sensitivity analysis of the coral dislodgement in the full model analysis is assessed based on
the tensile strength of the substratum for two reasons: (1) there is a wide spreading in literature
on its value [Madin, 2005]; and (2) there is a clear relation between the tensile strength and the
dislodgement criterion (see Eq. 6.1), which is linear. Even though the dislodgement criterion is
also highly dependent on the coral morphology (see Fig. 8.3), this relation is non-linear and so not
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Figure 8.4: Coral development over hundred years used as base case for the full model sensitivity
analysis. The model results are presented on the reef flat, where the coral development is most pronounced.
The coral development is presented as (a) healthy coral cover; and (b) coral volume.

as straightforward as the tensile strength. The goal of this sensitivity analysis is to indicate the
sensitivity of the BMF to the prediction of the occurrence of dislodgement, and the linearly-related
tensile strength suffices in achieving this goal.

The sensitivity analysis of the coral recovery—i.e. coral recruitment—in the full model analysis is
based on the probability of settlement of coral larvae, as this parameter is similarly included in the
recruitment formulations of both the coral cover and the coral volume (see Eqs. 6.4a and 6.4b,
resp.). Furthermore, there is still much unknown about this process and so a wide spreading is
legitimate. The range over which this parameter is assessed is based on a well-educated guess, as
there is no data available in the literature.

The time-series of the environmental input factors include possible bleaching and storm events (see
App. C). Because storm events have such a big impact—complete removal of all coral cover—
the initial coral morphology is modified to control if coral dislodgement occurs or not. Beside the
occurrence of coral dislodgement, these modifications have no substantial effect on the model results.

Base case

Before assessing the aforementioned full model sensitivity analyses, the model results based on the
default values is presented and elaborated on for clarity: Ky, = 2.45; o, = 0.2 - 106 Nm™2; and
ps = 1074, First of all, the sensitivity analyses are based on a prediction of coral development over
hundred years. Next, the coral development is expressed in two parameters: (1) healthy coral cover;
and (2) coral volume.

In Figure 8.4 the coral development of this ‘base case’ is presented. The bleaching events are clearly
visible in Figure 8.4a by the downward peaks in healthy coral cover. The effects of the major
bleaching event between 2030 and 2040 (see Fig. 8.4a) on the coral growth is also clearly visible in
Figure 8.4b, where the increase in coral volume is suddenly halted after which it slowly increases
again.
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Figure 8.5: Sensitivity of the coral development to the thermal-acclimation coefficient. The effects
of the thermal-acclimatisation are presented for on the reef flat, where the effects are most pronounced: (a)
healthy coral cover; and (b) coral volume.

Thermal-acclimation coefficient

The thermal-acclimatisation coefficient (K,,,-) has a substantial influence on the results of the BMF
(see Fig. 8.5), as the bleaching susceptibility changes. For a smaller value of this coefficient, the
thermal limits are closer together and so the thermal range reduces; and vice versa. The increased
photosynthetic efficiency due to the specialisation term (see Sec. 4.2.3) does not weigh up to the
increased bleaching susceptibility (see Fig. 8.5a). This is in line with Figure 8.2. The effects of the
bleaching work through to the coral volume due to the reduced calcification as the healthy coral
cover is reduced (see Fig. 8.5b).

Substratum strength

The strength of the substratum (o) has a substantial influence on the results of the BMF (see Fig.
8.6), as the dislodgement mechanical threshold (DMT) reduces while the colony shape factor (CSF)
remains the same. Thereby, the dislodgement criterion is met sooner. The effect of the strength of
the substratum is equal to both the coral cover and volume (see Figs. 8.6a and 8.6b, resp.). As the
strength increases, the load has to increase to invoke dislodgement, which is presented in the moving
borderline of the tipping point of dislodgement in Figure 8.6c.

Probability of settlement

The sensitivity analysis of the probability of settlement is assessed in a scenario in which the corals
are dislodged, as the contribution is largest when there is no living coral remaining. The recovery of
the corals after such a storm event is substantially influenced by the probability of settlement (see
Fig. 8.7). As the exact order of magnitude of the contribution of the coral spawning—assessed based
on the probability of settlement—is unknown, a relatively large range is used: ps = 1073 — 1075,
The sensitivity to the probability of settlement is largest for the coral volume (see Fig. 8.7b), but
also substantial for the coral cover (see Fig. 8.7a).
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Figure 8.6: Sensitivity of the coral development to the strength of the substratum. (a) and (b)
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Figure 8.7: Sensitivity of the coral development to the probability of settlement of coral lar-
vae. The effects of the probability of settlement are presented for on the reef flat, where the effects are most
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Figure 8.8: Sensitivity of the coral development to the wave climate of the ‘normal’ conditions.
The effects of the significant wave height as used for the ‘normal’ conditions on (a) healthy coral cover; and
(b) coral volume. Note the different orders of magnitude between the absolute values (left axis) and differences
(right axis).

8.2 Acceleration methods

Two of the four acceleration methods presented in Section 3.2 are treated as part of the sensitivity
analysis: (1) input reduction; and (2) model reduction. The input reduction is taken to its extreme
in which the wave climate is represented by one set of wave conditions representative for the full
year (see App. C.2). In Section 8.2.1, the effects of this method on the model results in assessed.
Thereafter, Section 8.2.2 highlights the benefits and the costs of the various processes included in
the biophysical model framework (BMF).

8.2.1 Input reduction

The sensitivity of the BMF to the used input reduction is assessed by determining the model results
for different wave conditions. When the differences in the outcomes are limited, reducing a full wave
climate to one set of wave conditions representative for the whole year—as is done in this study—is
resulting in representative model results. Note that this focusses on the ‘normal’ conditions, and so
excludes the effects of storm conditions on the model results.

The representative wave climate for the ‘normal’ conditions—i.e. no-storm conditions—is charac-
terised by a significant wave height of H; = 1.2 m (see App. C.2). The sensitivity of the growth
of corals to the exact wave conditions is limited as presented in Figures 8.8a and 8.8b for the coral
cover and volume, respectively. Note the exacerbated differences, which are three to four orders of
magnitude smaller than the absolute values.

The healthy coral cover shows only some deviations due to the wave conditions around a bleaching
event (see Fig. 8.8a). For the coral volume holds that the differences grow every year—when
the coral morphology is updated. Extrapolating the results presented in Figure 8.8b to hundred
years results in differences two orders of magnitude smaller than the absolute value. However, the
differences are so small, that these differences are negligible. Here, one has to keep in mind that the
spreading in the data on the calcification rate is substantially more than the differences arising from
the input reduction (see Fig. 7.7a).
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Figure 8.9: Sensitivity of the coral development to the thermal micro-environment. TBL indicates
the inclusion of the thermal boundary layer (TBL) and so the full assessment of the thermal micro-environment
(simulation time: 40 hours); CFT indicates solving the partial differential equations associated with the
Canopy-Flow Theory (simulation time: 12 hours); P(u) indicates the inclusion of the photosynthetic flow
dependency (simulation time: £8 hours); and None indicates the exclusion of all; i.e. exclusion of the TBL, the
CFT and the photosynthetic flow dependency (simulation time: £1 hour). The solid lines represent the healthy
coral cover, and the dashed lines the difference in coral cover compared to TBL. The most extreme effects are
presented for (a) the coral cover, which is located in deep water; and (b) the coral volume, which is located in
shallow water.

8.2.2 Model reduction

Beside the hydrodynamic model, there are two processes within the BMF that cost the most com-
putational effort: (1) solving the Canopy-Flow Theory (CFT); and (2) including the effects of the
thermal boundary layer (TBL) for which the CFT has to be solved. When these processes are not
included, the bottleneck considering the computational time is reduced to only the hydrodynamic
model simulation as the computational effort necessary for the rest of the BMF is negligible.

The simulation of hundred years of coral development including all processes took approximately
41.23 hours;' when the effects of the TBL are not taken into account, this reduced to approximately
12.67 hours; in case also the CFT is not included the computational time became approximately
8.54 hours; and excluding the flow entirely from the physiology resulted in a model run time of
less than an hour. That means that the model is around five times faster when the computations
considering the thermal and hydrodynamic micro-environments are not taken into account; and
becomes approximately ten times faster again when the photosynthetic flow dependency is excluded
as well. In the last case, the hydrodynamic model is only needed to simulate storms. Thus, there
are four cases considered in the sensitivity of the BMF to the model reduction (see Fig. 8.9):

TBL The case labelled as TBL includes all processes; i.e. TBL, CFT and P(u). Therefore, the
duration of this simulation is the longest; approximately 40 hours.

CFT The case labelled as CFT includes all processes except determining the thermal micro-
environment; i.e. CFT and P(u). The simulation of this case takes approximately 12 hours to
run.

1Computations were carried out on an external server at Deltares: 4 cores - 16 GB. When 8 GB of working memory
was used, an error arose due to the lack of sufficient memory in case all processes were taken into account.
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P(u) The case labelled as P(u) only includes the photosynthetic flow dependency; i.e. only P(u).
The related simulation takes approximately eight hours.

None The case labelled as None does not include any of the aforementioned processes. Therefore,
the duration of this simulation is the shortest; approximately one hour.

The differences in the outcomes of the four cases are relatively small for the coral cover (see Fig. 8.9a),
but more pronounced for the coral volume (see Fig. 8.9b). In all four cases, the bleaching events
are captured correctly and there are only some small differences in the healthy coral cover during
recovery. When the CFT is not solved, however, substantial discrepancies arise in coral volume;
in the order of ten to twenty per cent. On the other hand, there is limited difference between
solving the thermal micro-environment or not—i.e. TBL versus CFT in Figure 8.9. Furthermore,
the discrepancies between solving the CFT or not—i.e. CFT versus P(u) in Figure 8.9—are not
notably present in case of the coral cover, except when the photosynthetic flow dependency is not
included—i.e. None in Figure 8.9.



Chapter 9

Discussion

The discussion of this study starts with the set-up of the biophysical model framework (BMF) and
its potential in Section 9.1. The remainder of the discussion focuses on the following three topics:

1. The computational efficiency of the BMF in which two of the in Section 3.2 introduced accel-
eration methods are discussed: (1) input reduction in Section 9.2; and (2) model reduction in
Section 9.3.

2. The used morphological representation in combination with the dislodgement criterion results
in some unrealistic outcomes concerning the damage inflicted by storms. This topic is addressed
in Section 9.4 in which possible solutions are presented as well.

3. Section 9.5 discusses the agreement between the model restuls and both the deep reef refugia
hypothesis (DRRH) and the turbid reef refugia hypothesis (TRRH) (see Sec. 2.5).

9.1 Setup biophysical model framework

The biophysical model framework (BMF) developed in this study includes a substantial number of
processes essential for predicting the development of corals and coral reefs. Despite the limited
available data, great agreement with the usable data is achieved (see Ch. 7). Nonetheless, the
performance of the model can be improved by more validation for which further research is needed.
Especially research on accurately predicting the occurrence of a stress event—Dbleaching or storm—is
essential in modelling the coral development (see Sec. 8.1).

The BMF developed in this study is the first of its kind. It enables to combine the physiological
processes—related to growth and bleaching—with the physical processes—mainly related to storms.
Furthermore, this BMF enables the opportunity to run fast simulations to get insight in the future
perspectives of a coral reef. Predictions of a hundred years take approximately one hour. On the
other hand, the BMF is able to make more detailed predictions as well by including more processes;
such as the thermal micro-environment. Therefore, this BMF may even assist in designing projects
containing coral reefs; e.g. ‘constructing’ a coral reef to function as breakwater.

Even though many processes are already included in this first set-up, not all processes are embedded;
e.g. the effects of nutrients [Atkinson and Bilger, 1992; Holcomb et al., 2012; Langdon and Atkinson,
2005] and sediment loads [Erftemeijer et al., 2012; Storlazzi et al., 2015].
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Furthermore, the principle of bioerosion is not included in the BMF; i.e. the erosion of the coral
skeleton due to biological activity such as grazers [Perry and Hepburn, 2008; Spencer and Viles,
2002]. In this study, the bioerosion is implicitly incorporated via the calcification constant. However,
(1) the rate of bioerosion varies over the reef due to environmental conditions [Maher et al., 2018;
Spencer and Viles, 2002]; and (2) does not reduce or stop when there is limited or no calcification.
Therefore, the bioerosion may alter the future perspectives of coral reefs.

Such new processes are relatively easily added to the BMF due to its modular structure. Every
module describes the dependency of the coral development in terms of efficiency based on the input
parameter(s) of that specific module. This linear description forms the basis of the BMF. However,
it does not limit the BMF to linear relations only; e.g. the combined effects of light, flow and thermal
conditions are encapsulated in the BMF by the thermal boundary layer (TBL). Other non-linear
processes can be added in a similar fashion.

Therefore the potential of the developed BMF is widespread. It enables the ability to (1) simulate
the effects of climate projections on coral reefs; (2) test hypotheses on defence mechanisms for corals
to survive; and (3) test protection and recovery programs beforehand to minimise possible negative
side effects. Beside these possibilities the BMF is designed for, it also enables the use of corals and
coral reefs in coastal protection projects.

9.2 Input reduction

The input reduction implemented in this study is mainly aimed at reducing the hydrodynamic
simulation time, while still be able to proof the validity of the concept of the biophysical model
framework (BMF) developed. The hydrodynamic model is one of the main contributors to the
computational effort. This has lead to one representative wave climate for ‘normal’ conditions to
which three storm categories—to represent storm conditions for the possible dislodgement of corals—
are added (see App. C.2).

The exact flow conditions are not of importance for this study in which the focus is on the develop-
ment of the BMF. Therefore, representing the wave climate to one set of wave conditions does not
impose any concern on the validity of the BMF. First of all, a link between the biological part and the
physical part of the model is established. This link also holds when a more complex representative
wave climate is used, consisting of multiple wave conditions. The developed BMF does not loose its
viability due to the single wave climate used in this study.

Furthermore, corals are not as susceptible to the exact wave conditions as is e.g. sand, and the
correct estimate of the flow magnitudes as a result of the hydrodynamic forcing is sufficient (see Fig.
8.8). It is considered appropriate to use this hydrodynamic representation for studies on coral reefs
and understanding their dynamics.

However, if there is a clear seasonality in the wave conditions, the seasonal wave-induced flow condi-
tions can amplify or attenuate the effects of the thermal boundary layer (TBL). This might result in
differences in bleaching susceptibility. Such conditions may invoke the need of the full model frame-
work including all the processes with a more elaborate wave time-series. As this will considerably
increase the computational effort, one has to consider the need for such detailed predictions.

Because climate projections often have a lower accuracy, it is redundant to produce such detailed
predictions. Moreover, the accuracy of other biological processes included do not meet such accuracy.
The added value of detailed hydrodynamic calculations only adds to the computational effort of the
BMF without much benefit.
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9.3 Model reduction

The model reduction focusses on reducing the amount of processes included in the simulation to
accelerate the biophysical model framework (BMF). The main contributor to the computational
time in the developed BMF is the determination of the thermal micro-environment; i.e. the effects
due to the thermal boundary layer (TBL) (see Sec. 8.2.2). The reasoning is twofold: (1) the large
amount of data handling required for the calculations associated with this process; and (2) the need
to solve the flow micro-environment, hence solving the partial differential equation of the Canopy-
Flow Theory (CFT).

The large amount of computational data comes from the fact that the thermal limits of the coral-
zooxanthellae symbiont are based on the thermal history. Taking the thermal micro-environment
taken into account results in the determination of the thermal history for every grid cell. As the
thermal-acclimatisation is based on 60 years of thermal data, the resulting matrices are huge. Such
data handling substantially slows down the model and requires a large working memory for the
model to be able to work (see Sec. 8.2.2). This could be made more efficient, but the benefits would
still be limited.

The substantial contribution to the computational time due to solving the CFT comes from the
iterative process needed to find the complex-valued solution of the wave-attenuation coefficient
(wac). This has to be done twice per grid cell: once for the wave-induced wWAC; and once for the
current-induced WAC.

The exclusion of the effects of the TBL results in reef-wide bleaching when thermal conditions are
outside the thermal range, while this does not necessarily need to be true [Fabricius, 2006; Johnston
et al., 2019]. Nevertheless, the occurrence of bleaching is commonly related to the sea surface
temperature (SST) instead of the thermal micro-environment [Silverman et al., 2007; Buddemeier
et al., 2008; Evenhuis et al., 2015; Donner, 2011].

When the thermal micro-environment is not determined—i.e. the thermal conditions are solely
based on the ssT—there is no need for solving the CFT. The in-canopy flow is then only used for the
photosynthetic flow dependency, which is equally well—if not better—fitted to the bulk flow velocity
(see Sec. 7.2.2). Even though the relation with the in-canopy flow is process-based, the data fitting
shows no benefit in using the in-canopy flow over the bulk flow (see Figs. 7.4b and 7.4a, resp.). This
all is supported by the results presented in Section 8.2.2 in which the determination of the thermal
and flow micro-environments do not result in different outcomes of the coral cover (see Fig. 8.9a).

However, discrepancies arise in the coral volume (see Fig. 8.9b). These differences may be due
to the difference in fitting parameters for the in-canopy flow and the bulk flow. Due to the large
spreading in the data, both fitted lines still show large root-mean-squared errors (RMSEs) (see Fig.
7.4). Therefore, the difference between both the predictions including the TBL and CFT and the
predictions without these processes is most likely due to a mismatch in the photosynthetic flow
dependency with the data. As there is no reason to value the fit with the in-canopy flow over the fit
with the bulk flow, the results produced excluding the TBL and CFT are considered as representative.

Therefore, the benefits of including the effects of the TBL do not weigh up to the computational
costs inflicted. By solely relying on the sST data for the thermal conditions, the computational
time is almost fully determined by the hydrodynamic model as (1) the in-canopy flow does not
need to be determined in detail; and (2) the large amount of data associated with the thermal
micro-environment does not need to be handled and used. For further acceleration of the model,
the hydrodynamic model has to be constructed more efficiently for which the methods and findings
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(a) Photosynthesis. (b) Calcification.

Figure 9.1: Sensitivity of the photosynthesis and calcification to flow-related processes. TBL
indicates the inclusion of the thermal boundary layer (TBL) and so the full assessment of the thermal micro-
environment; CFT indicates solving the partial differential equations associated with the Canopy-Flow Theory;
P(u) indicates the inclusion of the photosynthetic flow dependency; and None indicates the exclusion of all; i.e.
exclusion of the TBL, the CFT and the photosynthetic flow dependency. The solid lines represent the annual mean,
and the dashed lines the difference in annual mean compared to TBL. The shading represents the spreading per
year by filling the area between the annual minima and maxima. The most pronounced effects of the model
reduction are presented for (a) the photosynthesis; and (b) the calcification.

from the field of morphodynamics form a great starting point [Li et al., 2018; Walstra et al., 2013;
Lesser et al., 2004; Luijendijk et al., 2019, see Sec. 3.2].

One can argue if it is needed to include the photosynthetic flow dependency at all. As the error arising
from it is (1) only present at low flow velocities where the flow limits the photosynthesis; and (2)
smaller or equal to the RMSEs resulting from the data fitting (see Sec. 7.2.2, Fig. 7.4). Figures 9.1a
and 9.1b present the photosynthesis and calcification for all four model configurations and the
difference compared to the full model framework; i.e. including the thermal micro-environment.!
Herein, the order of magnitude of the resulting errors is the same as of the data fitting of the
photosynthetic flow dependency.

Even though the process of diffusion limited transport due to the diffusion boundary layer (DBL)
and thereby limited photosynthetic capacity is shown to hold for corals [Mass et al., 2010; Schutter
et al., 2011; Osinga et al., 2017; Atkinson and Bilger, 1992; Hearn et al., 2001], the data does not
show a clear trend (see Fig. 7.4, Sec. 7.2.2). The latter is largely attributed to the limited range over
which the effect of the flow on the photosynthetic rate is assessed in literature and the fact that it is
often a secondary research objective. The positive relation between flow velocity and photosynthetic
efficiency is a relation generally found and it is in line with the process of diffusion limited transport.
Therefore, it is to be expected that further research on solely the relation between calcification and
flow velocity would clarify the exact effects on the photosynthetic flow dependency. Until this point,
the flow dependency can be excluded from the BMF and the coupling with the hydrodynamic model
is only made to simulate the hydrodynamics due to a storm.

This undetermined relation between the flow conditions and the physiology of the coral-zooxanthellae
symbiont might be the reason that previous models did not include this aspect [Evenhuis et al.,
2015; Buddemeier et al., 2008; Silverman et al., 2007]. Nevertheless, these models only looked at the

1The labelling in Figure 9.1 is the same as presented in Section 8.2.2. In short: TBL includes all process (TBL,
CFT and P(u)); CFT includes all except the thermal micro-environment (CFT and P(u)); P(u) only includes the
photosynthetic flow dependency (P(u)); and None excludes all these processes.
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physiological processes, while the mechanical processes—i.e. storm events—are crucial in predicting
the survival of corals and coral reefs [Madin and Connolly, 2006; Hongo et al., 2012]. This requires
the connection with an hydrodynamic model—such as Delft3D Flexible Mesh—as is done in this
study.

Again, when other processes that are more tightly related to the hydrodynamics—e.g. sediment
dynamics and larval dispersion—are incorporated into the BMF, the need for detailed hydrodynamics
is verified. However, the spreading in the available data behind the various micro-environments
for which detailed hydrodynamics are needed is larger than the differences that arise when these
processes are excluded from the framework. This exclusion has the large benefit of reducing the
computational time tremendously; from the order of days to the order of minutes to hours.

The only pitfall remaining is the morphological development, which is also related to the flow con-
ditions. As the coral development is very slow compared to all the other processes—and also still
very inaccurate—an hydrodynamic update once every five or ten years will satisfy. Furthermore,
using ‘model morphologies’—further explained in Section 9.4—to determine the morphological pref-
erences due to the environmental factors can solve this issue, as the morphological development in
this formulation is related to natural selection instead of a direct function of the flow—and light—
conditions.

9.4 Coral morphology and dislodgement

The morphological representation used in this study is able to correctly represent the effects of the
coral on its surroundings [Lowe et al., 2005a; Murphy et al., 2007; van Rooijen et al., 2018; Weitzman
et al., 2015, see Fig 7.2]. However, the formulations on the morphological development leave room
for improvement. First of all, the calibration constants—i.e. the proportionality constants—are
not based on research. This is because there is no useful data that relates the morphology to the
environment; only qualitative suggestions [Chappell, 1980; Jokiel, 2011b].

Even though there are models developed to simulate the optimal morphology based on the light-
conditions [Graus et al., 1984; Muko et al., 2000; Hoogenboom et al., 2008] and the flow-conditions
[Kaandorp et al., 1996; Kaandorp and Sloot, 2001; Kaandorp et al., 2011; Kaandorp, 2013], they
are too computationally expensive. These quantitative models are laborious and contain too much
detail to fit in the biophysical model framework (BMF) developed in this study. There are more
recent attempts to quantify the coral morphology [Zawada et al., 2019a,b], but these do not relate
the morphology directly to its environment.

Furthermore, there is a downside to the morphological representation as used in this study in com-
bination with the dislodgement criterion: when the dislodgement criterion is met, all the corals in
the grid cell are removed. This is not in line with the partial dislodgement of corals found in reality
[Madin and Connolly, 2006; Hongo et al., 2012]. The full removal when the dislodgement criterion
is met, results in longer recovery periods after such a storm event because there is a linear log-log
relation between the coral cover and the recovery rate [Hughes et al., 2019].

There are two possibilities to better represent the impact of storms: (1) partial dislodgement; and
(2) model morphologies. The first keeps the morphological representation and its development as
presented in Section 3.3; the latter redefines the morphological development and its distribution.

Partial dislodgement The possibility of partial dislodgement instead of full dislodgement is straight-
forward: a fraction of the corals that survive the storm event is defined. This fraction works
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Figure 9.2: Indication of long-term effects of partial dislodgement compared to full dislodgement.
The upper plot presents the hydrodynamic loading given as the significant wave height, Hs. The gray bars
indicate the moments of pre- and post-storm and ten years after the storm event, which are presented in the
middle plot. Here, dislodgement is represented by a reduction in the healthy population cover, Pg. The bottom
plot presents the bathymetry.

both on the coral cover and on the coral volume:

P = s, PV if DMT < CSF (9.1a)
Vi) = 54 V(7D if DMT < CSF (9.1b)

where s4 is the fraction that survives the storm event when the dislodgement criterion is met;
and (n) and (n — 1) are the time-steps at ¢, and ¢, — At indicating pre- and post-storm,
respectively.

This fraction surviving is preferably related to the severity of the storm compared to the
robustness of the coral colony; i.e. to respectively the dislodgement mechanical threshold
(pDMT) and colony shape factor (CSF):

_ DMT
$d =8 mop <1 (9.2)

where 54 is a fitting parameter.

Figure 9.2 indicates the influence of using a partial dislodgement formulation against a full
removal formulation. As there is more coral cover remaining, the recovery is faster [in line with
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Hughes et al., 2019]. Therefore, a partial dislodgement of coral cover due to storms instead of
a full dislodgement substantially changes the recovery time of the reef.

Model morphologies The second possibility is based on the principle of natural selection. A
number of representative morphologies are used and distributed over the coral reef. Due to
the environmental input, certain morphologies will do better than others at certain locations;
or their might be limited differences between different morphologies. Over time—by natural
selection—the morphologies representative for the environmental conditions will thrive and
remain, while other morphologies have been out-competed.

The downside to this approach is that there are more variables per grid cell; all the coral-related
parameters as used in this study times the number of model morphologies. Furthermore, all
these morphologies have to be represented by just one canopy structure to couple with the
hydrodynamic model. This representative morphology must result in a representative in- and
above-canopy flow. However, the in-canopy flow does not need to be solved in the current
set-up (see Sec. 9.3).

Beside the fact that this approach is more process-based—namely natural selection—there
are also suggestions that there is a link between the morphological characteristics and (1) the
physiological characteristics [Madin et al., 2016; Zawada et al., 2019b]; and (2) the strength
of the coral skeleton [Madin, 2005]. The first includes traits such as bleaching susceptibility
[Zawada et al., 2019b]. Such species dependent biological traits are easily tuned with the BMF
developed in this study.

Zawada et al. [2019a,b] came up with seven groups based on their morphology and physiology:
(1) arborescent; (2) laminar; (3) corymbose; (4) tabular; (5) digitate; (6) submassive; and
(7) massive. This grouping shows great comparison with other studies [e.g. Marshall, 2000;
Pratchett et al., 2015; Santodomingo et al., 2016]. Furthermore, sedimentation and burying
susceptibility is also related to the morphology [Bak et al., 2005; Perry et al., 2012], and differ-
ent morphologies indicate different strategies against sedimentation [Fricke and Schuhmacher,
1983; Sanders and Baron-Szabo, 2005; Stafford-Smith and Ormond, 1992].

The grouping of species is common in ecological studies [Shipley et al., 1989; Keddy, 1992;
Lavorel et al., 1997; Tilman et al., 1997]. Herein, the grouping is based on similarities in
biological traits [Poff et al., 2006; Merritt et al., 2010] of which the morphology is one. These
traits are addressed as a result of natural selection [Southwood, 1977] and so it is reasonable
to extend this methodology of terrestrial ecology into the marine environment as well.

In both cases, there is still large uncertainty about the exact development of the morphology over
time. As briefly indicated in Section 1.3, this link with the coral morphology to close the feedback
loop is not investigated in the same detail as the other parts of the feedback loop. The morphology
in general has not received much attention in the literature. This does not acknowledge the key role
it plays in the development of corals and coral reefs.

9.5 Reef refugia hypotheses

The aspects of the deep reef refugia hypothesis (DRRH) that can be assessed with the processes
included in the biophysical model framework (BMF) so far are twofold (see Sec. 2.5): (1) the
reduction in bleaching severity with depth; and (2) the reduction in storm damage with depth.
Both principles are endorsed by the results of the BMF. On the other hand, only one aspect of



9. DISCUSSION 86

T
30.0 1 = 2.00 A storm —»
o
T 27.5 1 = 1.75 1
e 0
e = _
@ 25.0 A o 1.50
[
22.5 A ot # 1.25 A
&0
w
T T 1.00 T T
2023-01-01 2024-01-01 2012-01-01 2013-01-01
T 1.00 T 1.00
= =
Di 0.75 A D.< 0.75 A
g g
g g
© 050 - © 050 A
3 3
. 0.25 0.25
g — pre % — pre
Soo04 P Soo04 P
T T T T T T T T T T T T
0 0
B8 £
< <
< 20 <= 20
= =
%] ]
< b
g )
E 40 ERRUR
T T T T T T T T T T T T
200 300 400 500 600 700 200 300 400 500 600 700
cross-shore distance [m] cross-shore distance [m]
(a) Bleaching. (b) Dislodgement.

Figure 9.3: Spatially varying bleaching and dislodgement responses in correspondence with the
deep reef refugia hypothesis. (a) The upper plot presents the snapshot of the sea surface temperature (SST)
time-series considered, where the lower and upper limits of the thermal range are represented by the blue and
red lines, respectively. (b) The upper plot presents the hydrodynamic loading given as the significant wave
height, Hs. The gray bars in the top plots indicate the moments of pre- and post-stress presented in the middle
plots. Here, bleaching and dislodgement are represented by a reduction in the healthy population cover, Pg.
The bottom plot presents the bathymetry.

the turbid reef refugia hypothesis (TRRH) can be assessed: the reduction in bleaching severity with
increasing turbidity.

First, the varying bleaching response over depth is modelled in line with the DRRH; as presented in
Figure 9.3a. Deeper corals are not excluded from bleaching [Bak et al., 2005], but bleaching is more
pronounced higher up the water column [Wilkinson and Souter, 2008].

Second, the effect of depth on the dislodgement is also modelled according the DRRH (see Fig. 9.3b)
in which indirect damage is not taken into account. Such indirect influences would result in some
damage of the deeper lying corals [Bak et al., 2005; Dollar, 1982], where Figure 9.3b is showing no
reduction of (healthy) coral cover at all. Note the difference in impact of a bleaching event versus a
storm event; a storm event results in complete removal, or no damage at all (see Sec. 9.4).
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Figure 9.4: Differing bleaching response due to varying turbidity in agreement with the turbid
reef refugia hypothesis. Top plot shows the thermal conditions including the thermal limits (T}, and Th;).
Bottom three plots show the population dynamics for varying values of the light-attenuation coefficient (LAC),
where the bleaching severity reduces for increasing LAC; i.e. increasing turbidity. Pp is the healthy coral cover;
Ppr, the recovering coral cover; Pp the pale coral cover; Pp the bleached coral cover; and K the light-attenuation
coefficient (LAC). The plots are not based on field measurements and are only illustrative to show the effect of
the turbidity on the model results, which is in agreement with the turbid reef refugia hypothesis (TRRH).

In connecting the outcomes of the BMF with the DRRH, it is important to note that the BMF is

developed independently from the DRRH. It is promising for both that there are similarities between
the model restuls and the DRRH.

The most left and most right parts of the middle plots in Figures 9.3a and 9.3b with no coral cover
are the result of unsustainable growing conditions at these locations: (1) the left hand side is to deep
for photosynthesis—i.e. below the euphotic depth—and so does not support the living of symbiotic

corals; and (2) the right hand side is the beach and so the substratum is considered unsuitable for
coral growth.

Whether corals may thrive in turbid waters as suggested by the TRRH [Cacciapaglia and van Woe-
sik, 2016; Perry et al., 2012; Santodomingo et al., 2016]—as was previously contradicted [Kleypas
and Eakin, 2007, and references therein]—cannot yet fully be assessed with the developed model
framework. Nonetheless, the hypothesis that the damage due to bleaching is reduced when sediment
concentrations are higher is in line with results from the model; i.e. increasing the light-attenuation
coeflicient (LAC) [Storlazzi et al., 2015]. The aspect that an increased turbidity—i.e. LAC—reduces
the bleaching severity is presented in Figure 9.4 for a hypothetical reef.
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However, beside the LAC, other biophysical processes will also change due to the increased sedi-
ment concentration; e.g. the preferred morphology [Chappell, 1980; Fricke and Schuhmacher, 1983;
Sanders and Baron-Szabo, 2005; Stafford-Smith and Ormond, 1992], and the physiology [Anthony,
2000; Anthony and Fabricius, 2000; Anthony et al., 2007]. These aspects are not taken into account
in the assessment shown in Figure 9.4, nor in this study.

Why the reduction of light-intensity—due to greater depth or higher turbidity—decreases the sever-
ity of bleaching is still unclear. A possible reason might be found in the Oxidative Theory of Coral
Bleaching (see Sec. 2.4): as the light-intensity is less, the photosynthetic production is less as well.
Thereby, the production of reactive oxygen species (ROS) is also reduced and so the zooxanthel-
lae produce less toxins. Due to the lower concentrations of ROS, the coral is less stressed and less
zooxanthellae need to be expelled to lower the levels of ROS. Hence, there is less severe bleaching.



Chapter 10

Concluding remarks

The developed biophysical model framework (BMF) is able to make reliable predictions on the survival
of corals and coral reefs under the threats of climate change. Thereby, it contributes to the goal of
this study to contribute to the survival of corals in the following two ways:

1. The developed BMF enables the prediction of long-term coral development within the accuracy
of climate projections. As it gives more insight in the complex world of corals, it supports the
development of protection and recovery programs as the model enables the opportunity to test
these programs in advance.

2. The developed BMF highlights the most important knowledge gaps on corals and coral reefs.
As time is running out fast for corals if the status quo is maintained, these findings guide in the
allocation of the limited resources and time towards the low-hanging fruits in the undiscovered
world of coral reef biophysics.

This report finalises with some concluding remarks. The research questions—as defined in Sec-
tion 1.2—are answered in Section 10.1. Sections 10.2 and 10.3 address the recommendations follow-
ing from this research. As the BMF developed in this study is the first of its kind, it is inevitable that
further progress is needed. Section 10.2 focusses on the recommendations for experimental studies
to contribute to the limited amount of data; and Section 10.3 presents a set of recommendations on
improvements on the BMF.

10.1 Research questions

First the defined sub-questions are answered after which a conclusion is drawn based on the research
objective. The sub-questions are elaborately answered in the chapters dedicated to them (see Fig.
1.3, Sec. 1.5). This section provides brief, summarising answers to these questions:

1. What are the biological characteristics of corals?

Corals in the euphotic zone are highly dependent on the zooxanthellae they host; almost all the
energy the zooxanthellae produce goes to the coral host. The effectiveness and collaboration
between the coral and the zooxanthellae is influenced by environmental conditions.

The light conditions are important because of this symbiosis between corals and their zoox-
anthellae as light is key for photosynthesis. The energy production originating from the pho-
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tosynthesis is used for the construction of the calcareous skeleton. This process is called
light-enhanced calcification (LEC).

Furthermore, the thermal conditions determine the collaboration between the coral and the
zooxanthellae. When the temperature gets too high—i.e. above the thermal limit—the coral
ejaculates the zooxanthellae as they become poisonous to the coral. According the Oxidative
Theory of Coral Bleaching, this is due to the overproduction of reactive oxygen species (ROS)
by the zooxanthellae as a by-product of photosynthesis. The production of ROS during photo-
synthesis is common, and the coral and zooxanthellae have countermeasures. However, when
temperatures are above the thermal limit, these countermeasures are not enough to keep the
ROS below toxic levels.

. What are the components of the feedback loop between the coral and its environment?

The feedback loop between the coral—or coral-zooxanthellae symbiont—and its environment
includes three items: (1) the coral environment; (2) the coral physiology; and (3) the coral
morphology. The coral environment determines how the coral perceives the environmental
input. For this, the transition has to be made from the macro-environment to the micro-
environment. The coral physiology describes the response of the coral to this environmental
input. Its response determines the coral cover and coral growth. The coral morphology is the
important link that closes the feedback loop, which is nevertheless insufficiently studied. The
morphology translates the growth of corals to the structure it forms, which is an important
input factor for the coral environment; from macro- to micro-environment.

. What are the biophysical interactions between corals and their environment?

The biophysical interactions between the coral and its environment are complex and widespread.
The feedback from the coral—as part of a coral reef—to its environment is mainly via the
flow structure and pattern on and around a reef. The coral also highly influences its micro-
environment in multiple aspects; e.g. the thermal micro-environment. The environment largely
determines the growth rate of the coral, but also whether the coral bleaches or is dislodged.

The growth rate as well as the bleaching and dislodgement susceptibilities are highly inter-
twined with multiple environmental factors. For the growth rate—i.e. the calcification—the
light and thermal conditions are key for the photosynthesis, which is at the basis of the calci-
fication; so-called LEC.

The bleaching susceptibility is determined by the thermal conditions. Other environmental
factors determine the severity of bleaching, where especially a strong connection is found with
the light-intensity. Dislodgement susceptibility on the other hand is the combination of the flow
conditions and the morphological complexity of the coral colony. Again, other environmental
factors play a secondary role; e.g. the acidic conditions influence the density of the skeleton,
which is an important factor for the strength of the skeleton.

. What are the main biophysical interactions determining the coral development?

As is commonly agreed upon, the leading environmental aspect determining the survival of
corals is the temperature. This environmental factor largely determines whether the coral
bleaches, which is an important aspect in the survival of corals. On the other hand, also
the strength of the coral—beside the coral morphology and the hydrodynamic loading—is
of importance for the survival of the coral, and the reef as a whole. As the coral skeleton
becomes weaker—e.g. due to ocean acidification (0A) or reduced growth—the coral becomes
more susceptible to dislodgement. Once the coral is gone, recolonisation of the area takes a
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long period and highly depends on the health of the reef and nearby reefs for the supply of
coral larvae.

As the decay and recovery mechanisms are the dominant processes on the long-term develop-
ment of corals and coral reefs, these aspects largely determine the coral survival. The exact
calcification rate of the corals is of less importance and can easily be tuned to fit the data.
The correct prediction of damage—biochemical and mechanical—is key in making reliable
predictions on the survival of corals and coral reefs as a whole. Mispredicting this dam-
age substantially alters the modelled future perspectives of corals and coral reefs. Therefore,
the determination of the tipping point associated with both the biochemical and mechanical
damage—i.e. bleaching and dislodgement, respectively—is key in making long-term predic-
tions on the survival of coral reefs.

For convenience, the research objective is repeated here:
How can the biophysical interactions between corals and the environment be modelled?

The biophysical interactions between corals and the environment can be modelled by integrating
the biological responses of the coral-zooxanthellae symbiont—i.e. the coral physiology—with its
morphology and the environment. The feedback loop between the coral and its environment is
the core of the biophysical model framework (BMF). Even though not all interactions within this
feedback loop are included, a trustworthy framework is developed that offers the opportunity to be
extended by other processes.

Due to its linear basis, future developments in understanding the biophysical processes related to
corals can easily be added to the BMF. Despite this linear basis, it does not rule out the incorporation
of non-linear processes such as the thermal micro-environment, which is determined based on light,
flow and thermal conditions.

Finally, even though not all aspects are (fully) incorporated, the developed BMF gives insight in the
complex nature of the leading biophysics of corals and coral reefs. Because it is largely process-
based, it is widely applicable. Furthermore, the BMF is based on open-source software—Python and
Delft3D Flexible Mesh—and so can be used by everybody without financial constraints. As the core
is written in Python, the connection with other hydrodynamic models is also be possible as only the
connection for storm simulations are needed.

10.2 Data acquisition

As the biophysical model framework (BMF) developed in this study is the first of its kind, there
are multiple areas in which improvements can be made. The availability of more data on the coral
dynamics will result in better validation of the model. The results from this study are a good starting
point for the prioritisation of future research objectives. The sensitivity analysis performed in this
study (see Ch. 8) provides three main areas for future research:

Coral morphology The coral morphology—and especially its development—is mainly qualita-
tively addressed in the scientific literature [Chappell, 1980]. If addressed quantitatively, elabo-
rate models are used to assess the best-fitting morphology [Hoogenboom et al., 2008; Kaandorp
et al., 2011], which may take several hours to days to run [pers. comm. J.A. Kaandorp].

This component is essential in closing the feedback loop between the coral and its environment.
More research is required to define morphological relations to its environment. The use of
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model morphologies is another solution to fill up this knowledge gap (see Sec. 9.4). Future
research can identify its efficiency and representation of reality.

Therefore, it is recommended to study the morphological development of corals due to the
environmental conditions. In support of the suggested model morphologies (see Sec. 9.4),
research has to be done on the topic of natural selection; why are certain morphological traits
more beneficial than others under certain conditions.

Attachment strength The strength of the substratum is of substantial importance for the possible
dislodgement of corals. As the dislodgement of corals highly alters the future of corals, the
correctness of the strength is an important factor in making representative predictions. Herein,
also the coral morphology plays a crucial role because it determines the other side of the
dislodgement criterion (see Sec. 6.2). At the moment, there is a lot of spreading in the data
on this strength [Madin, 2005]. Further research is needed on this parameter. As suggested in
Section 9.4, the use of model morphologies can reduce the spreading found.

Coral recruitment The field of larval dispersion and recruitment in marine habitats is relatively
young and much is still unknown. Nonetheless, the importance of the recruitment of larvae
becomes more evident in recovery studies and is one of the key aspects of the deep reef refugia
hypothesis (DRRH). In this study, the coral recruitment is incorporated in a very basic manner,
partly due to knowledge gaps. The largest missing link in the coral recruitment dynamics is the
process of settlement; e.g. the conditions that are favourable and unfavourable for coral larval
settlement. Therefore, further research on the recruitment dynamics of corals is recommended
with a special focus on the processes associated with the settlement of coral larvae.

10.3 Biophysical model framework improvements

Beside the fact that further research is needed to acquire more related data, the biophysical model
framework (BMF) itself can be improved as well by (1) assessing the best morphological represen-
tation; (2) including more essential processes, such as coral recruitment dynamics and sediment
dynamics; (3) switching from a deterministic approach—as used in this study—to a probabilistic
approach; and (4) improving the numerical and computational efficiency. These improvements are
further highlighted below.

Morphological representation Of the four main areas of improvement, the morphological repre-
sentation is the most essential. When the model morphologies—as presented in Section 9.4—
turn out to be a suitable morphological representation, spreading in biophysical parameters
found may reduce as they can be grouped to the various model morphologies. Therefore, the
use of model morphologies is most likely to contribute to improvements on the uncertainty in
biophysical parameters and processes.

Furthermore, it eliminates the need to define morphologies as function of the environmental
factors as it is based on natural selection. Therefore, correct descriptions on the responses
of the various model morphologies will result in the correct morphological distribution across
gradients. Moreover, the use of model morphologies also result in a better representation of
storm damage; as discussed in Section 9.4.

All in all, changing the morphological representation to model morphologies has great potential
to substantially improve the BMF: (1) a reduction in the spreading of physiological parameters;
(2) a process-based relation between coral morphology and the environment without the need
of extensive data acquisition on the morphological development; (3) a better representation
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of storm damage; and (4) a better representation of reality, as differences in morphology are
present unrelated to environmental gradients.

Biophysical processes Beside the four environmental factors that are included in this study, there
are two other environmental dependencies commonly studied: (1) nutrient availability [Atkin-
son and Bilger, 1992; Holcomb et al., 2012; Langdon and Atkinson, 2005]; and (2) sediment
concentration [Erftemeijer et al., 2012; Storlazzi et al., 2015]. The effects of these two factors
on the photosynthetic efficiency can easily be added to this framework. Even though some
studies have shown that there exist non-linear interactions between the nutrient availability
and the response of the coral to the aragonite saturation state [Holcomb et al., 2012; Langdon
and Atkinson, 2005]. This non-linearity would possibly result in reformulating the aragonite
dependency.

Furthermore, the sediment concentration is believed to impact the coral morphology as well
[Chappell, 1980], and so the coral morphology plays a substantial role in the physiology when
sediment concentrations are added to the BMF [Fricke and Schuhmacher, 1983; Sanders and
Baron-Szabo, 2005; Stafford-Smith and Ormond, 1992].

Next, the acidity of the water is taken into account via the aragonite saturation state in which
the effect of coral growth on the pH is not incorporated [Allemand et al., 2004; Goreau, 1959;
Jokiel, 2011b]. Future research must clarify the significance of the acidic micro-environment
on the coral growth. As there is a high sensitivity of the aragonite saturation state to the
acidity, this might result in better predictions under changing acidic conditions such as ocean
acidification (0A).

Last but not least, the recruitment of coral larvae is included in a simplified manner (see Sec.
6.3), while more elaborate processes determine the fate of the coral larvae [Connolly and Baird,
2010; Cowen et al., 2006; Guest et al., 2005; Tay et al., 2011]. In Appendix F, an extensive
recommendation is presented on how the full recruitment dynamics can be included in the
developed BMF. This recommendation is not fully functional as certain parts of it are in need
of more research to correctly represent the dynamics. Especially the probability of settlement
of the larvae requires more attention. The added value of more elaborate recruitment dynamics
incorporated in the BMF gives rise to better predictions of the recovery of a reef after a damaging
event. It also provides the ability to assess possible recovery programs to help reefs regenerate
after substantial damage; be it biochemical and/or mechanical.

Probabilistic approach The BMF developed in this study has a deterministic approach, while in
nature a probabilistic approach is commonly more suitable [Denny, 2017]. As the values of
all the parameters are varying and the responses of the organisms is typically non-linear, the
physiological response under average conditions is typically different from the average response
over a range of conditions [Jensen, 1906; Denny, 2017]. This is often called “the fallacy of the
average”, or “Jensen’s inequality” [Jensen, 1906; Denny, 2017].

Furthermore, a probabilistic approach presents the outcomes as probabilities, which is more
suitable to use in decision-making [Uusitalo et al., 2015; Moe et al., 2016]. Especially as
biological processes have a varying nature, a deterministic approach does not cover the full
picture [Uusitalo et al., 2015]. It is therefore increasingly used in for example environmental
modelling [Aguilera et al., 2011, and references therein]; and modelling studies on ecosystem
services [Landuyt et al., 2013, and references therein]. Such assessments aid in developing
protection and recovering programs.
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Therefore, extending the developed BMF towards a probabilistic nature enhances its use for
decision-making in which risk assessments are key. This supports the development of protection
and recovering programs with process-based model assessments.

There is, however, a large downside to the modification towards a probabilistic approach. This
is the computational efficiency of the BMF. The deterministic BMF is able to predict with
sufficient accuracy hundreds years into the future in the order of hours. The simulation time
increases substantially when a probabilistic approach is used.

Numerical and computational efficiency Some biophysical processes require solving (partial)
differential equations for which unconditionally stable numerical schemes are desired due to
the varying input; especially for the population dynamics for which also a lower and upper
limit are defined (see App. A.5). As the aim of this study was to develop a BMF, the focus
has not been on the best fitting numerical schemes and their efficiency. In all cases, first
order numerical schemes are used and so the accuracy is in the order of the spatial- and time-
steps; O(Az, Ay; At). This leaves room for improvements on both the numerical efficiency
and accuracy.

Because aforementioned model improvements result in a higher computational effort, the ex-
ploration of acceleration of the BMF is recommended as well to keep the BMF computational
valuable. As the computational time is mainly determined by the hydrodynamic model—if
the micro-environments are not included, as suggested (see Sec. 9.3)—accelerating this part
results in the largest returns. Furthermore, the applicability of a coral growth acceleration fac-
tor—in line with the morphological acceleration factor [Lesser et al., 2004; Roelvink, 2006]—is
not assessed in this study, but only briefly addressed in Section 3.2. This coral growth ac-
celeration factor shows great potential as the morphological acceleration factor has proven to
substantially improve the model efficiency in morphodynamic modelling [Ranasinghe et al.,
2011]. Therefore, the benefits and costs of such a coral growth acceleration factor have to be
determined; especially when the hydrodynamics cannot be reduced to the extent as in this
study—e.g. due to the inclusion of sediment loads.

Due to the many non-linear relations associated with the coral physiology, the leading assump-
tion of linearity at the basis of the morphological acceleration factor will be the bottleneck.
On the other hand, the changes due to the growth are small and so the non-linearities ap-
proximate linearities. This delicate balance needs further research as is done for the use of the
morphological acceleration factor in morphodynamics.
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Glossary

Acceleration factor A factor that accommodates the
gap between different time-scales by multiplying the
effects of the slower process with a predefined factor.
This results in a reduction of the computational time
of the model in which both processes are included.

Acclimatisation The phenotypic changes in the physiol-
ogy and morphology of corals due to naturally chang-
ing conditions in which the genotype does not play a
role [Edmunds and Gates, 2008]. In this study, this
means that the coral acclimatise to the environmental
conditions as it is “getting more used to” the changed
environment.

Aragonite A synonym for calcium carbonate (CaCOs3)
often used in relation to corals (see Calcium carbon-
ate).

Bicarbonate One of the main building blocks for the
calcification process as well as photosynthesis in corals;
denoted as HCO3~ (see Dissolved inorganic carbon).

Bioerosion The breakdown of biomass (e.g. corals) in
a biological manner; e.g. due to algae, fungi, bacteria
and/or fish.

Biophysical model framework A model (framework)
in which both biological and physical processes are
combined and interact with each other. Where in bi-
ological models the physics are considered as enforced
input—and vice versa—in a biophysical model, these
two types of models are coupled and give feedback to
each other.

Calcium carbonate The calcareous material of which
hermatypic corals are made; denoted as CaCOs.

Canopy-Flow Theory The Canopy-Flow Theory de-
scribes the flow within a submerged canopy relative to
the flow unaffected by the canopy—higher in the wa-
ter column—as a balance of (1) the horizontal pressure
gradient; (2) the shear stresses; (3) the form drag; and
(4) the inertial force. This theory assumes the vege-
tation to be represented by constraints in the moving
fluid, such as cylinders [Lowe et al., 2005a, 2008].

Carbon dioxide One of the most pronounced greenhouse
gasses, which is a source for photosynthesis; denoted as
COz2 (see Dissolved inorganic carbon).

Carbonate In chemistry often referred to as the salt of
carbonic acid (H2CO3), and forms in combination with
calcium-ions the substance for coral’s skeletons, namely

aragonite, or calcium carbonate (CaCO3s); denoted as
CO32~ (see Dissolved inorganic carbon).

Carbonic acid An inorganic carbon, also known as di-
hydrogen carbonate or hydrogen bicarbonate and chem-
ically indistinguishable from dissolved carbon dioxide
(CO2); denoted as HoCO3 (see Dissolved inorganic car-
bon).

Climate change Changes in climate thought of to be
enhanced by human activities, such as global warming
and increased concentrations of carbon dioxide in the
atmosphere due to burning of fossil fuels. This study
focuses on the aspects of sea-level rise (SLR), global
warming, increasing storm frequency, and ocean acidi-
fication (0A) (see Sea-level rise, Global warming, Ocean
acidification).

Colony shape factor Dimensionless number describing
the morphology (i.e. shape) of the coral colony. It is
an indication of how top-heavy the morphology is, and
a higher value is more easily dislodged. When its value
exceeds a threshold, the coral colony is dislodged. This
threshold relates the strength to the forcing; the so-
called dislodgement mechanical threshold (DMT) (see
Dislodgement mechanical threshold).

Coloured dissolved organic matter The optically
measurable component of dissolved organic matter is
called the coloured dissolved organic matter. With or-
ganic matter, carbon-based compounds are meant that
come from the remains of organisms; e.g. plants.

Coral bleaching The biochemical process of corals dy-
ing due to thermal stresses. The symbiosis between the
coral and the photosynthetic organisms—i.e. the zoox-
anthellae—they host is disturbed during such thermal
stresses. At first, the coral turns pale as it is expelling
its zooxanthellae. When the thermal stresses persist,
the coral moves on to a bleached state, which leads
to death if the stresses remain. The name ‘bleaching’
comes from the fact that the coral loses its pigment
when it expels the zooxanthellae; the white calcareous
skeleton is exposed.

Coral dislodgement The mechanical process of corals
dying due to mechanical stresses. The whole coral
colony is removed at once due to hydrodynamic
stresses, which are often related to a storm event. Dis-
lodgement of the whole coral colony is often the leading
mechanism of storm damage—over coral breakage—
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because the coral skeleton is in general stronger than
the substratum.

Coral growth acceleration factor The acceleration
factor that amplifies the coral growth with respect to
the hydrodynamics and physiology (see Acceleration
factor).

D-FLOW Hydrodynamic model in which the flow is de-
termined [Deltares, 2019a,b]. It is part of Delft3D Flex-
ible Mesh (see Delft3D Flexible Mesh).

D-WAVES Hydrodynamic model in which the waves
are determined, based on SWAN [Booij et al., 1999;
Deltares, 2019c¢]. It is part of Delft3D Flexible Mesh
(see Delft3D Flexible Mesh and SWAN).

Deep reef refugia hypothesis The hypothesis that un-
der the face of climate change, deep reefs can function
as refugia for shallow reefs. Deep reefs are defined as
coral reefs between 30 metres of depth and the euphotic
depth; shallow reefs are coral reefs with a depth less
than 30 metres. The deep reefs are considered as pos-
sible refugia due to the reduced damage by bleaching
as well as storms. [Bongaerts et al., 2010; Glynn, 1996]
(see Euphotic depth).

Degree heating week A method in describing the onset
of bleaching as used by the NOAA Coral Reef Watch
program [Eakin et al., 2008; Liu et al., 2003]. One
degree heating week is defined as that the tempera-
ture of the water is one week one degree Celsius higher
than the maximum monthly mean; and has the unit of
°C —wk. 2°C' —wk means two weeks of one degree Cel-
sius above the maximum monthly mean; or one week
of two degrees Celsius above the maximum monthly
mean.

Delft3D Flexible Mesh Hydrodynamic model devel-
oped by Deltares [2019a,b,c]. More details on Delft3D
Flexible Mesh are presented in Appendix B.

Diffusion boundary layer The boundary layer over
which the transport is solely based on diffusion due
to the increased relevance of the viscosity.

Dislodgement mechanical threshold Dimensionless
number on the strength (resistance) and the hydrody-
namic forcing (load) on a coral colony; defined as the
resistance over the load. When its value falls below a
critical value, the coral colony is dislodged. This criti-
cal value is based on the shape of the coral colony; the
so-called colony shape factor (csr) (see Colony shape
factor).

Dissolved inorganic carbon The summation of all in-
organic carbon dissolved in water; thus the sum of
the concentrations of carbon dioxide (COz2), carbonic
acid (H2CO3), bicarbonate (HCO37™), and carbonate
(C032*) in water. These inorganic carbons are used
as a source for photosynthesis.

Energy Flux Method Reduction of the wave climate by
subdividing in representative wave cases. This subdi-
vision is based on a predefined number of wave classes.
Every wave class is defined such that they all contain
the same amount of cumulative wave energy flux. The
representative wave case is given as the wave height,
wave period and wave direction of the mean wave en-
ergy flux per wave class (see Input reduction).

Energy Flux with Extreme Wave Conditions
Method Reduction of the wave climate by subdivid-
ing in representative wave cases. This subdivision is
based on a predefined number of wave classes. Ev-
ery wave class is defined such that they all contain the
same amount of cumulative wave energy, except one
wave class per directional bin. This wave class con-
tains the twelve data points within the directional bin
with the highest wave energy flux and form a sepa-
rate wave class. This wave class represents an extreme
wave class. The representative wave case is given as
the wave height, wave period and wave direction of
the main wave energy flux per wave class. Thereby,
this method highly corresponds with the Energy Flux
Method (EFM), with the addition of the extreme wave
class per directional bin (see Energy Flux Method, In-
put reduction).

Euphotic depth The depth until which the euphotic
zone reaches; i.e. the borderline of the euphotic zone
(see Euphotic zone).

Euphotic zone The zone of the water column that is ex-
posed to sunlight, where a light-intensity of 1% relative
to the surface intensity is the lower boundary; i.e. the
euphotic depth. Outside the euphotic zone, photosyn-
thesis is not profitable.

Fixed Bins Method Reduction of the wave climate by
subdividing in representative wave cases. This subdivi-
sion is based on a predefined directional bin and a pre-
defined number of bins over the wave height. The rep-
resentative wave case is given as the mean wave height,
wave period and wave direction per wave class (see In-
put reduction).

Genetic adaptation Evolutionary adaptation to a
changing climate by changing the genetic composition
via offspring [Edmunds and Gates, 2008].

Global warming Worldwide temperature rise due to
higher concentrations of atmospheric carbon dioxide
(CO2) and other greenhouse gasses. Global warming
affects the climate and also results in sea-level rise (see
Climate change and Sea-level rise).

Hermatypic coral Kind of coral that deposits calcare-
ous material to construct its skeleton, thereby forming
the stony framework of a reef.

Input reduction Methods to reduce the computational
time of a model by reducing the amount of input.

Light-attenuation coefficient The coefficient describ-
ing the attenuation of light when it passes the water col-
umn. The light-attenuation coefficient is mainly based
on salinity, suspended particulate matter, and coloured
dissolved organic matter. This factor can be deter-
mined based on two methods: (1) using a Secchi disk
[Idso and Gilbert, 1974; Poole and Atkins, 1929]; or
(2) using remote-sensing data [e.g. Freitas et al., 2019;
Kratzer et al., 2003; Zheng and DiGiacomo, 2017].

Light-enhanced calcification Coral calcification due to
the energy surplus produced by zooxanthellae via pho-
tosynthesis, which needs the energy of the light to pro-
duce the energy surpluses.
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Mean sea level The average sea level when fluctuations
due to wind-waves and tidal waves are averaged over
time.

Model reduction Methods to reduce the computational
time of a model by (1) reducing the amount of pro-
cesses, scales and/or dimensions; and/or (2) simplify-
ing the processes included in the model.

Morphological acceleration factor The acceleration
factor that amplifies the morphological development
with respect to the hydrodynamics (see Acceleration
factor).

Morphology The structure and form of a living organ-
ism. Translated to the topic of this study, the mor-
phology indicates the structure and form of the coral
colony. This should not be mistaken with the com-
monly used term morphology in the study of morpho-
dynamics, which indicates the structure and form of the
(sand/mud) bed. In this study, the term morphology
is related to the structure of the coral colony; unless
explicitly stated otherwise.

Ocean acidification Acidification of the oceans due
to higher concentrations of dissolved carbon dioxide
(CO2). Thereby, it results in changes in the oceanic
carbon budget and thus the composition of dissolved
inorganic carbon (DIC). Ocean acidification is related
to the more general trend of climate change (see Cli-
mate change, Carbon dioxide, Dissolved inorganic car-
bon).

Oxidative Theory of Coral Bleaching The theory
states that coral bleaching is caused by the expel of
zooxanthellae due to overproduction of oxygen, and
thereby reactive oxygen species as well. By expelling
the zooxanthellae form the coral tissue, the source of
the reactive oxygen species is removed and so the con-
centration of reactive oxygen species drops as well.
Nevertheless, by expelling the zooxanthellae, the sym-
biosis is disrupted and the coral will die when these dis-
ruptive environmental conditions will remain for longer
periods of time. [Lesser, 2006; Nielsen et al., 2018].

Oxygen The source of life for many, but a waste product
for corals and to much can lead to toxic levels, which
is commonly thought to be the driving mechanism be-
hind bleaching; denoted as Oz (see: Oxidative Theory
of Coral Bleaching).

Phenotypic plasticity Changes in the phenotype of the
lifetime of the coral due to changing environmental con-
ditions [Todd, 2008]. The degree of phenotypic plastic-
ity is species dependent [Edmunds and Gates, 2008].
Translated to this study: due to phenotypic plasticity,
the coral changes its morphology over its lifetime due
to the environmental conditions.

Photo-acclimatisation Acclimatisation to changing
light-conditions (see: Acclimatisation).

Photosynthate Energy-rich product of the photosynthe-
sis, also commonly known as sugars; often denoted as
CH2O.

Photosynthesis-irradiance curve The photosynthetic
production rate as function of the incoming irradiance
(i.e. light-intensity) is described as a photosynthesis-

irradiance curve. This curve has the shape of a tangent-
hyperbolic, giving rise to a maximum photosynthesis.

Photosynthetically active radiation The part of the
solar radiation spectrum that drives the process of pho-
tosynthesis, which is given by the visible range of the
light spectrum: wavelengths of 400 — 700 nm.

Physiology The biological processes of a living organ-
ism. Translated to the topic of this study, the physi-
ology indicates the biological processes associated with
the coral development; e.g. the photosynthesis of the
zooxanthellae and the calcification of the coral animal.
Note that in this study, the physiology of the coral in-
cludes both the coral animal and the photosynthetic
organisms it hosts; i.e. its zooxanthellae. Thereby,
with coral physiology the biological processes associ-
ated with the coral-zooxanthellae symbiont are meant.

Porous Media Theory The Porous Media Theory de-
scribes the flow within a submerged canopy relative to
the flow unaffected by the canopy—higher in the wa-
ter column—as a balance of (1) the horizontal pressure
gradient; (2) the laminar resisting force; (3) the form
drag; and (4) the inertial force. The laminar resisting
force and the form drag in this theory follow the Forch-
heimer equation. This theory assumes the vegetation
to be represented by a certain porosity [Gu and Wang,
1991; Lowe et al., 2008].

Reactive oxygen species As a by-product of photosyn-
thesis, reactive oxygen species are produced as well.
These chemicals are toxic for the cells of the zooxan-
thellae and reduce the photosynthesis. At low concen-
trations, the organism produces enough defences (e.g.
superoxide dismutase) to counteract the toxicity and
keep it below critical levels. When concentration get
too high for any reason, reactive oxygen species will
damage the lipids, proteins, and even DNA of the cell.
There are four reactive oxygen species: (1) singlet oxy-
gen, 'O2; (2) superoxide radicals, O2*~; (3) hydro-
gen peroxide, H2O2; and (4) hydroxyl radical, HO®.
[Lesser, 2006].

Representative Concentration Pathway Projection
of the climate based on a possible anthropogenic emis-
sion scenario of greenhouse gasses used and described
by the IPCC [2014].

Root-mean-squared error The root mean squared
value of the error between model and data, where the
error is given by the difference between the modelled
value and the data point. The root mean squared
value of an array is calculated based on three steps:
(1) square all the numbers in the array; (2) sum the
squared values of the array; and (3) take the root of
this mean value first.

Sea surface temperature The temperature at the sur-
face of the water.

Sea-level rise Rising of the sea-level due to climate
change, which is due to a combination of factors: (1)
melting of the ice-caps; and (2) expansion of water due
to temperature increase. Both are driven by the world-
wide temperature rise (see Global warming, Climate
change).
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Suspended particulate matter Particles suspended
in the water column, mainly consisting of sediments,
which settle during calm conditions forming a layer of
silt at the bottom.

SWAN Hydrodynamic model in which the evolution of
short-crested wind-generated waves is simulated; Sim-
ulating WAves Nearshore [Booij et al., 1999]. This
model is used in Delft3D Flexible Mesh via the wave
module D-WAVES (see Delft3D Flexible Mesh and D-
WAVES).

Symbiont Organism that is part of a symbiosis. The
coral-zooxanthellae symbiont is the combination of the
coral and zooxanthellae that live in mutualistic sym-
biosis (see Symbiosis, Zooxanthellae).

Symbiosis The close and long-term interaction between
two or more organisms. There are different types of
symbiosis: mutualistic, commensalistic and parasitic.
In mutualistic symbiosis, all parties benefit from the
collaboration; in commensalistic symbiosis, one party
benefits and the other neither benefits, nor is harmed;
and in parasitic symbiosis, one party benefits but by
doing so harms the other party. The symbiosis be-
tween corals and their zooxanthellae is a mutualistic
symbiosis (see Zooxanthellae).

Thermal boundary layer The boundary layer over
which temperature is transported via conduction,
whereas convection is limited by the viscosity.

Thermal-acclimatisation Acclimatisation to changing
temperatures (see Acclimatisation).

Time-scale compression Compression of an input
time-series with a constant—or varying—factor to re-
duce computational time. This compression includes
all forcing time-series except the tidal forcing, which
would result in unrealistic tidal flow velocities.

Turbid reef refugia hypothesis The hypothesis that
under the face of climate change, turbid reefs can func-
tion as refugia. Turbid reefs are considered as possible
refugia due to the reduced damage due to bleaching.
[Cacciapaglia and van Woesik, 2015].

Velocity boundary layer The boundary layer in which
the kinematic viscosity is significant and enhances
shear stresses is the flow.

Wave-attenuation coefficient The coefficient describ-
ing the attenuation of flow due to the presence of ob-
stacles in the water column, such as corals. The wave-
attenuation coefficient depends on the characteristics
of the forcing—i.e. the flow—and the geometric prop-
erties of the canopy [Lowe et al., 2005a, 2008].

Zooxanthellae Zooxanthellae are single-celled, photo-
synthetic organisms, which contain chlorophyll a and
chlorophyll ¢, as well as other pigments. These organ-
isms live in symbiosis with corals and other marine life.
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Appendix A

Model description

This appendix is about the translation of the natural processes—as discussed extensively in Chapters 4
to 6—into a model for which numerical approaches are used. Thereby, it goes more into detail compared to
the discussed model approach in Chapter 3. The common thread of the appendix is visualised in Figure A.1,
which is a compressed version of Figure 3.1. This appendix follows the boxes as presented in Figure A.1 and
thereby goes through the feedback loop step-by-step. The boxes “water temperature” and “acidity” are not
discussed as they represent only forcings to the system, and thereby not considered as part of the feedback
loop.

The biophysical model framework (BMF) constructed for this study does not incorporate a full elaboration
on the hydrodynamics for which good-working models already exist. Nevertheless, a brief discussion on the
modifications associated with the presence of a canopy is included; as discussed in Section 4.1.2.

| |

’ hydrodynamics ‘ ’ water temperature ‘ ’ light ‘ ’ acidity

’ coral temperature ‘

T
.
’ photosynthesis ‘
T
1
population states ‘
T
’ calcification ‘

{ coral growth ‘

Figure A.1: Design of the biophysical model framework. The blue-shaded section indicates the envi-
ronment of the corals; the green-shaded section indicates the physiology of corals; and the red-shaded section
indicates the morphology of corals. The water temperature and the acidity are written in italics as they are not
part of the feedback loop.

116
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Every section discusses one of the boxes as presented in Figure A.1 in which three sets of parameters are
given: (1) the forced input parameters; (2) the dynamically included input parameters; and (3) the output
parameters. All parameters are not shown in Figure A.1 for clarity. The three coloured areas indicate the
three main processes consisting of (1) the environment of the coral (blue); (2) the physiology of the coral
(green); and (3) the morphology of the coral (red). The time-step starts at the environment—i.e. the blue
area—from which the physiological response is determined. This results in changes in the morphology to
close the cycle.

The notation used for the descriptions of the formulae as numerical input are subscripts for the spatial
indication; and a superscript for the temporal indication. The x, y-coordinates are given by spatial steps in
(4,7), where one spatial step is defined as Az and Ay, respectively. The discretisation of the z-coordinate is
not taken into account as it is a depth-averaged approach. However, the layers associated with the canopy
are included and denoted by the letter k in which k = 1 is the top layer of the canopy and k£ = 2 the bottom
layer. This notation is only necessary in case of the in-canopy flow structure.

The time-step is indicated by the letter n, and one time-step is defined as At. In case the time-notation
includes an asterisk—i.e. n*—it indicates that the time dependent parameters remains constant throughout
the year; hence is updated annually (At* =1 yr).

All numerical notations are placed within brackets to distinguish from algebraic operators; e.g. X ((Ln;;l) is the
parameter X at (z,y; t+At). For clarity, the absence of the numerical notation indicates the spatially and/or
temporally independence of that parameter. The numerical notation is also left out when all parameters are
within the same spatial- and/or time-step.

The structure of this appendix follows the flowchart as presented in Figure A.1 and starts with the modelling
approach of the light-intensity as captured by the coral based on the solar radiation reaching the coral and
the effects of its morphology on the representative light-intensity (App. A.1). Next, the effects of the
morphology on the forced hydrodynamic conditions are presented (App. A.2) in which the flow structure
and the thickness of the thermal boundary layer (TBL) are determined. This includes the solution to the
Canopy-Flow Theory (App. A.2.1); and the iterative process in determining the drag coefficient (App.
A.2.2). Thereafter, the temperature at the coral’s tissue is discussed (App. A.3).

Based on the light, flow and thermal conditions, the rate of photosynthesis is determined (App. A.4). From
thereon, the well-being of the corals are viewed (App. A.5)—i.e. the population dynamics—in which the
effects of bleaching and dislodgement are included. Based on the aforementioned, the end result of the
physiological response of the corals is determined (App. A.6); i.e. the calcification rate. This calcification
rate results in the growth of corals in which the light and flow conditions play an important role in the
resulting morphology of the corals (App. A.7), where also the impact of storms is included. Hereby, the
feedback loop is closed.

A.1 Light

As clearly visible in Figure A.1, the representative light-intensity is of substantial importance for further
steps in the process. The input consists of the morphological dimensions, the water depth, the incoming
solar radiation, and the light-attenuation coefficient (LAC) for photosynthetically active radiation (PAR). As
output, there is only the biomass-averaged light-intensity. All is visualised in Figure A.2.
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Figure A.2: Detailed visualisation of the in- and output parameters for the box ‘light’ as presented
in Figure A.1. L. is the vector containing the morphological dimensions, L. = [dc hc be te ac]; h the water
depth; Ip the incoming light-intensity; Ky the LAC for PAR; and () the representative light-intensity.

The representative light-intensity is determined as given by Equation (4.6). This expression includes the
integral of an exponential function, and rewritten in solely in- and output parameters gives:
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A.2 Hydrodynamics

This section elaborates on the numerical approaches for solving the effects of the coral canopy as discussed in
Section 4.1.2. A brief elaboration on the hydrodynamic model incorporated in determining the wave length,
wave set-up, the wave-induced flow, etc. is given in Appendix B. This section focusses on the effects of the
resulting hydrodynamics on the canopy flow structure.

The input of this box consists of the morphological dimensions of the coral, the water depth, the wave
characteristics, and the flow characteristics. The wave and flow characteristics are determined using the just-
mentioned hydrodynamic model. The output parameters are the thickness of the TBL and the magnitude
of the in-canopy flow. Note that the thickness of the TBL is based on the in-canopy flow as well. All
the hydrodynamic computations are performed using the morphology of the previous time-step and the
hydrodynamic loads of the current time-step; as a new time-step is started after the coral growth is updated.

The determination of the in-canopy flow includes solving the differential equation associated with the
Canopy-Flow Theory (CFT), and going through the iterative process of determining the drag coefficient.
First, the method used in solving the CFT is discussed in Appendix A.2.1 after which the iterative cycle for
the drag coefficient is highlighted in Appendix A.2.2. Finally, the determination of the thickness of the TBL
is covered (App. A.2.3).
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Figure A.3: Detailed visualisation of the in- and output parameters for the box ‘hydrodynamics’
as presented in Figure A.1. L. is the vector containing the characteristic length-scales of the coral structure,
L. = [de he be te ac]; h the water depth; T, the peak wave-period; Hs the significant wave height; a; the
tidal range; w¢ the tidal frequency; Cy the friction coefficient; Cs the Smagorinsky coefficient; C, the inertia
coefficient; rs+ the wall coordinate of the velocity boundary layer (VBL); v the kinematic viscosity of water; o the
thermal dlffuswlty, 0¢ the thickness of the thermal boundary layer (TBL); and |ul2®*| and |ucm| the magnitude
of the maximum bulk and in-canopy flow, respectively.

A.2.1 In-canopy flow

This section elaborates on the numerical implementation of the solution of the partial differential equation,
which is derived in Appendix E.3. The solution of the multi-layer canopy (see Eq. E.33) is rewritten so it
holds for a two-layer canopy in which the bottom shear stress is assumed to be zero as well as the shear
stress at the top of the canopy:

fi=i (=)= g (1= Bl (1= 5 = |8 = ol (B = ) ) + 3 1 B Au+ 725208 (A3w)
fa=i (= 1) = o 1B = 5ol (51 = o) + 5 £ ol o i 252 5 (A.3D)

This set of equations has to be solved iteratively in which both the solutions to Equations (A.3a) and (A.3b)
separately are calculated by an iterative method as well. For this, built-in functions exist. As Equa-
tions (A.3a) and (A.3b) are complex valued functions, the Newton-Raphson method is used. This function
is part of the package scipy.optimize in Python. However, for this solver to work, the derivatives of both
functions are needed (see App. E.3.3). This results in the following expressions of these derivatives for the
two-layer canopy:
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To save computational time, the CFT is not incorporated during the modelling of waves and thus these
processes are decoupled. Nevertheless, the effects of the presence of waves on the wave-attenuation coefficient
(WAC) is substantial [Lowe et al., 2005a] and thus cannot be neglected.

IMore information on the function: https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.
newton.html (retrieved January 23, 2020).


https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.newton.html
https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.newton.html
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A.2.2 Drag coefficient

This section presents the iterative process on the determination of the drag coefficient as introduced in
Section 4.1.2 (Fig. 4.4). The solution to the partial differential equation of the CFT as elaborated on in
Appendix A.2.1 is used in the iterations for the drag coefficient. For convenience, Figure 4.4 is extended
and presented in Figure A.5. The iteration step is indicated by the superscript (m), and the canopy layer is
indicated by the subscript k.

The iteration starts with the definition of characteristic parameters of the morphology—namely the A-
parameters (Egs. 4.16a and 4.16b) and the shear length-scales (Eq. 4.17a) for both canopy layers—and a
well-educated guess on the free above-canopy flow and the drag coefficients themself. From there, the drag
length-scales are calculated (Eq. A.7), which depend on their corresponding drag coefficient.

With the estimated above-canopy flow velocity, and the wave and morphological characteristics, the WAC is
determined (Eq. A.8). The porous in-canopy flow velocities are used to calculate the constricted in-canopy
flow velocities (Eq. A.10). With this flow velocity, the corresponding drag coefficient is determined (Eq.
A.12) via its Reynolds number (Eq. A.11). Convergence of the drag coefficients is checked, and when it
is not converged enough, both the drag coefficients and the above-canopy flow are updated. To accelerate
the conversion, the above-canopy flow is partly updated to reduce wiggles. This is accomplished by using a
weighted average.

This cycle continues until the drag coefficient is within a pre-defined margin of the previous value of the
drag coefficient; i.e. until the drag coefficient has converged sufficiently.

A.2.3 Thermal boundary layer

The thickness of the TBL can be readily calculated from Equations (4.31) to (4.33) in which the determined
in-canopy flow is used as input; note that the in-canopy flow is the combination of current- and wave-induced
in-canopy flows. Rewritten into one formulation gives:

riv «@ %
6= —2987 (= A5
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where only the in-canopy flow varies over time; and all other parameters remain constant throughout.

A.3 Coral temperature

The determination of the temperature at the coral tissue is a relatively short one, which depends on the
light-intensity, the thickness of the thermal boundary layer (TBL) and the ambient temperature; as presented
in Figure A.4. As output is the temperature of the coral, which determines the thermal response of the
photosynthesis.

| light \%U» @ ]1 Ko

Tw 1 ;
’ water temperature ‘>—:§‘ coral temperature }—»{ photosynthesis

’ hydrodynamics ‘i

Figure A.4: Detailed visualisation of the in- and output parameters for the box ‘coral temperature’
as presented in Figure A.1. (I.) is the coral surface-averaged light-intensity; d; the thickness of the TBL; Ty the
daily-averaged sea surface temperature (ssT); Ko the species related constant on the TBL; and T, the temperature
at the coral tissue.
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Figure A.5: Extensive scheme of the iterative process to determine the drag coefficient. Iteration-
step is denoted as (m), and all parameters without the iteration-step in the superscript are constant throughout
the iteration. The iteration process covers all canopy layers at the same time as is needed to systematically solve
the in-canopy flow (Step 2). The iterative process repeats until the drag coeflicients converge [modified from van

Rooijen et al., 2018].
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This step can be summarised into one formulation in which Equations (4.34) and (4.49) are combined:

6tap

Te =Ty
+ kKo

(1) (A.6)

In this formulation, the temperature of the ambient seawater is given by the daily-averaged ssT (T = SSTd),
which is not part of the feedback loop (see Fig. A.1). Furthermore, note that the light, thermal and flow
conditions vary over time, but are all in the same time-step in Equation (A.6).

A.4 Photosynthesis

The photosynthetic part places all the physiological responses together and includes the acclimatisation
of the corals. As clearly visible in Figure A.6, there are a lot of input parameters of which not all are
fully static; the incoming light-intensity (Io) is a forcing. This section starts with the elucidation of the
two acclimatisation responses: (1) photo-acclimatisation; and (2) thermal-acclimatisation (Secs. A.4.1 and
A.4.2, resp.). Thereafter, the photosynthetic response to the environment is presented in Appendix A.4.3.
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max

<Iz> E,, n/; Cspa P;mn’ Uer
| light ‘> l P(I,T)
| population states ‘
’ hydrodynamics ‘>—:§‘ photosynthesis P(I,T)
T 7 calcification ‘

‘ coral temperature ‘%

Figure A.6: Detailed visualisation of the in- and output parameters for the box ‘photosynthesis’
as presented in Figure A.1. (I.) the coral surface-averaged light-intensity; T. the temperature at the coral
tissue; |uem| the magnitude of the in-canopy flow; ¢ the acclimation exponent; Iy the light-intensity at the

surface water; I;*** and Pa¥ the maximum steady-state values of the saturation intensity and the maximum

photosynthetic rate, respectively; 8 and Bp the quasi steady-state constants of the saturation intensity and the
maximum photosynthetic rate, respectively; Eq the activation energy; n’ the acclimation period; Cs;, the species
constant; P™?™ the minimum photosynthetic flow dependency; ucr the critical flow velocity; and P(I,T,u) the
photosynthetic rate.

A.4.1 Photo-acclimation

The photo-acclimatisation is described by one differential equation (Eq. 4.40) for both the maximum pho-
tosynthetic rate and the saturation intensity. The general solution is given by:

XM = x5m 4 (X("fl) — XS(")) exp [—tAt] (A.15)

where X represents the maximum photosynthetic rate (Puax), or the saturation intensity (I;); and X the
quasi steady-state solution of X. This quasi steady-state solution is time-dependent as well, whereas it is
based on the incoming light-intensity and the coral surface-averaged light-intensity as given by:

X5 = xmax <<§Z>)ﬂx (A.16)



A. MODEL DESCRIPTION 123

A.4.2 Thermal-acclimation

The thermal-acclimatisation is based on a long sea surface temperature (SST) time-series of preferable at
least N* years.? If the time-series of sST data is shorter, the thermal characteristics are based on this shorter
time-series; for lack of better. Note that thereby corals acclimatise faster.

The limits of the thermal range are based on long-term statistics of the thermal environment, where for
the upper limit the annual maximum monthly mean is used; and for the lower limit the annual minimum
monthly mean [Donner, 2011]. The mean and standard deviation are taken from these monthly means:

N* . m — =V
min o =mN* En*: (mln {Tc }n* — min {TC } )
pr” = min {T."} (A.17a) omin "\ o y (A17b)

N —m ——N*
max | ———=myN* Do (max {TC }n* — max {TC } )
ui™ = max {T.7} (A170) g — - T (A.17d)

on which the limits of the thermal range are based:

T‘lo = ,u?in - Kvarg?in (AlS&) Tc,hi = Mrjr:'dx + Kvaro-?ax (A]-Sb)

min max

where p7™ and pr®* are respectively the mean of the minimum and maximum annual monthly means; K qr
is the thermal-acclimatisation coefficient with Kyqr = 2.45; and o™ and o7®* are the associating standard

deviations.

The sST time-series solely used for the thermal-acclimatisation must be corrected for the influence of the
thermal boundary layer (TBL); the SST time-series must be rewritten into a time-series of the coral tempera-
ture. The effects of the TBL are taken into account by representative values of the light, flow and morphology
parameters, and is taken constant over the pre-model period; i.e. n years before the start time of the model
run.

Due to the annual statistics needed for the computations on the thermal-acclimatisation, and the slow
changes in the limits of the thermal range, the effects of the thermal-acclimatisation are updated annually.
Furthermore, the time-scale associated with the thermal-acclimatisation is rounded to whole years due to
the use of annual statistics.

A.4.3 Photosynthetic rate

The photosynthetic rate consists of three mains terms: (1) the photosynthetic light dependency, which
changes due to the photo-acclimatisation; (2) photosynthetic the thermal dependency, which response is
characterised by the thermal-acclimatisation; and (3) the photosynthetic flow dependency. For convenience,
the presented formulation of the photosynthetic rate (Eq. 4.37) is repeated in this section:

P(LT,u) = P(I) P(T) P(s) (A.19)
(1) (2) (3)

where the aforementioned terms are numbered accordingly.

2The definition of N* is given in Equation (4.57) and is the number of years taken into account in the thermal-
acclimatisation; i.e. the number of years on which the thermal key parameters are based. In the main text, this
parameter is given as n, but for clarity is here substituted by N*.
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Photo dependency

The photosynthetic light dependency follows the shape of the photosynthesis-irradiance curve and can be
taken directly from Equation (4.42):

P(I) = Poax (tanh {@} — tanh [MD (A.20)

k Iy,
where the maximum photosynthetic rate and saturation intensity follow the formulations of the photo-
acclimatisation (see Eqgs. A.15 and A.16).

Thermal dependency

All thermal key parameters are updated annually as part of the thermal-acclimatisation. Thereby, the
adapted temperature response is given by:

(1 g (0 1) (A1) s (A7) 789 5 787 - L art)

fln) = . 1 B}
—max {1} T <1 - AT
(A.21)
and the thermal envelope by:
(n) _ E. (1 1 A.22
2 exp R (300 Tlggt*) ( . )

where the superscript (n*) indicates the annually updating of the parameter; and the specialisation term as
suggested by Evenhuis et al. [2015] is used:

specp(AT™)) = 4.10 % exp [—0.33 (AT<"*> ~10 [K])] (A.23)

Flow dependency
The photosynthetic flow dependency can readily be used from Equation (4.47):

P(u) = P + (1 - P;m“) tanh {a'uuciml] (A.24)

where the best fit through the data gives: (1) to the in-canopy flow PI™ = 0.689, and ue, ~ 0.172 ms™!;
and (2) to the bulk flow P = 0.689, and uc, = 0.517 ms™" (see Sec. 7.2.2).

A.5 Population states

The population states determine the well-being of the corals and translates the possible stresses into decay.
The main contributor to this step is the photosynthetic response in the absence of storms. Its output for
further steps consists solely of the healthy coral cover as presented in Figure A.7, but the distribution of
population states is of substantial importance for the determination of the population states in the next
time-step.

For the population dynamics, the set of partial differential equations as given in Chapter 5 has to be solved
(Egs. 5.1a to 5.1d) to which the addition originating from the coral dislodgement must be added (see Sec.
6.2). The inclusion of the effects due to dislodgement are binary: (1) nothing happens; or (2) all coral cover
is removed from the cell. For the population dynamics, this is represented as:

(A.25)

P 0 if DMT < CSF
© " ]solve Egs. 5.1a to 5.1d  if DMT > CSF
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Figure A.7: Detailed visualisation of the in- and output parameters for the box ‘population
states’ as presented in Figure A.1. [ul®*| is the maximum flow velocity; P(I,T,u) the representation of the
photosynthetic rate; Csp the species constant; rp the bleaching rate; ras the mortality rate; 7r the recovery
rate; rg the growth rate; and Py the healthy population.

where DMT is the dislodgement mechanical threshold (DMT); and C'SF the colony shape factor (CSF).

When the dislodgement criterion is not met, the partial differential equations associated with the population
dynamics have to be solved (see Egs. 5.1a to 5.1d). These formulae are repeated here in scalar-form for
convenience:

For Tio < T. < Th; (i.e. P(I,T,u)>0):

8@% —re P(I,T,u) Cyy (1 - %) Py + Lrn P(I,T,u) CupPr (A.26a)
OPr L
W =TR P(L T,u) (_ECS;DPRJFCSPPP) (A26b)
oP 8
aTP =rr P(I,T,u) (—CSPPP + C—SPPB> (A.26¢)
8PB _ 87‘R P(I,T,u) .
815 = Csp PB T'MCSPPB (A26d)
For T, < Ty, or T. > Th; (i.e. P(I,T,u) < 0):
86% —rp P(I,T,u) CsyPrr (A.27a)
a% — v P(I,T,u) CsyPr (A.27b)
) )
W =TB P(I,T,u) Csp (7PH7PR+§PP) (A.27C)
op
—&B =rp P(I,T,u) Cop (—5Pr + 1+ Pp) (A.27d)

where one has to keep in mind that the photosynthetic rate is negative for temperatures outside the thermal
range, and vice versa; i.e. P(I,T,u) > 0 for Tjo < T, < Ths, and P(I,T,u) < 0 for T, < T} or Te > Th;.

Because the population states describe the coral coverage per area, the solution of the population states
are bounded by limits for every population state and for the total population as well; i.e. 0 < P; < 1 and
0 < Pr < 1. Furthermore, the rates of change are time-dependent due to the dependence on the proxy
of the photosynthetic rate. Therefore, an unconditionally stable scheme is needed to ensure stability [Vuik
et al., 2015]. The simplest implicit scheme is used—the implicit Euler scheme—which is given by:

(n) _ p(n=1)

[ty - S — =~y (tns™) (A.28)

9y _
ot

Because the implicit Euler scheme is an implicit method, it results in a set of equations that has to be solved.
This is the largest disadvantage of implicit schemes. Fortunately, the set of differential equations are easily
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rewritten in an explicit form. In this process, the order of solving the explicit expressions does matter due
to their partial dependencies.

In the case of growth, the order is (1) bleached population; (2) pale population; (3) recovering population;
and (4) healthy population; i.e. from Eq. A.26d to Eq. A.26a. In the case of bleaching, the order is opposite;
i.e. Eq. A.27a to Eq. A.27d. Furthermore, the photosynthetic rate is determined before the computations
on the population states. Thereby, this parameter is known at the time-step under consideration and is
denoted as PS™ (at time-step t = t,).

During growth—i.e. the coral temperature is within its thermal range—the following explicit expressions of
the differential equations have to be solved in the following order:

1. Bleached population:

P("—l)
P = . ;S( ; (A.29a)
1+At< TRC +rM05p>
sp

2. Pale population:

e 8At rrPS™ .,
(n) PI(D i * Tcljp PI(S )

P = s A.29b
P T ¥ AL rnPSC,, (A.29b)

3. Recovering population:

P _ PV 4+ At rrPS™C, PG (A.290)
" 1+ 2 At rrPSM™Cy,

4. Healthy population:

NI/~ -
pgb) - w (A.29d)

in which

.o At raPS™Cy,
B K

b:lAterS(">C’sp<1 (S S

K
c=— (P + sat raPS™C, P
Note that the abc-rule is used for solving the healthy population due to the non-linearity of Equation (A.26a).

This non-linearity originates from the inclusion of the healthy population in the total population: Pr =
Py + Pr + Pp + Pp (see Sec. 5).

During a bleaching event—i.e. the coral temperature is outside its thermal range—the following explicit
expressions of the differential equations have to be solved in the following order:

1. Healthy population:

P(n—l)
P(n) — H
H T 1At rpPS™C,,

(A.30a)



A. MODEL DESCRIPTION 127

2. Recovering population:

(n) Py
P = A.30b
R =T ALrpPSTIC, (A.30D)
3. Pale population:

P PETY - AtraPS™C, (P + PY) A.30

v 1 - IAt rpPSMCy, (A.30c)
4. Bleached population:
Py — LAt rpPS™C., PLY
Pén) _ _B 2 B Pt P (A30d)

1-— iAt TBPS(">CSP

A.6 Calcification

This section elaborates on the calcification as a result of the photosynthesis, the population states, and
the acidity; shown in Figure A.8. The input parameters consist of the proxy of the photosynthetic rate,
the healthy coral cover and the aragonite saturation state as well as the characteristic parameters for the
aragonite saturation state, the growth constant, and the species constant. The output is the calcification
rate, which determines how much the coral will grow.

.. Qa go, Csp7 QOv Ra
’ acidity ‘%
P(I,T l :
‘ photosynthesis ‘>(—):§‘ calcification FL’{ coral growth
Py

‘ population states ‘%

Figure A.8: Detailed visualisation of the in- and output parameters for the box ‘calcification’ as
presented in Figure A.1.

The calculations concerning the calcification are rather straightforward, as there are no differential equations
or whatsoever involved. Therefore, the calcification rate is calculated by filling in the values of the parameters
into Equation (4.36), repeated here for convenience:

G =gc Csp Pu v(Q4) P(I,T,u) (A.31)

where the dependency on the aragonite saturation state is given by the Michaelis-Menten equation. This
formulation is repeated here for convenience as well:

Qo — Qo

Y(Q) = Ko + (D — Qo) (A-32)

in which the best fit of this curve through the data gives: Qo &~ 0.146, and kq =~ 0.662 (see Sec. 7.2.4).

The effects of the aragonite saturation state are not dynamically incorporated—as aforementioned—and the
aragonite is determined outside the model based on (1) changes in temperature and carbon dioxide (CO2)
concentrations; or (2) literature on predictions of future aragonite saturation states for various Representative
Concentration Pathways (RCPs). Whereat the latter is preferred as in these studies more aspects are included,
such as accurate predictions on ocean acidification (0A).
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A.7 Coral growth

This last section elaborates on the last set of calculations of a time-step and focusses on the morphological
development as function of the light- and flow conditions, and the calcification rate (see Fig. A.9). The
result is the description of the size and spacing of the cylinders; combined in one vector parameter denoted
as Lc = [de he be te acl.

I’f:nax’ 7’;—7 v, Cfa Pc
‘ <IZ> XFs Xpyus Xs,Iy Xs,u

| light ‘
. light \
‘ calcification ‘%’ coral growth
e hydrodynamics ‘
’ hydrodynamics ‘ | ::X|
um

Figure A.9: Detailed visualisation of the in- and output parameters for the box ‘coral growth’
as presented in Figure A.1. (I.) is the coral surface-averaged light-intensity; |ucm| the magnitude of the in-
canopy flow; @ the calcification rate; [;7'®* the maximum saturation intensity; r; the wall coordinate of the
thickness of the velocity boundary layer (VBL); v the kinematic viscosity of water; Cy the friction coefficient;
pe the density of the coral; and L. the vector containing the characteristic length-scales of the coral structure:
L. = [dc he be te ac].

For the coral growth, the partial differential equation as given in Section 4.3.2 has to be solved (Eq. 4.67)
to which the addition originating from the coral dislodgement must be added (see Sec. 6.2). The inclusion
of the effects due to dislodgement are binary: (1) nothing happens; or (2) all coral cover is removed from
the cell (see Sec. 6.2). For the coral growth, this is represented as:

(A.33)

o _ [0 if DMT < CSF
v £ AV™ i DMT > OSF

where DMT is the dislodgement mechanical threshold (DMT); and C'SF the colony shape factor (CSF) (see
Sec. 6.2).

The effect of the environment on the morphology is given by three ratios (see Sec. 3.3): rf, rp, and 7s.
These three ratios are also used in the determination of the changes of them over time due to changes of
environmental conditions. The rate of change of the morphology is given by the calcification rate (see Eq.
4.67). The discretisation of Equation (4.67) gives:

P07 =D LAy (00)

(n™) i,0pt
T = _ . (A.34)
‘/c(" —1) +AV'C(" )
in which
(n*—1)\2 e
AV, =7 .
¢ 2 pe At Z ¢

n=1

where V. is the coral volume; AV, the increase in volume due to calcification; p. the density of the coral’s
skeleton;® B, the coral biomass as given in Equation (A.2a); and r; op: the optimal morphological ratio i as
given by Equations (4.63a) to (4.63c).

3The density of the coral is assumed to be p. = 1,600 kg m~3.
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Next, the new coral dimensions are computed by using the new volumes for which simple geometry will do

the job:

de =@ AVe
TN wry (rp+72—13)

2
4‘/;;7'f

he = ¢ ——ML——
R )
b = 8 4Vcr12,
mry (1 +rp — 7‘12,)
¢ — 4Vcrj2cr12,

7r(1+rpfr12,)

1
Ae = — 3
Ts 7Trf rp +rp —rp)

(A.36a)

(A.36b)

(A.36¢)

(A.36d)

(A.36e)



Appendix B

Hydrodynamic model:
Delft3D Flexible Mesh

The hydrodynamic model is Delft3D Flexible Mesh (D3D-FM) from which the modules D-FLOW and D-WAVES
are used. This hydrodynamic model has an option to include the effects of vegetation [Deltares, 2019a,b].
This appendix presents the basic formulations of D-FLOW and D-WAVES, and the settings used in this
study (App. B.1). Thereafter, the online-coupling between the three components—D-FLOW, D-WAVES and
the biophysical model developed in this study—are presented in Appendix B.2. Finally, the design of the
hydrodynamic model as in this study is drawn in Appendix B.3.

B.1 Governing equations

This section is based on the user manuals and technical reference manuals of D-FLow [Deltares, 2019a,b]
and D-WAVES [Deltares, 2019c]|.

B.1.1 D-Flow

The water motion is described by the Navier-Stokes equations and the continuity equation, where the Navier-
Stokes equations are derived from the momentum balance equations in all three directions:

@-i— 8u+ 8u+ 8u*—1@+8 1/@ +ﬁ l/@ —l—2 l/@ + fuv+ F, (B.la)
ot oz oy | 0z  pox oz \ "ox) ay\ Toy) " 0z \"" oz ¢ ’
ov av Bv v B 1@ 0 ov 2 ov g ov _

5r Tugy T + W = p8y+3x (1/ >+ay< 8y>+ (V8z) fu+F, (B.1b)

87w+u87w+1]87w+ aw__l@_’_g v aﬂ _,'_ﬁ v 8710 +g v 871” _ +F (Blc)
at " Yor Ty TV T T o o \Mox ) Tay Moy ) "o\ ) I ‘

where u, v, w are the flow velocities in respectively x, y, z-direction; f is the Coriolis parameter; p the water
density; p the pressure; vy and vy respectively the horizontal and the vertical eddy viscosity coefficients; g
the gravitational acceleration; and M; the contributions due to external sources or sinks of momentum in
i-direction, e.g. Reynolds stresses and wave stresses.

The continuity equation for incompressible fluids—which water is assumed to be—is derived from the mass

balance:
ou  Ov Ow

mtayta: =0 (B.2)
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In the depth-averaged two-dimensional approach—as in this study—the vertical accelerations are neglected.
This reduces the vertical momentum equation (Eq. B.1c¢) to the hydrostatic pressure balance:

op
op _ B.3
5, = P9 (B.3)
For small density differences with respect to the absolute values—i.e. Ap < p—it does not affect the
horizontal momentum balance to assume a constant density; the so-called Boussinesq approximation. When
Reynolds averaging is applied, one gets the following set of equations:

o¢  Ohu = Ohv
— Jr _

ou _ou _O0u Fu

ot + Uoe + Uay = oh (B.4b)
ov  _0v  _0v F,

— — — == B.4
ot +u8m+v8y ph (B.4c)

where F'; is the forcing term in i-direction in which all forcing terms are combined: pressure gradient; bottom
friction; wave stresses; etc.

In this study, two types of boundary conditions are used: (1) water level boundary; and (2) Neumann
boundary. Therefore, only these two boundary types are highlighted here. Nevertheless, there are more
possible boundary types in D-FLoOw.

Water level boundary The water level boundary is used to simulate the tide. In this case, the water level
boundary in D-FLOW is the sum of the tidal constituents:

N
(= Gicos(wit — ¢) (B.5)
i=1

where ¢ is the water level elevation with respect to the reference level, here mean sea level; éz the
water level elevation of tidal component i; w; the angular frequency of component i; and ¢; the phase
of constituent i.

Neumann boundary The Neumann boundary condition specifies the water level gradient perpendicular
to the open boundary it is imposed on. This results in a flexible boundary condition through which
water is allowed to flow, and the water level moves freely along the boundary. The Neumann boundary
condition in this study is specified as: o

S =0 (B.6)

where n is the inward-positive normal vector.

B.1.2 D-Waves

In Delft3D Flexible Mesh (D3D-FM), D-WAVES is the wave module that is used to simulate the evolution
of short-crested wind-generated waves. This module makes use of SWAN—Simulating WAves Nearshore—
that is developed by Delft University of Technology [Booij et al., 1999]. This section briefly highlights the
governing equations of D-WAVES; i.e. SWAN.

In SWAN, the wave energy is translated to the wave action:

N= % (B.7)

where N is the wave action; E the wave energy; and w the wave frequency.
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The evolution of the wave spectrum is described by the spectral action balance in which the wave action is
conserved:

ON  OceN | OcyN  OceN  OcoN S

o " Tor T oy T ee T o
where ¢; is the propagation velocity in i-direction: x and y propagation in geographical space, o depth- and
current-induced shifting of the relative frequency, and 6 refraction due to depth and current variations; and
S is the source term in which the effects of generation, dissipation and non-linear wave-wave interactions
are included. The source term is the summation of all three contributors:

(B.8)

S = Sin (0,0) + Sas (0,0) + Sni (0,0) (B.9)
where S;, is the contribution of wind input; S4s the contribution due to wave dissipation; and S,; the

contribution due to non-linear wave-wave interactions.

The dissipation of waves consists of three different processes: (1) white-capping; (2) bottom friction; and
(3) depth-induced wave breaking. These contributions are also summed:

Sas (0’7 9) = Sds,w (0’, 9) + Sds,b (0‘, 9) + Sds,br (O’, (9) (B.lOa)
where Sgs,. represents the white-capping; Sgs,» the bottom friction; and Sgs,r the wave breaking. These
contributions are given by:

S (0,0) = 7r5%E(o—, 9) (B.10b)

where T' is the steepness dependent coefficient; k the wave number; and & and k the mean frequency and
wave number, respectively.

2

o
Sas,p (0,0) = —Chottom ———5——<FE (0,0 B.10
ds,b (0,0) bottom o in® (B (0,0) (B.10c)
where Chottom 1S a bottom friction coefficient.
_ Dtot
Sas,or (0,0) = ———FE(0,0) (B.10d)
Etot

where Dy, is the rate of dissipation of the total energy due to wave breaking, which heavily depends on the
breaking parameter that is defined as:

T=— (B.11)

where Hpax is the maximum wave height.

B.2 Online coupling

The coupling between D-FLOW and D-WAVES occurs within the Delft3D Flexible Mesh (D3D-FM) environ-
ment. Both modules write essential output to the communication file. The effects of waves on the flow are
included by adding the wave-induced forces to the horizontal momentum equations. These wave-induced
forces are based on the so-called radiation stresses:

0Szz  0Say
ox oy

where S;; are the radiation stresses.

_ 08y _ 95y

Fo=- dy oz

(B.12a) F, = (B.12b)

The online-coupling between the different modules—D-FLOW, D-WAVES and the biophysical model frame-
work (BMF) developed in this study—are made via a Python-script. For all packages and functions to work
correctly, a special environment is created in Python in which the following settings are used:
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— Python version 3.6.5

— NumPy version 1.14.3
— SciPy version 1.1.0

— NetCDF4 version 1.4.2
Matplotlib version 2.2.2
— BMI-Python

Other versions might result in errors and thus should not be used. For BMI-Python to work, the bmi.wrapper
package has to be downloaded! and installed. In some cases, the NetCDF4 package has to be downloaded?
and installed as well; if not done by default.

B.3 Hydrodynamic model design
B.3.1 Bathymetry

The design of the hydrodynamic model represents a fringing reef, which is uniform in the alongshore direction.
The bathymetry of the D-FLOW domain is extended and used in the full D-WAVES domain, which is much
larger. The domain of D-WAVES is much wider to limit the influence of the boundaries in the region of
interest; because the waves have a spreading, the waves flattens at the boundaries of the domain. There are
two solutions to counteract this problem: (1) impose the same boundary conditions at these boundaries as
at the boundary at open sea; and (2) make the domain of D-WAVEs sufficiently wide that this effect dampens
out in the region of interest.

Due to the shallowness of the reef flat, the boundary conditions could not be added to all boundaries of
the domain as this would result in instabilities during storm events. Therefore, the domain of the D-WAVES
must be widened sufficiently to reduce the effect of the boundaries to a minimum.

Inside the region of interest—i.e. the domain of D-FLOW—nine observation stations are placed at equal
distance in the centre (see Fig. B.1).

B.3.2 Boundary conditions

The boundary conditions are specified by three types: (1) the tide via fluctuations in the water level in
D-FLow; (2) Neumann boundary condition in D-FLOW; and (3) a wave-spectrum in D-WAVES. Both the
tidal boundary condition and the wave spectrum are imposed on the southern boundary, and the northern
boundary is closed; i.e. a land boundary. The tide is simplified to a simple tidal signal consisting of only
the Ms-component with a tidal range of two metres. The wave spectrum differs due to storms, and the
characteristic values are specified in Appendix C.2.

On both the western and eastern boundaries the Neumann boundary condition is imposed; as defined in
Equation (B.6). This boundary condition is used to reduce the effects of nesting the b-FLOW domain into
the D-WAVES domain.

1Download the bmi.wrapper package from https://github.com/openearth/bmi-python.
?Download the netcdf4 package from http://www.1df.uci.edu/~gohlke/pythonlibs/#netcdf4.


https://github.com/openearth/bmi-python
http://www.ldf.uci.edu/~ gohlke/pythonlibs/# netcdf4
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Figure B.1: Design of the hydrodynamic model. All measures are given in metres. (a) Plan view of the
hydrodynamic model design. The observation stations are indicated by a cross (x) and are labelled ascending
from South to North. The smaller domain marked with the dashed lines is the domain of D-FLOW, and the larger
domain is of D-WAVES. The area in which corals can grow is shaded green. (b) Side view of the hydrodynamic
model. The bottom profile is represented by the thick, black and green line, where the green line indicates the
section on which corals can grow; the water level follows the y-axis. The bottom profile is uniform in alongshore
direction; i.e. in z-direction.



Appendix C

Artificial time-series

The coral development is modelled using artificial time-series, which are partly based on the statistics of
time-series of coral reef sites; partly on literature. There are multiple time-series, which are all discussed
here. Every environmental factor included in the biophysical model framework (BMF) has its corresponding
time-series.

All four time-series are presented in Figure C.1 and elaborated on in:
— Appendix C.1: Light conditions

— Appendix C.2: Hydrodynamic conditions
— Appendix C.3: Thermal conditions

Appendix C.4: Acidic conditions

C.1 Light conditions

This section is largely based on ITACA [2018]. The incoming light is based on the orbit of the Earth and is
a function of the latitude, ¢. The function on the solar insolation is used:

2
gl= R—g [ho sin (¢) sin (&) 4 cos (¢) cos (d) sin (ho)] (C.1)
™ R

in which

d = esin (0) (C.2)
where 6 depends on the time of the vernal equinozr, which is on March 20 or 21. Therefore, one could say
it is on “March 20.5”. This is day number 79.75 of the year' and is defined to give § = 0. Therefore, the
inclination of the sun can be rewritten as function of the number of the day of the year:

s con o 12) e

where ng is the day number of the vernal equinox (i.e. no = 79.75). Thus, one could state that the polar
angle of the Earth’s surface is given by:

-2 (3522) e

1 Assuming February has 28.25 days, which takes the effects of leap years into account as well.
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Figure C.1: Artificial time-series for environmental factors. In color are the time-series over the period
simulated. In gray, the time-series needed for the thermal-acclimatisation. The storm categories are defined in
Table C.1.
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Figure C.2: Artificial light time-series for different latitudes. Three latitudes are presented in which the
difference between northern and southern hemisphere is shown, and the difference between the absolute value of
the latitude.

Furthermore, € = 23.4398° and for the elliptical orbit holds:

B =14ecos(d —w) (C.5)
Rg
where e is the eccentricity (e = 0.016704); and @ the longitude of perihelion (w = 282.895°). Moreover, the
hour angle is given by:

0 for tan (¢)tan (§) < —1
ho = ¢ cos™' [ —tan(¢)tan(§)] for —1 < tan(¢)tan(5) <1 (C.6)
™ for tan (¢)tan (6) > 1

Note that the obliquity (e¢) and the eccentricity (e) vary over time as well, in the order of centuries to
millennia. This relatively small change is not taken into account as only a time-series of 100 years is used.

Finally, the solar constant is translated into the photosynthetically active radiation (PAR) solar constant.
This value is approximately Sp &~ 350.0 Wm =2 [Agrawal, 2010]; rewritten to the unit used in this study yields
So /2 1600 pmol photons m~2s~!. As indication of the fluctuating light-conditions, Figure C.2 presents the
annual fluctuations of incoming light at three different latitudes.

C.2 Hydrodynamic conditions

As the dislodgement criterion is only met during storm conditions, the hydrodynamics of the ‘no-storm’
conditions—i.e. the ‘normal’ conditions—are based on one representative wave climate. This wave climate
is representative for the hydrodynamics throughout the year with the exception of storms. The storm
conditions are categorised based on their severity.

The hydrodynamic conditions are described in terms of offshore wave conditions and the tide. The tide
consists only of a simple M»-tide, which is maintained under both ‘normal’ conditions and storm conditions.
The offshore wave conditions are expressed in terms of significant wave height and the peak period.

The different representative wave conditions for coral reefs are based on literature [e.g. Madin, 2004, 2005;
Massel and Done, 1993; Hongo et al., 2012] and ranked by their return period as presented in Table C.1.
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Table C.1: Offshore wave conditions per return period. The return period of the ‘normal’ conditions is
left empty as these are the wave conditions in the absence of storms.

Storm category Return period  Significant wave height  Peak wave period

R [yrs] Hy [m] Tp [s]
0 normal n/a 1.2 4.0
1 severe storm 10 2.0 4.0
2 tropical storm 50 3.5 5.0
3  extreme storm 100 4.0 6.0

These return periods are used to determine whether a storm hits the reef, or not. For this, the return period

is rewritten in a probability of occurrence:
1
P=—= C.7
R (C.7)
where P; is the probability of storm ¢ to occur with the return period R;. Note that the ‘normal’ conditions
prevail in the absence of storms and so has a probability of occurrence of 100%.

A storm hits the reef when a random sampled number between zero and one is below the determined
probability of the storm. The largest storm is leading and smaller category storms are not modelled as
corals surviving the larger storm, will also remain attached during a smaller storm:

[HsvTP} = [HS,’ivTPﬂ‘] if PiJrl < u(07 1) < P (08)

where [H,,;, T} ;| are the offshore wave conditions of storm 4; ¢ = 0 indicates the ‘normal’ conditions; ¢/(0, 1)
is the Uniform distribution between zero and one; and the upper and lower limits are given by Py = 1 and
Pn4+1 =0 with NV storm types.

After every storm, the ‘normal’ conditions are used to determine the new flow and wave fields in which the
morphology is modified including the storm damage. This results in a time-series of storm categories. In
case a storm hits the coast—i.e. a storm category of 1 or higher—it is always followed by a storm category
0; the normal conditions. Therefore, the time-series consists in general of more wave specifications than the
amount of years it covers.

The time-series consisting of the storm categories is translated to a time-series on the wave conditions, as
specified in Table C.1. These conditions are fed to the hydrodynamic model. The hydrodynamic model
simulates twelve hours to get a representative flow field. Reducing the simulation time results in substantial
discrepancies for the mean water depth (see Fig. C.3) and the mean and maximum bulk flow velocity (see
Fig. C.3) on the reef flat. Both are assigned to the fact that the M, tidal signal results in approximately a
full tidal wave every twelve hours. This tidal signal mainly determines the mean water depth. As the flow
velocity is related to the water depth, these mismatches are translated to the flow velocities as well.

However, a small bias towards lower values for the maximum bulk flow velocity comes in when a model run
time of twelve hours is used. Therefore, storms are simulated for a full day—i.e. 24 hours—and for the
‘normal’ conditions, a simulation period of twelve hours is used. As the maximum bulk flow velocity is only
of importance for the dislodgement criterion, the ‘normal’ conditions are based on the model run time of
twelve hours to accelerate the model.

C.3 Thermal conditions

The thermal conditions are based on sea surface temperature (SST) data from the NOAA OI SST V2 High
Resolution Dataset? (hereafter referred to as “NOAA data set”) [Reynolds et al., 2007]. This data set covers
daily mean SST values from September 1981 onwards and has a spatial resolution of 0.25° x 0.25°.

2NOAA High Resolution SST data provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their
Web site at https://wuw.esrl.noaa.gov/psd/.


https://www.esrl.noaa.gov/psd/
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(b) Absolute difference with respect to base case.
Figure C.3: Hydrodynamic output differences due to representative hydrodynamic model run

time. Solid lines represent the mean values per observation station (see Fig. B.la) and the shadings indicate
the minimum and maximum values at those stations.
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Figure C.4: Daily anomalies with respect to the monthly mean at Helsdon Reef, Great Barrier
Reef. The reference temperature (i.e. the monthly mean) changes every month resulting in clear differences in
the daily statistics with respect to the monthly means.

From this daily data, statistics are retrieved on which the artificial time-series is based. The artificial
time-series for a given latitude and longitude follows the following principle:

T=pr+N (s 0y) + N (i, 00m) + N (g, 00) (C.9)
annual monthly daily

where T is the predicted SST; 7 the average temperature throughout the NOAA data set; and A a normal
distribution based on:

— w, and oy, which are the mean and standard deviation of the annual fluctuations to the overall mean.
Herein, the first two terms on the right-hand side are combined in the script, representing the annual
fluctuations of annual mean temperature as the mean of the annual fluctuations is equal to zero; i.e.
py = 0, and the annual fluctuations are given by N (ur,07)).

— i, and o,,, which are the mean and standard deviation of the monthly fluctuations to the annual
mean. Note that the monthly anomalies are based on the difference between the monthly means of
year Y and the annual mean of year Y. Based on this, for every month in the year a match of mean
and standard deviation is derived.

— pl, and o/, which are the mean and standard deviation of the daily fluctuations to the monthly means.
Note that the daily anomalies are based on the difference between the daily means of month M and
year Y and the monthly mean of month M and year Y. Based on this, for every day of the year a
match of mean and standard deviation is derived. That there is a daily bias compared to the monthly
mean is shown in Figure C.4.

This method is used to include consistency throughout the year and month on the thermal conditions.
Thereby, the seasons are well-represented in the artificial SST time-series.

For this, the statistics as given in Equation (C.9) have to be retrieved from the NOAA data set. This is
accomplished by decomposing the SST signal step by step:

1. The annual means are calculated of which the mean and standard deviation are determined.

2. The monthly means are calculated for all years of the NOAA data set. The annual means are sub-
tracted from the monthly means, which results in a monthly time-series of monthly SST anomalies
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Figure C.5: Construction method of the artificial SST time-series. The various components from
Equation (C.9) are plotted separately. Note that the time-series is applicable to the southern hemisphere as
summer is around new year.

with respect to their corresponding annual mean. Based on this time-series, the mean and standard
deviation per month are determined.

3. The NOAA data set consists of daily means, which are subtracted by their corresponding monthly
means to retrieve the daily anomalies with respect to the monthly fluctuations. Based on these
anomalies, daily means and standard deviations are determined for every day of the year as these
change within the month (see Fig. C.4).

The construction of the artificial SST time-series follows comparable steps:

1. The annual means are based on the annual Normal distribution (‘annual’ in Eq. C.9).

2. The monthly anomalies with respect to the annual mean are based on the monthly Normal distribution
(‘monthly’ in Eq. C.9) and added to the annual means.

3. The daily anomalies with respect to the monthly mean are based on the daily Normal distribution
(‘daily’ in Eq. C.9) and added to the monthly absolute means.

The contribution of every step is visualised in Figure C.5 for two years. This methodology shows good
comparison between the artificial SST time-series and the original SST time-series from the NOAA data set.

C.4 Acidic conditions

The acidic conditions are expressed in a time-series of the aragonite saturation state. The acidity of the
water is kept constant at levels representative for today: pH = 8.0 [e.g. Chan et al., 2016; Hall-Spencer et al.,
2008; Manzello et al., 2008]. Also the salinity and the atmospheric carbon dioxide (CO2) pressure are kept
constant (S = 35 PSU and pCO2 = 400 ppm [e.g. Anthony et al., 2011]), and so the aragonite saturation
state becomes a function of the temperature alone (see Eqs. 4.58 to 4.60, and Tab. 4.2). As the aragonite
saturation state is reduced to a function to the thermal conditions alone, the associated time-series follows
the same pattern as well (see Fig. C.1).



Appendix D

Sensitivity analysis

The sensitivity analysis addresses the separate processes individually to define the dominant parameters.
These dominant parameters are eventually used for a sensitivity analysis of the full model. This screening of
the parameters is (1) to reduce computational time; and (2) to retrieve a clear overview of the importance
of all the parameters contributing to the dynamics associated with corals.

The sensitivity analyses are performed systematically in which uniformity is preserved throughout for better
comparison between the modular analyses. This includes the same formatting of the figures throughout and
additional clarifications are provided if need be.

This appendix starts with a brief description on the method used for the sensitivity analysis (App. D.1) after
which the modular analyses are discussed (Apps. D.2 to D.6). This appendix concludes with the sensitivity
analysis of the full model on key parameters (App. D.7).

D.1 Methodology

Two types of parameters are used for the sensitivity analysis: (1) model parameters; and (2) input parame-
ters. The sensitivity of the model parameters are assessed over a range of the input parameters because of
many non-linear relationships. Thereby, the sensitivity analysis is not (partly) determined by the choice of
environmental conditions, which can change the results.

The sensitivity of the input parameters can be assessed based on the gradient over which they are presented.
This gives an indication of the required data accuracy for these parameters. The sensitivity of model
parameters is determined based on a deviation of ten per cent from the estimate.

The outcomes are expressed in relative sense and in absolute sense if clarifying. The relative difference is
defined by:

E-E

where E is the estimate based on the 10% deviation (added or subtracted); and F the estimate.

The absolute differences—if taken into account—are defined by the difference between the result based on
the 10% deviation and the result based on the estimates:

Ay=E-E (D.2)
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Table D.1: Representative coral morphologies used in the sensitivity analysis. Both methods to
describe the morphologies are used: (1) the morphological ratios in combination with the coral volumes; and (2)
the absolute morphological dimensions.

Ratios Dimensions
morphology
ry =l ] s [H] Ve [mP] de [m]  he [m]  be [m] L [m]
branching 5.0 0.5 0.3 0.005 0.1 0.6 0.05 0.3
massive 1.0 0.9 0.6 0.050 0.4 0.4 0.36 0.36
plate 0.2 0.1 0.5 0.050 1.4 0.3 0.14 0.03

Table D.2: Parameters determining the representative light-intensity. r; is the coral form ratio, or
the height-to-diameter ratio; 7, the plate ratio, or the base-to-diameter ratio; V. the volume of the coral, which
is a proxy of its size; K4 the light-attenuation coefficient (LAC); Iy the incoming light-intensity; and h the water
depth.

Parameter Estimate Deviation Unit
Ty -
model Tp see Tab. D.1 10% —
Ve m?
Ky 0.10-0.90 m~1!
input Iy 400-800 n/a pumol photons m—2s~1
h 2.0-40.0 m

D.2 Coral environment

Three representative morphologies are used for the assessment on the coral environment: (1) branching; (2)
massive; and (3) plate. Table D.1 lists the morphological ratios as well as the dimensions. The morphologies
analysed are relatively large to amplify the effects of the morphology, as deviations of the morphologies of
smaller corals do not result in notable changes. Orders of magnitude of the sizes of the morphologies used
in this sensitivity analysis are decimetres to metres (see Tab. D.1).

This section contains the modular sensitivity analyses of:

— the representative light-intensity in Appendix D.2.1;
— the in-canopy flow structure in Appendix D.2.2; and

— the thermal micro-environment in Appendix D.2.3.

D.2.1 Representative light-intensity

The estimates of all considered parameters are presented in Table D.2. Figure D.1 presents the results for
all three morphologies.

From Figure D.1 becomes clear that the representative light-intensity is most sensitive to deviations for
branching coral colonies, which cover a larger vertical gradient. This also explains the sensitivity of the
representative light-intensity for higher values of the light-attenuation coefficient (LAC). For high LACs, the
gradient in light-intensity over depth steepens and thus deviations on the height of the coral result in larger
differences (see Figs. D.1a to D.1c, top rows).

A comparable effect is visible for the plate ratio—i.e. base-to-diameter ratio—where the error grows for
increasing values of the LAC (see Figs. D.la to D.1c, middle rows). This is related to the definition included
in the spreading of the light (see Eq. 4.5), which exponentially decays over depth.
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(c) Plate morphology.

Figure D.1: Sensitivity analysis of the representative light-intensity for three morphologies. (a)
branching; (b) massive; and (c) plate. The sensitivity of the parameters is expressed as relative difference in
representative light-intensity compared to the estimate (see Eq. D.1 and Tab. D.2). The gray-shaded area
marks the threshold difference comparable to the imposed deviation; i.e. the 10% mark.
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Figure D.2: The drag coefficient as a result of flow velocity and coral morphology. The bulk flow
velocities increase logarithmic (given as plot-titles), and the morphological ratios are given on the axes: the coral
spacing ratio (rs) on the horizontal axis; and the coral form ratio (ry) on the vertical axis.

All in all, the representative light-intensity is relatively insensitive to the morphological ratios and is mainly
determined based on (1) the incoming light; (2) the light-attenuation coefficient (LAC); and (3) the water
depth.

D.2.2 Flow structure

The drag coefficient as determined following van Rooijen et al. [2018] is close to one for cylinders in higher
Reynolds numbers (see Eq. 4.24) [White, 2006]. These higher Reynolds numbers are easily achieved as an
effect of the canopy. Furthermore, when the drag coefficient is high, the flow velocities are low and so the
drag force is low as well, which is dominated by the flow velocity. Hence, the drag force is described as a
quadratic function of the flow velocity (see App. E.2.2).

The close to independency of the drag coefficient to the staggered arrangement of the cylinders is clearly
visible in Figure D.2, where only for very low bulk flow velocities the drag coefficient increases for certain
morphological ratios. Moreover, even when the drag coefficient differs from one, it is a small deviation
of around ten per cent (=~ 10%). These small changes in the drag coefficient as a function of the canopy
structure also hold for the two-layer canopy, where the drag coefficients computed to determine the layered
wave-attenuation coefficient (WAC) are all in the same range as in Figure D.2.

The sensitivity analysis of the WAC is taken as function of the above-canopy flow (uy), and the wave period
(T). As model parameters, the morphological ratios, the coral volume and the two of the three coefficients
are used: (1) inertia coefficient; and (2) Smagorinsky coefficient. The determination of the drag coefficient is
part of the iterative search to the WAC. An overview of the used values and ranges is presented in Table D.3.

The results of the sensitivity analysis are displayed in Figure D.3 (pp. 147-149) from which it becomes
clear that the spacing ratio (rs) is the most important parameter in the determination of the wac, and so
the flow structure in the canopy. This is most pronounced for the massive morphology and then the plate
morphology (see Figs. D.3b and D.3c, third row), while the branching morphology’s deviation of the WAC
due to the spacing ratio remains within agreeable limits (see Fig. D.3a); i.e. the deviation is less than 10%.
The other two morphological ratios are of less importance; except for the massive morphology in which the
plate ratio plays a major role on the WAC as well (see Fig. D.3b, second row).

From this, it becomes clear that the WAC is largely dependent on the space available in the canopy for
the flow, whereas the combination of the spacing ratio and the plate ratio describes this void ratio. The
height of the canopy does not play a significant role on the attenuation directly, but implicitly it does via
the above-canopy flow. As the relative canopy height—relative to the water depth—increases, less space
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Table D.3: Parameters determining the wave-attenuation coefficient. r is the coral form ratio, or the
height-to-diameter ratio; rp the plate ratio, or the base-to-diameter ratio; rs the spacing ratio, or the diameter-
to-axial distance ratio; V.. the volume of the coral, which is a proxy of its size; Cy, the inertia coefficient; Cs the
Smagorinsky coefficient; u; the bulk flow velocity; T the wave period; and h the water depth.

Parameter Estimate Deviation Unit

Ty -

:p see Tab. D.1 :
model Vi 10% m3

Cm 1.7 —

Cs 0.1 _

up 0.01-1.00 ms~!
input T 3.0-90.0 n/a s

h 2.0-20.0 m

becomes available above the canopy, which forces more water through the canopy and the above-canopy flow
velocity increases as well.

Furthermore, the sensitivity of the WAC to the coral volume is negligible (see Fig. D.3, fourth row). De-
viations in the inertia coefficient result in some errors in the WAC as well (see Fig. D.3, fifth row). This
difference in sensitivity of the WAC indicates an inertia-dominated situation. When the wave period is taken
over a larger range!—e.g. up to two minutes—the change from inertia dominated towards the unidirectional
domain becomes clear as the WAC becomes more sensitive to the Smagorinsky coefficient, which is negligi-
ble for short waves. Nevertheless, the sensitivity of the WAC on both coeflicients is limited as the relative
deviation of the WAC is less than the imposed deviation on this coefficient.

The sensitivity of the WAC on the model parameters remains constant over the ranges of the input parameters—
i.e. the bulk flow velocity, the wave period and the water depth—in most cases (see Figs. D.3a to D.3c).
This is rather illusive—especially in case of the flow velocity and the wave period—as Figure D.3 presents
the relative differences. The absolute differences over the ranges of these input parameters result in sub-
stantial deviations (not shown). Thus, the WAC does change as a function of the above-canopy flow as well
as the wave period, but the relative error due to deviations in the model parameters is close to insensitive
to these quantities; i.e. there is an insignificant non-linearity between the input parameters and the model
parameters.

The water depth does not impose substantial changes on the in-canopy flow structure until the canopy gets
close to be emergent instead of submerged. It is then that the form ratio (ry) starts to play a minor role as
well, for the same reason; deviations in the form ratio result in deviations in the level of submergence of the
canopy, which affects the in-canopy flow structure when close to emergence.

D.2.3 Thermal micro-environment

The relative increase in temperature at the coral-water interface is based on the presence of a thermal
boundary layer (TBL). The thickness of the TBL is again related to the thickness of the velocity boundary
layer (VBL) (see Eq. 4.32). Herein, also three ‘constants’ are included, which are officially dynamic: (1) the
kinematic viscosity of water, v; (2) the thermal diffusivity of water, «; and (3) the thermal conductivity of
water, k. Therefore, these constants are also taken into account. An overview of all the parameters included
in the sensitivity analysis is presented in Table D.4.

IThe longer waves pose problems as the iterative solver of the complex equations for the determination of the wac
(see App. E.3) does not unconditionally converge. The solver used is the newton function of the package scipy with the
sub-package optimize in Python 3.7. The iterations are solved according the Newton-Raphson method (more infor-
mation: https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.newton.html). This method is
very powerful, especially for complex functions. Unfortunately, it does not always converge. This problem of converges
is not present for a single-layer canopy, but only for the multi-layer canopy forced with long waves.


https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.newton.html

(a) Branching morphology.
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Figure D.3: Sensitivity analysis of the flow structure for three morphologies represented by the
wave-attenuation coefficient. (a) branching; (b) massive; and (c) plate. The sensitivity analysis of the
parameters is expressed as relative difference in wave-attenuation coefficient (WAC) compared to the estimate
(see Eq. D.1 and Tab. D.3). Difference between the two layers in the canopy is made by the opacity of the
lines (see legend). The gray-shaded area marks the threshold difference comparable to the imposed deviation;
i.e. the 10% mark.
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(b) Massive morphology.

Figure D.3: Sensitivity analysis of the flow structure for three morphologies represented by the
wave-attenuation coefficient (cont.). (a) branching; (b) massive; and (c) plate. The sensitivity analysis of
the parameters is expressed as relative difference in wave-attenuation coefficient (WAC) compared to the estimate
(see Eq. D.1 and Tab. D.3). Difference between the two layers in the canopy is made by the opacity of the
lines (see legend). The gray-shaded area marks the threshold difference comparable to the imposed deviation;
i.e. the 10% mark.
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(c) Plate morphology.

Figure D.3: Sensitivity analysis of the flow structure for three morphologies represented by the
wave-attenuation coefficient (cont.). (a) branching; (b) massive; and (c) plate. The sensitivity analysis of
the parameters is expressed as relative difference in wave-attenuation coefficient (WAC) compared to the estimate
(see Eq. D.1 and Tab. D.3). Difference between the two layers in the canopy is made by the opacity of the
lines (see legend). The gray-shaded area marks the threshold difference comparable to the imposed deviation;
i.e. the 10% mark.
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Table D.4: Parameters determining the thermal flow dependency. C is the friction coefficient; rgr the
radial wall coordinate that specifies the thickness of the VBL; Ky a constant; ap the absorptivity of the coral; v
the kinematic viscosity of water; o the thermal diffusivity; k& the thermal conductivity; wen, the in-canopy flow
velocity; and (I.) the biomass-averaged light-intensity.

Parameter Estimate Deviation  Unit
Cy 0.01 -
T; 200.0 _
Ko® 80.0 —
model ap 0.4 10% —
v 1.0 -106 m2s—1
ab 1.0 -10~7 m2s—1
ke 0.6089 Jm~lsT1K—1
. Uem 0.00-1.00 ms™!
Input (I2) 0.01-600.0 n/a wmol photons m—2s~1

2 Estimate based on measurements at which the increase in temperature at the coral surface was
around 1°C for flow velocities around zero [e.g. Jimenez et al., 2011].

b James [1968].

¢ Bird et al. [2002].

The results of the sensitivity analysis are presented in Figure D.4 for the absolute differences only, as
the relative differences remain constant over the range of the input parameters (not shown). The relative
difference is easily determined from the formulations expressing the thermal flow dependency (see Eqs. 4.32
to 4.34).

From Figure D.4 becomes clear that the increased temperature is most pronounced for the combination of
low flow velocities and high light-intensities. Furthermore, the absolute errors are relatively small and only
differs at maximum around 0.05 K with the estimation. Moreover, the increased temperature due to the
presence of the TBL under normal conditions does not exceed 0.10 K.

Furthermore, none of the imposed deviations are amplified, which is in line with the expectations from the
formulation of the effects of the TBL on the thermal conditions (see Eq. 4.34). Herein, all parameters have
a power of one or less, which indicates that the imposed deviations are in no case amplified. As all model
as well as input parameters are not related to each other, there are also no non-linearities.

Nevertheless, there is large uncertainty in the value of the constant Ky. Thereby, there is also large un-
certainty on the outcomes of the determined thermal micro-environment as the magnitude of the error in
this constant results in an equally relative error in the determination of the increased temperature at the
coral-water interface.
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Figure D.4: Sensitivity analysis of the thermal flow dependency expressed as absolute differ-
ences. The absolute differences are determined by determining the difference between the estimate and the 10%
deviation from that estimate (see Tab. D.4).
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Table D.5: Parameters determining the photosynthetic light dependency. I;'** is the maximum
saturation intensity; ¢ the acclimatisation exponent; By, and Bp,,,, the steady-state exponents for the saturation
intensity and the maximum photosynthetic rate, respectively; Ky the light-attenuation coefficient (LAC); I the
incoming light-intensity; and h’ the representative water depth that results in the same light-intensity as the
representative light-intensity.

Parameter Estimate Deviation Unit

Irax 370.0 pmol photons m =251
model : 0-6 10% =

Br, 0.34 0 -

/BPlIl'dX 0.09 -

Ky 0.10-0.90 m~1
input Iy 400-800 n/a pmol photons m—2s~1

I 2.0-40.0 m

D.3 Coral physiology
The sensitivity analysis on the coral physiology assesses every environmental factor separately:

— photosynthetic light dependency in Appendix D.3.1;
— photosynthetic flow dependency in Appendix D.3.2;

photosynthetic thermal dependency in Appendix D.3.3; and

aragonite dependency in Appendix D.3.4.

All these dependencies are compared via their effects on the calcification rate, which is determined via the
photosynthesis for the first three environmental factors.

D.3.1 Light dependency

The sensitivity to the light conditions is based on the photosynthetic light dependency. Table D.5 lists the
parameters assessed in this sensitivity analysis. Note that the water depth is given as the representative water
depth, which is the water depth that results in the same light-intensity as the representative light-intensity.
This way, the morphology does not need to be taken into account. Within this section, the representative
water depth is mentioned the water depth for readability and an apostrophe is added to the symbol; i.e. A’
instead of h.

The results of the sensitivity analysis of the photosynthetic light dependency are given in Figures D.5
and D.6 for the steady-state solution and for the inclusion of time-varying light-conditions, respectively. In
the steady-state assessment, the sensitivity of the acclimation exponent is none (see Fig. D.5) because this
parameter only plays a role over time. The steady-state assessment gives a clear insight in the sensitivity of
the other model parameters based on the input parameters. Therefore, both the assessments are included;
steady-state as well as time-varying.

The effect of the description of the dark respiration (see Eq. 4.39) is clearly visible in both the assessments
over the ranges of LAC and water depth (Figs. D.5 and D.6, respectively in the second and third column);
in both cases the zero-line is crossed. The differences switch signs when the input parameters align with the
euphotic depth because the dark respiration is defined such that the photosynthetic light dependency equals
zero at the euphotic depth.

Furthermore, deviations in the model parameters are slightly amplified in the time-varying assessment around
the euphotic depth (see Fig. D.6, second and third column). The settings of the other input parameters
are set such that the focus remains on the area within the euphotic zone because (1) this is the area of
interest, as net photosynthesis is negative outside the euphotic zone; and (2) the differences due to the
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Figure D.5: Sensitivity analysis of the photosynthetic light dependency under steady-state con-
ditions. The sensitivity of the parameters is expressed as relative difference in photosynthetic light dependency
compared to the estimate (see Eq. D.1, and Tab. D.5). The gray-shaded area marks the threshold difference
comparable to the imposed deviation; i.e. the 10% mark.
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Figure D.6: Sensitivity analysis of the photosynthetic light dependency under time-varying con-
ditions. The sensitivity of the parameters is expressed as relative difference in photosynthetic light dependency
compared to the estimate (see Eq. D.1, and Tab. D.5). The gray-shaded area marks the threshold difference
comparable to the imposed deviation; i.e. the 10% mark.
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Figure D.7: Effects of the steady-state exponents over the relative light-intensity. The deviations
in the steady-state exponents are based on Anthony and Hoegh-Guldberg [2003a].

imposed deviations are sky-rocketing outside the euphotic zone, which takes away the attention from the
area of interest.

The influence of the incoming light on the photosynthetic light dependency is negligible for most model
parameter, where only the choice of the maximum saturation intensity might result in different outcomes
(see Fig. D.5, first column).

Including the variation of the light-conditions over time results in two main effects compared to the steady-
state solution: (1) the switching of the sign around the euphotic depth is smoothened; and (2) the photo-
synthetic light dependency is equally or less sensitive to deviations to the model parameters.

The sensitivity of the photosynthetic light dependency to the steady-state exponents taken over the LAC
and the water depth is in two ways to be expected: (1) the relative light-intensity is exponentially related
to the product of the LAC and the water depth (see Eq. 4.1); and (2) the differences grow—absolute and
relative—for decreasing relative light-intensity (see Fig. D.T7).

All in all, from Figures D.5 and D.6 becomes clear that the saturation intensity—defined by the maximum
saturation intensity and its steady-state exponent—is the leading parameter in determining the photosyn-
thetic light dependency. The sensitivity to this parameter increases towards the euphotic depth as the
photosynthetic light dependency approaches zero.

D.3.2 Flow dependency

The photosynthetic flow dependency is determined based on only three parameters of which two are fitting
parameters; i.e. model parameters. All three are presented in Table D.6. The range of the in-canopy flow
presented in Table D.6 is capped at uem = 1.00 ms™!, as there are only differences for lower flow velocities;
as presented in Figure D.8.

Figure D.8 shows that the sensitivity of the photosynthetic flow dependency to both model parameters
approaches zero for ucm > 0.2 ms~! and the choice of the critical flow velocity has only limited influence.
The minimum flow efficiency, however, has a more pronounced influence for low flow velocities, where for no
flow the photosynthetic flow dependency is defined by this minimum. Thereby, the maximum error due to
the choice of the minimum flow efficiency (P™™) is the error due to this choice.

Fortunately, there is flow over a coral reef and so the sensitivity—and thereby the error—of the model to
the minimum flow efficiency is lower than the error made in determining its value. However, the range of
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Table D.6: Parameters determining the photosynthetic flow dependency. PXI™ is the minimum
photosynthetic efficiency without flow; u., the critical flow velocity at which the photosynthesis is no longer
limited by the flow conditions; and ucpm the in-canopy flow velocity.

Parameter Estimate  Deviation  Unit

ppmin 0.689 —
model u 0.172 10% ms—1
input Uem 0.00-1.00 n/a ms—1
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Figure D.8: Sensitivity analysis of the photosynthetic flow dependency. The sensitivity of the param-
eters is expressed as relative difference in photosynthetic flow dependency compared to the estimate (see Eq.
D.1 and Tab. D.6). The gray-shaded area marks the threshold difference compared to the imposed deviation;
i.e. the 10% mark.

in-canopy flow velocities found in nature are within the domain sensitive to the fitting parameters [e.g. Lowe
et al., 2009; Monismith et al., 2015].

D.3.3 Thermal dependency

The sensitivity of the photosynthetic thermal dependency on its model and input parameters is determined
by fluctuating the (coral) temperature within the thermal range, so no bleaching occurs. The photosynthetic
thermal dependency consists of two mechanisms: (1) the adapted temperature response (see Eq. 4.50); and
(2) the thermal envelope (see Eq. 4.54). Therefore, the analysis is broken down, showing the sensitivity of
both mechanisms as well as their combined effect.

The analyses on the activation energy and the gas constant are assessed with respect to the optimal tem-
perature instead of the (coral) temperature. This because (1) the insensitivity of the adapted temperature
response to these two parameters (see Eq. 4.50); and (2) the insensitivity of the thermal envelope to the
(coral) temperature and it being a function of the optimal temperature instead.

Tables D.7a and D.7b give an overview of the model and input parameters of the sensitivity analyses of the
photosynthetic thermal dependency. Note that (1) the sensitivity analysis is split up; and (2) the thermal
parameters deviate by 1.0°C instead of 10%. The results are presented in Figures D.9 and D.10.
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Table D.7: Parameters determining the photosynthetic thermal dependency. AT is the thermal
range; Topt the optimal temperature; T¢ the coral temperature; F, the activation energy; and R the gas constant.

(a) Thermal characteristics.

Parameter Estimate Deviation  Unit

AT 10.0 o
model Topt 27.0 1.0 C
input Te Tio—Th; n/a °C

(b) Thermal constants.

Parameter Estimate  Deviation  Unit
E 6.0 -10% Jmol~1
del —a 1
mede R 8.314 0% JK~lmol~!
input Topt 20.0-30.0 n/a °C

Figure D.9 clearly shows that the adapted temperature response is mainly determined based on the thermal
range; while the thermal envelope is mainly determined by the optimal temperature. These sensitivities are
straightforward, when reading the associated formulations (see Eqgs. 4.50 and 4.54):

1. The shape of the adapted temperature response (f1, Eq. 4.50) is mainly determined by the thermal
range, where the optimal temperature—or one of the thermal limits—defines the location on the ther-
mal spectrum. Furthermore, the insensitivity of the adapted temperature response to the activation
energy and the gas constant is straightforward, as these parameters are not included in the formulation
of the adapted temperature response (see Eq. 4.50).

2. In the formulation of the thermal envelope (f2, Eq. 4.54), the thermal range is not included and so does
not impose any changes on the outcomes of the thermal envelope. All other three assessed parameters
are part of the formulation. Figure D.9 clearly shows the sensitivity of the thermal envelope—and
thereby the thermal dependency—on the optimal temperature. Furthermore, deviations in the ac-
tivation energy as well as the gas constant are magnified at optimal temperatures higher than the
calibration value; i.e. T,p: > 300 K. On the other hand, these same deviations are reduced for
optimal temperatures lower than the calibration value; i.e. T,p: < 300 K.

While the relative differences remain constant over the thermal range (see Fig. D.9), the absolute differences
follow the cubic shape of the adapted temperature response (not shown). Thereby, the relative temperature
within the thermal range plays a substantial role on the long-term, also on the sensitivity to the correctness
of the thermal limits.

D.3.4 Aragonite dependency

The assessment of the sensitivity of the calcification rate due to the acidity—i.e. the aragonite saturation
state—consists of two formulations of the aragonite dependency: (1) the Michaelis-Menten equation (see
Eq. 4.62); and (2) the tangent-hyperbolic function (see Eg. 7.1). The latter is taken into account due to its
slightly better fit to the data (see Sec. 7.2.4 and Fig. 7.6).

An overview of the calibration constants for both formulations is given in Table D.8. Note that the dilution
saturation () in case of the tangent-hyperbolic function is not deviated by 10% but by an absolute value.
This is because a relative deviation from zero always equals zero, and so the sensitivity of the aragonite
dependency cannot be assessed.

The results of the sensitivity analyses are presented in Figure D.11 from which becomes clear that the
sensitivity is most profound in the lower domain of the aragonite saturation state. Especially for the dilution
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Table D.8: Parameters determining the aragonite dependency. wq is the dilution saturation; ko the
half-rate coefficient; and €2, the aragonite saturation state.

Formulation Parameter Estimate Deviation  Unit
Michaelis-Menten wo 0.1459 10%
model (Eq. 4.62) Ka 0.6624
tangent-hyperbolic wo 0.0 0.01 -
(Eq. 7.1) Ka 2.1415 10% -
input Wa 0.0-5.0 n/a -
Michaelis-Menten equation Tangent-hyperbolic function
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Figure D.11: Sensitivity analysis of the aragonite dependency. The sensitivity of the parameters is
expressed as relative difference in aragonite dependency compared to the estimate (see Eq. D.1 and Tab. D.8).
The gray-shaded area marks the threshold difference compared to the imposed deviation; i.e. the 10% mark.

saturation (€2o), which blows up near its estimate (see Fig. D.11, top row). Further away from its estimate,
the sensitivity of the aragonite dependency reduces quickly and approaches zero for approximately 2, > 1.5;
for both formulations.

The half-rate coefficient (kq) has an elongated influence on the aragonite dependency (see Fig. D.11, bottom
row). However, it does not blow up, nor amplify substantially; only for aragonite saturation states below
the dilution saturation result in larger errors in the output than the deviation of the input, i.e. crosses the
10% mark.

As the aragonite saturation state is commonly well above the dilution saturation the process-based Michaelis-
Menten equation is less sensitive to its calibration parameters. This is mainly supported by the sensitivity of
the two formulations to the half-rate coefficient, which reduces quicker with increasing aragonite saturation
state for the Michaelis-Menten equation than for the tangent-hyperbolic function (see Fig. D.11, bottom
row).
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Table D.9: Parameters determining the morphological ratios. xj is the overall form proportionality
constant; xp,. the flow plate proportionality constant; xs,; the light spacing proportionality constant; xs . the
flow spacing proportionality constant; (I.) /I the representative relative light-intensity; and ucm the in-canopy
flow.

Parameter Estimate Deviation Unit
X7 1.0 -
model Xp,u 1o 10%  50%  90%
Xs,I 1.0
Xs,u 1.0 _
. (I2) /1o 0.01-1.00 —
input tom 0.01-1.00 n/a ms~1
Xp 1/2 _
constants Xs 1/(2v2) n/a B
Uer 0.172 ms~1

Even though the tangent-hyperbolic function is a better fit to the data (see Sec. 7.2.4 and Fig. 7.6), the
Michaelis-Menten equation is the better approach because (1) the root-mean-squared errors (RMSEs) of the
tangent-hyperbolic function and the Michaelis-Menten equation are comparable; (2) the Michaelis-Menten
equation is less sensitive to its calibration constants in the aragonite saturation state range of interest; (3)
the absolute error of the tangent-hyperbolic function due to the deviations (not shown) is larger in the range
of interest; and (4) the Michaelis-Menten equation is a process-based formulation instead of a best fit.

D.4 Coral morphology

Due to the large uncertainty in the formulations on the coral morphology as function of the light and flow
conditions, a wider range of deviations is assessed: +10%; +50%; and £90%. Two of the proportionality
constants are defined by predefined constraints (see Sec. 3.3): (1) the overall plate proportionality constant,
Xp = 1/2; and (2) the overall spacing proportionality constant, xs = 1/(2/2).

Furthermore, the critical flow velocity (uer) is predefined as it is mainly a measure to make the formulations
non-dimensional. To be consistent throughout on the notion of a critical flow velocity—as is also used in the
description of the photosynthetic flow dependency—the same critical flow velocity is used as found for the
photosynthetic flow dependency (see Sec. 7.2.2): uer = 0.172 ms~!. All parameters are listed in Table D.9
in which also the definitions of all the constants are presented.

The results are presented in Figure D.12, which slightly differs from the previous presentations of the
sensitivity analyses due to the multiple imposed deviations considered. The shaded areas in Figure D.12 are
coloured in line with the colors used to indicate the imposed deviations. These extra shaded areas are added
(1) to show the non-linearity of the formulations as function of the proportionality constants alone; and (2)
to compare the imposed deviation’s magnitude to the relative error it induces on the morphological ratio.

The form ratio follows the imposed deviation on the overall form proportionality constant for both the
considered light and flow condition ranges (see Fig. D.12), which is to be expected from the formulation of
this ratio; it is purely linear (see Eq. 4.68a). The other morphological ratios show some differences:

1. The flow plate proportionality constant (xp,.) is only affected by the in-canopy flow (see Fig. D.12)
as the definition of the plate ratio does not include the (relative) light-intensity. The sensitivity as
presented in Figure D.12 (second row) comes from the chosen value of the in-canopy flow velocity for

which the results over the range of light-intensities is presented; which is tem = 0.10 ms™1.

The intersection of all lines in the right column of Figure D.12 is at the flow velocity equal to the
critical flow velocity; i.e. Uem = ucr. Before this intersection—thus for low flow velocities—the
imposed deviation is amplified and so the plate ratio is very sensitive for the definition of the flow
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Relative differences in corresponding morphological ratio
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Figure D.12: Sensitivity analysis of the morphological ratios on the light and flow conditions. The
sensitivity of the morphological ratios is expressed as relative difference compared to the estimate (see Eq. D.1
and Tab. D.9), where the morphological ratio under consideration is based on the proportionality constant: top
row, r; second row, rp; and third and fourth rows, rs. The shaded areas mark the threshold relative differences
compared to the imposed deviations; i.e. the blue-shaded area the 10% mark, the red-shaded area the 50% mark,
and the green-shaded area the 90% mark.
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Figure D.13: Sensitivity of the morphological ratios to both the environmental conditions and
the proportionality constants. The sensitivity of the morphological ratios are presented in their absolute
values, where the shaded areas mark the extends due to the imposed deviations (see Tab. D.9).
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plate proportionality constant, xp,... This sensitivity fades out for larger flow velocities. The difference
is due to the description of the plate ratio for which a tangent-hyperbolic is used, which approaches
one for larger values.

2. The light spacing proportionality constant (xs,7) is only affected by the relative representative light-
intensity (see Fig. D.12) as it is the proportionality constant associated with the light conditions. The
sensitivity of the spacing ratio on this constant increases for increasing light-intensity, and the relative
error in the spacing ratio is even tripled when a deviation of -90% is imposed at high light-intensities.

3. The flow spacing proportionality constant (xs,.) accounts for the dependency of the spacing ratio on
the in-canopy flow velocity and so the light conditions do not influence the sensitivity of the spacing
ratio to this proportionality constant (see Fig. D.12, bottom row). The sensitivity of the spacing
ratio to the flow spacing proportionality constant is equal to the sensitivity of the plate ratio to the
overall plate proportionality constant (see Fig. D.12, second row), which is due to the comparable
formulations (see Egs. 4.68b and 4.68c).

In Figure D.13 the different morphological ratios are presented over the ranges of environmental conditions
including the results due to the imposed deviations on the proportionality constants. As becomes clear
from Figures D.12 and D.13 is that the morphological ratios are sensitive to their proportionality constants
and that this sensitivity varies over the environmental gradients. Even though the sensitivity expressed as
relative differences suggests that the sensitivity amplifies for higher light-intensities and lower flow velocities,
in absolute sense this is not necessarily the case.

D.5 Coral bleaching

The sensitivity analysis on the bleaching of corals is twofold: (1) the susceptibility of bleaching (App. D.5.1);
and (2) the associated population dynamics due to bleaching (App. D.5.2). The first shows great comparison
with the sensitivity analysis on the photosynthetic thermal dependency (see App. D.3.3), but includes the
effects of bleaching which is excluded from this analysis.

D.5.1 Bleaching susceptibility

The susceptibility of bleaching—and thereby the calcification rate and healthy coral cover—is analysed for
a given coral temperature signal. This signal touches the limits of the thermal range to assess the sensitivity
of a small deviation of the lower and upper limits on the average calcification rate in which the healthy coral
cover is implicitly taken into account (the coral population dynamics is analysed in App. D.5.2).

In this assessment, either the lower or the upper limit is modified, which implicitly results in deviations of
the thermal range and the optimal temperature. Furthermore, the assessment differs from the others due to
its implications. The sensitivity of the limits on the long-term temperature signal—twenty years—deviates
£1.0°C. This deviation is in line with the thermal flow dependency (see App. D.2.3).

A visualisation of the sensitivity analysis on the susceptibility of bleaching is given in Figure D.14, and the
results are presented in Figure D.15. The thermal limits show an asymmetric response: a steep decline in
the calcification rate occurs when bleaching takes place due to (1) an increased lower limit; and/or (2) a
reduced upper limit.

When the limits of the thermal range are taken further away from the extremes of the thermal signal,
the average calcification rate increases. This effect becomes most pronounced for the upper limit. The
dissimilarity between the two limits is due to the cubic function that describes the adapted temperature
response (see Eq. 4.50). The slope at the upper limit is larger than at the lower limit resulting in a more
pronounced response of the model near the upper limit.

This asymmetric response is also clearly visible in Figure D.14 in which the thermal dependency for different
thermal limits is presented by the gray-shaded area. Near the lower limit, this area is more confined compared
to near the upper limit. Moreover, near the optimal temperature, the differences are limited. Note that the
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Figure D.14: Visualisation of the sensitivity analysis on the bleaching susceptibility. The imposed
thermal signal is presented by the red line, which moves between two temperatures. The black line is the
photosynthetic thermal dependency when the thermal range limits corresponds with the limits of the signal.
The gray-shaded area covers the range of thermal responses for deviations of the thermal range limits with a
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Figure D.15: Sensitivity analysis of the bleaching susceptibility. 7" and T™¥ are the respectively
minimum and maximum of the thermal signal imposed (see Fig. D.14).

changes in the optimal temperature—as a side-effect of the changing thermal limits—are up to 10%, as the
optimal temperature ranges between £1.0°C (see Sec. D.3.3 and Fig. D.9).

Furthermore, exceeding the limits of the thermal range—i.e. bleaching—substantially alters the outcome.
The calcification rate approaches zero quickly when the thermal limits are chosen such that bleaching occurs.
This drop is due to the reduction in healthy coral cover, which is the only population state that contributes
to the calcification (see Eq. 4.36). Again, this is more pronounced around the upper limit, where the
reduction of healthy population is more severe.

D.5.2 Population dynamics

The sensitivity analysis concerning the population dynamics is based on the scenario in which a bleaching
event occurs, while all corals are healthy. The length of this event is taken as variable as well, and after the
bleaching event the conditions return to optimal conditions.

To eliminate the influences of any of the aforementioned dependencies and fully focus on the population
dynamics, the photosynthetic rate is used as input parameter; without the use of temperatures whatsoever.
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Table D.10: Parameters determining the population dynamics. rg is the growth rate; rg the recovery
rate; rps the mortality rate; rp the bleaching rate; |Pop¢| the magnitude of the photosynthetic rate; Csp the
species constant; and tp the duration of the bleaching event.

Parameter Estimate  Deviation  Unit
ra 0.002 —
TR 0.2
model rar 0.04 10% B
B 8.0 —
| Popt| 0.01-1.00 —
input Csp 0.1-1.0 n/a —
tp 1-14 days

The value of the photosynthetic rate is assumed to represent the coral under ideal conditions; i.e. the coral’s
maximum photosynthetic rate. When the coral experiences stresses the photosynthetic rate switches sign.
Thus, P(I,T,u) = P,p: in case of no stresses; and P(I,T,u) = — Py in case of stresses.

The effects of the population dynamics is twofold: (1) the health of the corals; and (2) the calcification—
i.e. the growth—of the corals. Therefore, the output is presented as the influence on (1) the healthy
coral cover and (2) the calcification. Both compared to the situation in which no bleaching would have
occurred. Furthermore, the species constant is taken as an input parameter due to its non-linearity in the
partial differential equations describing the population dynamics (see Egs. 5.1a to 5.1d). An overview of all
analysed parameters is given in Table D.10.

The results of the sensitivity analyses are presented in Figures D.16 and D.17. First of all, the stepwise
increase and decrease due to the length of the bleaching event (see Figs. D.16 and D.17, last column) is due
to the time-step used in the calculations of the population dynamics; namely a time-step of one day. Next,
the duration of the bleaching event over which the gradients of the photosynthesis and the species constant
are analysed is three days. For this duration, a maximum of around 80% of the corals has died. For longer
bleaching durations, the analysis of the sensitivity of the constant rates becomes more troublesome as the
full population is dead before recovery can start. This is clearly visible in the last columns of Figures D.16
and D.17 in which the sensitivity to the rates increases for increasing bleaching duration up to a certain
tipping point after which the sensitivity declines again. This tipping point is marked by such a loss of
living corals, that it is (almost) beyond recovery. Furthermore, the most pronounced sensitivities to the
model parameters—for long bleaching events (see Figs. D.16 and D.17)—coincide with absolute errors of
approximately zero (not shown). This is in line with the fact that there is no living coral cover left when
the bleaching events are too long.?

The accuracy of the growth rate is of importance for both an increasing photosynthetic rate and an increasing
species constant. Furthermore, one must bear in mind that this constant becomes especially important on the
long-term dynamics at which the population needs to regrow as is shown by the green lines in Figures D.16
and D.17 (top rows). These lines represent the sensitivity after five years (1825 days equals five years). The
growth rate’s accuracy becomes more important for increasing bleaching duration as more has died and has
to regrow, which is linearly dependent on the growth rate (see Eq. 5.1a).

The sensitivity of the population dynamics to the recovery rate is limited for longer time spans. On the
other hand, close in time to the bleaching event its resulting error on both the healthy coral cover and the
calcification is in the order of the imposed error; in most cases even less. As the recovery rate is only of
importance when the coral bleaches but remains alive, its sensitivity approaches zero when the duration of
the bleaching event increases and more of the corals die. Thus, the sensitivity of the population dynamics

2At what point a bleaching event is considered as ‘too long’ depends on the photosynthetic rate and the species
constant, as those two parameters—in combination with the bleaching rate—define the rate at which the coral cover
bleaches and eventually dies (see Eq. 5.1d).
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Figure D.16: Sensitivity analysis of the population dynamics on the health of the corals. Note
the different scale used for the plots on the bottom row compared to all the other plots. The sensitivity of the
parameters is expressed as relative difference in healthy population compared to the estimate (see Eq. D.1 and
Tab. D.10). The gray-shaded area marks the threshold difference compared to the imposed deviation; i.e. the
10% mark.
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Figure D.17: Sensitivity analysis of the population dynamics on the calcification. Note the different
scale used for the plots on the bottom row compared to all the other plots. The sensitivity of the parameters
is expressed as relative difference in calcification compared to the estimate (see Eq. D.1 and Tab. D.10), where
the calcification is taken with respect to the situation in which there would not have been a bleaching event.
The gray-shaded area marks the threshold difference compared to the imposed deviation; i.e. the 10% mark.
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on the recovery rate increases when the fraction of corals turning pale and bleached increases, but without
much of this fraction dying. The increasing sensitivity of the healthy coral cover to the recovery rate for
longer bleaching events (see Fig. D.16, second row, last column) is some misdirecting as the sensitivity
seems the grow for longer bleaching events. This increasing sensitivity is due to the fact that the absolute
error approaches zero (not shown).

The results are close to insensitive to the mortality rate in both cases (see Figs. D.16 and D.17, third
row). Nevertheless, the importance of the mortality rate increases for increasing species constant as well as
for decreasing photosynthetic rate. These dependencies are in line with the formulation of the continued
mortality even though the stresses have gone (see Eq. 5.1c). The continued mortality of the bleached
corals is the product of the mortality rate and the species constant. Thus, the contribution—and so the
sensitivity—of the mortality rate increases when the species constant increases. Moreover, due to the absence
of the photosynthetic rate in this formulation, this parameter does not contribute to the sensitivity to the
mortality rate. It even reduces its relevance as it stimulates the recovery and thereby reduces the bleached
fraction of corals (see Eq. 5.1b).

The healthy coral cover as well as the calcification are very sensitive to the bleaching rate at increasing
duration of the bleaching event. This amplifies for longer time-scales and is mainly contributed to the
(almost) complete disappearance of the coral cover due to the longer bleaching events. Thereby, the recovery
is substantially reduced and so the healthy coral cover, which results in the reduction in calcification.
However, one must take into account that in such situations close to all coral cover is dead and so analysing
relative differences becomes more prone to rounding and computing errors. Nevertheless, the reduction in
sensitivity is still computed (see Fig. D.17, bottom row, last column), which is due to the aforementioned
complete removal of living coral.

All in all, the accuracy of the mortality rate is of limited importance and all other model parameters result
in a deviation in the outcome comparable to the deviation imposed on the parameter, with the exception
for longer bleaching events. In those cases, the relative error increases for increasing duration of bleaching.
However, at the same time the absolute error is reducing and approaching zero. By approaching zero, the
calculations behind the analyses are more prone for rounding and computing errors. Thereby, the outcomes
could be misleading. From all model parameters, errors in the estimate of the bleaching rate result in the
largest deviations in the outcomes concerning the population dynamics. Thereby, it results in the largest
errors in the calcification; both in relative sense and in absolute sense.

D.6 Coral dislodgement

The sensitivity analysis on the dislodgement is rather ambitious as the coral colony is dislodged, or not;
i.e. it is a binary process instead of a continuum. Nevertheless, a continuum is created to analyse the
influence of various parameters. The dislodgement threshold is rewritten into a ‘safety number’ using its
two components; the dislodgement mechanical threshold (DMT), and the colony shape factor (CSF) (see Eq.
6.1):

DMT

Sp = GoF

(D.3)
in which

Ot

DMT =

9t 16 fPe
puCat? (D.4a) CSF = e /0 2w.(2) d2 (D.4b)

where the CsF is fully described by the colony morphology via the morphological ratios in combination with
the coral volume; and 2 is the vertical axis that is positive upwards with Z = 0 at the bottom. The larger
the safety number, the less prone the coral colony is to dislodgement.

Again, the influence of the morphology is analysed using the three representative morphologies as used pre-
viously: (1) branching; (2) massive; and (3) plate. However, the volume of the coral is taken as a continuum
to represent the growth of the coral. Hereby, the coral can become more susceptible to dislodgement. An
overview of all parameters included in the sensitivity analysis is presented in Table D.11.
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Table D.11: Parameters determining the dislodgement susceptibility. r; is the coral form ratio, or
the height-to-diameter ratio; 7, the plate ratio, or the base-to-diameter ratio; Cy the drag coefficient; o the
tensile strength of the substratum; w.,, the (depth-averaged) flow velocity; p the density of water; and V. the
coral volume.

Parameter Estimate Deviation Unit
:f see Tab. D.1 -
> _
model O 111 10% B
oy 2.0-10° Nm~™2
Um 1.0-10.0 m~!
input p 1,000-1,030 n/a kg m~3
Ve 0.01-1.00 m3

&  The estimate is chosen such that the drag coefficient has a minimum of one, which is a constrain
due to its definition (see Eq. 4.24).

The results of the sensitivity analyses are presented in Figures D.18 and D.19. These figures only contain
the results for the massive morphology, as all other morphologies show comparable plots in which only
the magnitude might differ. The shape of the plots, however, is the same. Including these plots does not
contribute to the clarification of the sensitivity analysis of the dislodgement susceptibility.

From Figure D.18 becomes clear that the sensitivity of the model parameters is independent of the input
parameters; i.e. there is a linear relation. Nevertheless, the safety number does change over the gradients
of the flow velocity and the density of water, where the gradient in the latter is hard to distinguish from
Figure D.18 due to the small range covered. However, the volume of the coral colony does not result in
different outcomes of the sensitivity of the safety number in both the relative and the absolute sense (see
Figs. D.18 and D.19); even for unrealistic ranges of coral volumes. This suggests that the dislodgement of
corals is insensitive to its volume, as long as its morphological ratios remain the same.

At first, this seems counterintuitive but when assessing the associated math it makes sense. All morphological
dimensions are determined based on the morphological ratios in combination with the volume of the coral
colony. Thereby, all these dimensions are proportional to the cube-root of the coral volume; i.e. dc, hc, be, te
{/V.. This dependency of the morphological dimensions cancels out in the determination of the CSF, which
is a dimensionless number. Therefore, the CSF is solely based on the morphological ratios and is independent
of the volume.

That the CSF is based on the form and plate ratios is clearly visible in Figure D.18, where the possible
error of the ratio is amplified. The amplification of the error—i.e. the sensitivity—due to the plate ratio is
most pronounced for the massive morphology, which results in approximately tripling of the imposed error.
Nevertheless, the other morphologies result in at least a doubling of the error (not shown). The sensitivity
to the form ratio is the same for all morphologies and also results in more than doubling of the error (see
Fig. D.18, top row). This is, however, not the general case as clearly visible in Figure D.20. Note that the
colorbar in Figure D.20 has a logarithmic scale.

The sensitivity analyses of the safety number to the drag coefficient and the tensile strength show a one-to-
one relation (see Fig. D.18, third and fourth row). This does not pose any substantial problems in case of the
drag coeflicient. The drag coefficient equals one for larger flow velocities (see Fig. D.2), which can be stated
with great certainty. The assumption of the drag coefficient to equal one does not result in noticeable errors,
as the dislodgement of corals occurs only due to high flow velocities; when the drag coefficient approaches
one [White, 2006]. Moreover, this assumption is commonly made [e.g. Madin and Connolly, 2006].
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Figure D.18: Sensitivity analysis of the coral morphology on the dislodgement in relative dif-
ferences. The sensitivity of the parameters is expressed as relative difference in safety number compared to
the estimate (see Eqs. D.1 and D.3, and Tab. D.11). The morphology is based on the representative massive
morphology (see Tab. D.11). The gray-shaded area marks the threshold difference compared to the imposed
deviation; i.e. the 10% mark.
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Figure D.19: Sensitivity analysis of the coral morphology on the dislodgement in absolute differ-
ences. The sensitivity of the parameters is expressed as absolute difference in safety number compared to the
estimate (see Eq. D.3, and Tab. D.11). The morphology is based on the representative massive morphology

(see Tab. D.11).
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Figure D.20: The colony shape factor as function of the morphological ratios. Note the logarithmic
scale of the colorbar. The representative morphologies as used in the sensitivity analyses are marked in this
continuous plot. The cCSF is fully described by the plotted morphological ratios and the coral volume does not
affect the CsF (see text).

The sensitivity of the safety number to the tensile strength poses a more critical problem, as this parameter
is hard to determine and shows a large range in literature [Madin, 2005]. Figure D.18 shows that an error
of 10% in the determination of the tensile strength, would result in the same error of the safety number.
This can have substantial effects on the computations associated with the dislodgement of corals. Especially
because the tensile strength covers a range of multiple orders of magnitude [Madin, 2005].

All in all, the coral dislodgement is very sensitive to the coral morphology. Especially when taking the wide
spreading of the morphological ratios into account (see App. D.4). The dislodgement is evenly sensitive to
the drag coefficient as to the tensile strength. However, the drag coefficient equals one with great certainty,
while the literature shows great spreading on the value of the tensile strength. This spreading covers
multiple orders of magnitude, and so imposes a great sensitivity of the dislodgement susceptibility to the
tensile strength.

D.7 Full model analysis

The set up of the sensitivity analyses of the full model is somewhat different from the modular analyses as
the focus is on the sensitivity on the long-term; i.e. decades to centuries. Furthermore, a representative
climate is considered for all four environmental factors in which some variation is included (see App. C).
The selection of parameters is based on their effect on the long-term coral development. As the bleaching
and storm events are the most pronounced contributors to substantial variations in the coral development,
key parameters of these processes are included in the full analysis. Furthermore, the recovery after such an
event is of importance for the long-term development as well, which is hard to analyse in the modular set
up. Thus the parameters of interest are:

1. the thermal-acclimatisation coefficient, Kyqr;
2. the strength of the substratum, o;; and
3. the probability of settlement, ps.

Table D.12 gives an overview of the ranges over which the parameters are analysed.

The full model sensitivity analysis makes use of nine virtual stations that are placed at equal distance
perpendicular to the shoreline (see Fig. B.1la, App. B.3). Virtual station 1 is at the deep end, and virtual
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Table D.12: Overview of the selected parameters for the sensitivity analysis of the full biophysical
model framework. The bleaching susceptibility is analysed via the sensitivity to the thermal-acclimatisation
coefficient, Kyqr; the dislodgement susceptibility is analysed via the sensitivity to the tensile strength of the
substratum, o¢; and the recovery is analysed via the probability of settlement of coral larvae, ps.

Parameter Estimates Unit Reason
min mid max
Kuyar 2.00 2.45 3.00 — Bleaching susceptibility
ot 0.1 0.2 1.0 x108 Nm~=2  Dislodgement susceptibility
Ds 10-¢% 1072 107! -— Recovery

station 9 is closest to the beach. The reef flat already starts at virtual station 5 and the water depth slightly
decreases towards virtual station 9.

The plots of the three sensitivity analyses are displayed on the following pages and briefly commented on
in Appendices D.7.1 to D.7.3. All are presented by the differences on the healthy coral cover and the coral
volume.

D.7.1 Bleaching

The sensitivity analysis on the bleaching susceptibility—i.e. on the thermal-acclimatisation coefficient—is
presented in Figures D.21 and D.22 (pp. 174-175) for the coral cover and volume, respectively. First of all,
the effects of the thermal-acclimatisation coefficient are substantial on the long-term development of corals;
both on their cover and volume. The coral cover shows no clear dependency of the sensitivity on the depth
gradient (see Figs D.21a to D.21i), while there is one on the coral volume (see Figs. D.22a to D.22i); the
sensitivity increases towards shallower areas on the reef.

D.7.2 Dislodgement

The sensitivity analysis on the dislodgement susceptibility—i.e. on the tensile strength of the substratum—
is presented in Figures D.23 and D.24 (pp. 176-177) for the coral cover and volume, respectively. As the
dislodgement criterion is a binary output—dislodgement or not—only virtual station 2 (see Figs. D.23b
and D.24b) show differences between the different values of the tensile strength of the substratum. This
is because the tipping point of dislodgement is around this virtual station. The effects of meeting the
dislodgement criterion or not are tremendous on both the coral cover and the volume.

D.7.3 Recovery

The sensitivity analysis on the recovery—i.e. on the probability of settlement of coral larvae—is presented in
Figures D.25 and D.26 (pp. 178-179) for the coral cover and volume, respectively. All virtual stations show
the dislodgement of corals due to a storm except for virtual station 1 (see Figs. D.25a and D.26a), which
is out of the danger zone as the dislodgement criterion is not met. For the other virtual stations, a clear
difference is present when the probability of settlement is one order of magnitude larger; i.e. from ps = 10~*
to ps = 1073, Furthermore, there is a trend over the depth gradient, which is most pronounced for the coral
cover (see Figs. D.25b to D.251): the effects of the probability of settlement increase for decreasing depth.
This holds for the coral volume as well (see Figs. D.26b to D.261), but is less pronounced.



D. SENSITIVITY ANALYSIS

174

0.8 4

0.6 q

0.4 4

0.2 1

healthy coral cover, Py [~]

0.0 4

[

ey ﬂ/ﬁ*ﬂqﬁ‘”*

time

(a) Virtual station 1.

T T T T T T T T T
2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

1.0 4

0.8 9

0.6

0.4 4

0.2 4

healthy coral cover, Py [~]

0.0 1

i

i

time

(c) Virtual station 3.

2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

1.0

0.8 1

0.6 q

0.4 4

0.2 1

healthy coral cover, Py [~]

0.0 4

F —]

time

(e) Virtual station 5.

T T T T T T T T T
2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

healthy coral cover, Py -]

0.0 4

I

time

(g) Virtual station 7.

healthy coral cover, Py [~]

2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

0.8 4

0.6 q

0.4 4

0.2 1

healthy coral cover, Py [~]

0.0 4

My ]

My

time

(b) Virtual station 2.

T T T T T T T T T
2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

1.0 4

0.8 9

0.6

0.4 4

0.2 4

healthy coral cover, Py [~]

0.0 1

2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

time

(d) Virtual station 4.

1.0

0.8 1

0.6 q

0.4 4

0.2 1

healthy coral cover, Py [~]

0.0 4

—

F(l/_k

]

time

(f) Virtual station 6.

T T T T T T T T T
2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

healthy coral cover, Py -]

0.0 4

T I

——

2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

1.0
0.8 1 |
0.6 q

0.4 4

0.2

ool MM»/KM/

T T T T T T T T T
2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

time

(i) Virtual station 9.

time

(h) Virtual station 8.

Figure D.21: Sensitivity of the healthy coral cover to the thermal-acclimation coefficient. Virtual
station 1 is at the deep end of the fringing reef, and virtual station 9 at the shallow end (see Fig. B.la, App.

B.3).
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Figure D.22: Sensitivity of the coral volume to the thermal-acclimation coefficient. Virtual station
1 is at the deep end of the fringing reef, and virtual station 9 at the shallow end (see Fig. B.1la, App. B.3).
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Figure D.23: Sensitivity of the healthy coral cover to the tensile strength of the substratum.
Virtual station 1 is at the deep end of the fringing reef, and virtual station 9 at the shallow end (see Fig. B.1la,
App. B.3).
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Figure D.24: Sensitivity of the coral volume to the tensile strength of the substratum. Virtual
station 1 is at the deep end of the fringing reef, and virtual station 9 at the shallow end (see Fig. B.la, App.

B.3).
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Figure D.25: Sensitivity of the healthy coral cover to the probability of settlement of coral larvae.
Virtual station 1 is at the deep end of the fringing reef, and virtual station 9 at the shallow end (see Fig. B.1la,
App. B.3).
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Figure D.26: Sensitivity of the coral volume to the probability of settlement of coral larvae. Virtual

station 1 is at the deep end of the fringing reef, and virtual station 9 at the shallow end (see Fig. B.la, App.
B.3).



Appendix E

Canopy-Flow Theory:
Derivations of formulae

This appendix shows the derivations of the various steps taken in the development of the formulae on
the Canopy-Flow Theory (CFT). First, the two momentum balances are covered for (1) above the canopy
(App. E.1); and (2) in the canopy (App. E.2). Second, the solution of the in-canopy flow is presented
in Appendix E.3. Finally, approximations for the solutions of the CFT are discussed and presented in
Appendix E.4.

A different frame of reference is used in the derivations used for the in-canopy flow formulations, compared
to the main text. The differences are (1) the direction of the vertical axis, which is upward; and (2) the
origin of the vertical axis, which is at the bottom. These modifications to the frame of reference clarify
the derivations associated with the in-canopy flow. Because of the difference, the vertical axis is denoted
differently to distinguish with the description used in the main text; this vertical axis is indicated by 2.

E.1 Above-canopy momentum balance

The momentum balance equation (see Eq. 4.12) forms the basis of the above-canopy. It is assumed that
the above-canopy flow is not hindered by the canopy. Therefore, it is solely the balance between the flow

acceleration and the pressure gradient:
ou 10p
i E.1
ot p Oz (E-1)
Equation (E.1) is fully in line with linear wave theory. According to linear wave theory, the pressure is given
by [Holthuijsen, 2007]:
cosh [k (z + d)]

p=pga—_— ed] sin (wt — kx) (E.2)
and the horizontal flow velocity is given by:
u= waw sin (wt — kx) (E.3)

sinh [kd]

where p is the density; g the gravitational acceleration; a the wave-orbital motion; k£ the wave-number,
k = 27w /L; w the wave-frequency, w = 27 /T'; z the vertical coordinate, which is vertical upward with z = 0
at mean sea level; d the water depth; = the horizontal coordinate positive in streamwise direction; and ¢ the
time coordinate.
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From Equation (E.2) follows that the pressure gradient—i.e. dp/dz— is given by:

op cosh [k (z + d)] B
Ere pgkaisosh ed] cos (wt — kx) (E.4)

From Equation (E.3) follows that the flow acceleration—i.e. du/dt—is given by:

Ou o cosh[k(z+d)]

E = w GW COs (wt — k'l') (E.5)

Equations (E.4) and (E.5) are related via the dispersion relation:

w? = gk tanh [kd] (E.6)

When Equations (E.5) and (E.6) are combined, the result in given by:

ou cosh [k (z + d)]

o = ke led] cos (wt — kx) (E.7)

From Equations (E.4) and (E.7), the relation becomes evident and is given by:

19p _ Ou
~ar ol (E.8)

Thereby, the acceleration—or the unsteadiness [Zeller et al., 2015]—of the flow is related to the pressure
gradient; according to linear wave theory.

E.2 In-canopy momentum balance

The momentum balance equation in streamwise direction (see Eq. 4.12) is repeated here for convenience:

ou 10p 107
Ou_ 10p 107 . E.
ot p8x+p82 ! (E.9)

where u is the flow velocity; p is the density of the water; p the pressure; 7 the shear stress; and f, the
resistance force, which is given by the well-known Morison equation:

Jw=fa+ [i (E.10)
where f,4 is the drag force; and f; the inertia force.

In Equation (E.9), the vertical advection is not taken into account as its relevance is shown to be negligible
[Zeller et al., 2015].

The three forces in Equation (E.9) are treated separately in the following sections: (1) shear; (2) drag; and
(3) inertia (Secs. E.2.1 to E.2.3, resp.).

E.2.1 Shear

The shear component is given by the turbulence-induced Reynolds stresses, which is given by:
T =—p{uuw) (E.11)

where 7 is the shear stress; and the prime denotes the fluctuation over the ensemble average, i.e. the
turbulent motion.
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Lowe et al. [2005a] represents this shear stress using a friction coefficient, while Zeller et al. [2015] suggests
to use Smagorinsky’s model [Smagorinsky, 1963] for the representation of turbulence-induced shear. The
two methods give in practice comparable results. However, the method as described by Zeller et al. [2015]
is more process-based and therefore used in this study [Vreman et al., 1997]:

ou

0z

u (E.12)

77\ __ 22
—<uw’>—C’SA g

where Cs is the Smagorinsky constant; and A the filter length. When applying an implicit filter—i.e.
A = Az—this reduces in the case of the canopy flow to:

— (W) = C? | Aul Au (E.13)
where Awu is the flow velocity above the interface subtracted by the flow velocity below the interface; e.g. in
case of a single-layered canopy Au = uy — up, if the interface is at the top of the canopy.

This is in line with the turbulent kinetic energy budget [Zeller et al., 2015] in which the shear production at
the interface gives similar results.

E.2.2 Drag

The drag component in Equation (E.9) is related to the production of wakes in the turbulent kinetic energy
budget [Zeller et al., 2015]. King et al. [2012] suggests to add a factor incorporating the transfer of turbulent
kinetic energy to heat due to the viscous stresses. However, this is negligible [Uijttewaal, 2019] and therefore
not taken into account.

For the description of the drag component as function of the water depth, the A-parameters [Britter and
Hanna, 2003] are written as continuous functions over the vertical [Weitzman et al., 2015]:

o) = 4 (E.14a) u(e) = Lol (E.14b)

where w.(z) is the width—or diameter—of the obstruction as function of z.

Therefore, the drag component is given by the well-known formulation of the drag force per volume mass
[e.g. van Rooijen et al., 2018] taken as integral over the canopy height:

h
fim =g [ (E.15)

where Fy is the drag force; and Cy the drag coeflicient.

E.2.3 Inertia

The inertia component is unique for accelerating flows and is given by [Lowe et al., 2005a; Weitzman et al.,
2015; Zeller et al., 2015]:
Cmt Ou

=T (E.16)

fi

where C,, is the inertia coefficient.

E.3 Solution in-canopy flow

First, the solution of the in-canopy flow is determined based on a two-layer system (Sec. E.3.1); i.e. in-
canopy flow and above-canopy flow. Thereby, there is only one wave-attenuation coefficient (WAc). This
solution can easily be extended to a multi-layer canopy, which is what this section concludes with (Sec.
E.3.2).
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E.3.1 Two-layer system

The formulation of the two-layer system (Eq. 4.15) is repeated here for convenience:

9 (up —uy) _ luy — up| (uy — up) _ |up| up _ CmAp %
ot L, Lq 1—X, Ot

(E.17)

Luhar et al. [2010] suggests to solve this equation by writing the flow velocities as the real part of the complex
wave notation:

up = Re{Bway exp [iwt] } (E.18a) uy = Re{way exp [iwt] } (E.18b)
where w and ay are real and positive, while 8 may be complex; in which a., = |3|.
The solution of Equation (E.17) is then given as:
7] ) 0 .
g (Re{ﬁwaf exp [iwt] }) 5 (Re{waf exp [iwt] }) =

Lis ‘Re{waf exp [iwt] } — Re{Bway exp [iwt] }‘ (Re{waf exp [iwt] } — Re{Bway exp [iwt] })

_ Lid’”lze{ﬂwaf exp [iwt] }‘Re{ﬂwaf exp [iwt] }
- 10 - i % (Re{Bwayexpliwt] })  (E.19)
which results in:
i(B—1) wQGfRe{ exp [iwt] } =
w?a? . .
. |(1— B) Re{ exp[iwt] }| (1 — B) Re{ exp [iwt] }

_ chde |Re{B exp [iwt] }| Re{B exp [iwt] }

_ ilcf/;p Bw?a;Re{ expliwt]}  (E.20)

In Equations (E.19) and (E.20), the shear and drag length-scales are defined as:

he 2he (1= Ap)

= E.21 Log=—"7—— E.21b
o2 (E.21a) d Ty ( )
in which the frontal and planar A-parameters are the depth-integrations of Equations (E.14a) and (E.14b)
over the canopy height:

L,

he he ™ 42
Af = ¢ dz = }icdc (E.22a) Ap = P dz = 4-¢ (E.22b)

2 1.2
2=0 3 0c 2=0 20c

where Ay and A, are the frontal and planar A-parameters, respectively; and 2 is the vertical coordinate
positive upward with Z = 0 at the bottom.

Next, the complex wave notation is rewritten for which holds Re{ exp [iwt] } = cos (wt), and the formulation
is shortened:

1 (B —1)cos (wt) = %’; |1 — 8] (1—p) - |cos (wt)|cos (wt)

ay . Cm\
~ I, |8] B - |cos (wt)] cos (wt) — 261 = )\z; cos (wt) (E.23)
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Further simplification requires the linearisation of the quadratic terms using the first Fourier harmonic. This
linearisation of the quadratic terms results in an constant that must be included. The linearised form of
Equation (E.23) is given by:

i (B — 1) cos (wt) = g%f 11— B| (1 — B) cos (wt) — 5%2 18| B cos (wt) — i3 fmip cos (wt) (E.24)

— \p

in which this constant is given by:

fOT |cos (wt)]| cos (wt) cos (?) dt

&= 51 (E.25)
fOT cos (wt) cos (T) dt
where 9
™
o2 B2
w (B.26)
Combining Equations (E.25) and (E.26) results in:
‘= fOT |cos (wt)| cos? (wt) dt (B.27)

fOT cos? (wt) dt

When integrating over the positive section of the cosine function—i.e. 0 < t < T/4—Equation (E.27)

becomes:
fT/4 cos® (wt) dt

=20 " 7 (E.28)
fOT/4 cos? (wt) dt
Filling in the numbers results in:
8
&= I (E.29)

Thereby—by combining Equations (E.23) and (E.29)—the solution to Equation (E.17) results in the follow-
ing, linearised formulation:

8 as
3w Lg

L= 81(1-5) - 5T 1816~

Con Ay
1- X\

i(B-1)= 8 (E-30)

E.3.2 Multi-layer system

This principle can easily be extended to multiple layers within the canopy, which have different A-parameters
and so varying shear and drag length-scales. For convenience, a structured method is introduced in which
multiple layers are systematically arranged (see Fig. E.1).

For the k-th layer, Equation (E.17) becomes:

o _ _ upr—1 — upge| (Upk—1 — Up,k) o |tp,k — Up, k1] (Upk — Upk + 1)
(upk —ug) =
ot P f Ls,k Ls,k

_ |Up,k| Up,k CmAp,k Oup,k

— E.31
Lk 1—=Xpr Ot ( )

where up r = uy if k = 0, which implicitly states that the free flow is layer k = 0 (see Fig. E.1). The top
layer of the canopy is £ = 1 and k increases downwards until layer k& = K, which is the bottom canopy
layer. Furthermore, the shear component between the bottom canopy layer and the bottom—i.e. the
substratum—is assumed to be zero, which can be represented by no velocity difference between the layers;
ie. up x —up kx+1 = 0 in Equation (E.31).
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Ahg k=0

Ahy k=1
h e e e e e e — = x>

hc,l
hC’Q ******************* S
A Ahg_q k=K-1

2 S i+

hC,KT Ahg k=K

Figure E.1: Systematic notation for multi-layer canopy. h is the water depth; h. ;. is the canopy height
up to the k-th layer, i.e. the distance between the top of canopy layer k and the bottom; Ahy the thickness of
canopy layer k; and 2 the vertical axis, which positive upward and zZ = 0 at the bottom.

The shear and drag length-scales are defined for a multi-layer canopy—in line with the single-layer canopy
(see Egs. E.21a, E.21b, E.22a and E.22b)—as follows:

Ahg
Ls,k - C,?

(E.32a) Lax = —QAhk (1 — )\p’k)

= E.32b
’ Cd’k: Af’k ( )

Following the same methodology as to get from Equation (E.17) to Equation (E.30), Equation (E.31) can
be written as:

i(Br—1) = *35; Lasfk (\51@71 — Brl (Br-1 = Br) — |Br — Br+1] (Br — 5k+1))
8 ay Codpir
~ 3 Tor |8k | B — U — )\’;k Br (E.33)

in which the porous in-canopy flow is given by the real part of the complex wave notation:
upx = Re{Brway exp [iwt] } (E.34)
where the WAC of the k-th layer is given by [Luhar et al., 2010]:

Qo ks = |6k‘ (E.35)

E.3.3 Numerical solving

To find the solution to either the single-layer canopy or the multi-layer canopy, the complex functions have
to be solved iteratively. For this, a numerical solver is used, which solves for complex functions as well. This
numerical solver is the built-in function newton, which is part of the package scipy.optimize in Python.!

IMore information on the function: https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.
newton.html (retrieved January 23, 2020).


https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.newton.html
https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.newton.html
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This numerical solver follows the Newton-Raphson method. For this solver to work properly for complex-
valued functions—as is needed—the derivatives are needed. Therefore, the general derivative to the solution
is derived in this section; i.e. the derivative of Equation (E.33).

First, Equation (E.33) is rewritten such that all terms are on one side:

fe=1(Br—1) - %Tif;@ (IBk=1 = Br| (Be—1 — Br) — 1Bk — Br+1| (Br — Br+1))
CinAp,
si Laf 1Bkl By + i APZ B (E.36)

A solution is found when Equation (E.36) is set equal to zero. The derivative of Equation (E.36) is given
by:

g%: = ‘_%La:jk (7“@9 1= Bl (Br—1— Br)) —aiﬁk(\ﬁk—ﬁwﬂ(ﬁk—ﬁkﬂ)))
8 Cm)\
37% a5 (18] Be) + i7" ;; (E-37)

The derivatives due to the shear and drag terms are solved by following the product rule, which in general
gives:

0

0 0
871( |21 — 22| (21 — 22) ) = |21 — 2] 8—21(,21 — 2) 4 (21 — 22) 871( |21 — 22| ) (E.38)
—_—— ———

(1) (2)
where both z; and z2 are complex valued parameters.

The first derivative in Equation (E.38)—marked with (1)—reduces to one. However, the second derivative
in Equation (E.38)—marked with (2)—does not reduce to one due to the absolute value:

9 (21— ) = Re {ai}
o V(Re {1} = Re {z2))? + (@m {1} — Tm (22}’
B Re{z}
V(Re{z1} — Re{z2)? + (Im {21} — Im {z2})*
+i Im {1}
V(Re {21} — Re{z})® + (Im {21} — Im {z2})*
—i Im {2} (E.39)

V(Re{z} — Re{z2)® + (Im {21} — Im {z2})*
Note that the following definitions hold for complex numbers:
z=TRe{z}+iZIm{z} (E.40a)

|z1 — 22| = \/(Re {21} = Re{z})* + (Tm{xn} — Im{z})? (E.40b)

Rewriting Equation (E.39) using Equations (E.40a) and (E.40b) results in:
0

22
S E—— E.41
82 (|Zl 252|) |Zl_22| ( )
Thereby, Equation (E.38) can be rewritten into:
8 zZ1 — 22 2
2o (lz1 — 22| (21 — 22) ) = ﬁ + |21 — 22 (E.42)
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Implementing these steps to the shear and drag terms results in the following, general derivative to Equa-
tion (E.36):

Of _ . 8 ay ((Be-1—Fr)” o B Ben)’ L )
9B ' 3w Lo < |Be—1 — Bl Bt = B 1Bk — Bt = Pl
8 a (B )  Cm .k
+ 37 Lur <\6k| + | B +ig - (E.43)

Note the change of sign for the first shear term, which follows from the product rule (see Eq. E.38); the
first derivative in Equation (E.38)—marked with (1)-—does not reduce to one, but to negative one instead.

E.4 Approximations in-canopy flow

Lowe et al. [2005a] shows that the in-canopy flow is in one of three domains: (1) inertia-dominated domain;
(2) general domain; or (3) unidirectional domain. For the first and latter domains, simplified expressions
have been found. For the general domain, these simplifications do not hold. In this section, both the
inertia-dominated approximation as the unidirectional approximation are derived (Secs. E.4.1 and E.4.2,
resp.).

Both derivations start from the single-layered canopy after which the same methods are extended to the
multi-layer canopy.

E.4.1 Inertia-dominated domain

Equation (E.30) is used as a starting point for the single-layer canopy from which the simplified form
is derived. The inertia-dominated domain is defined as the cases in which the wave orbital motion is
significantly smaller than the drag and shear length-scales, but the inertia component is not negligible; i.e.
ay < Lq and ay < L,. This results in the following approximation of Equation (E.30):

Co Ay

i(ﬂifl):*il_)\p

Bi (E.44)

where the subscript ¢ denotes the approximation for the inertia dominated domain.

After some simple algebra, one gets to the limiting case in which the wave-attenuation coefficient (WAC) is
solely based on the inertia forces:

1-X
lim aw =a; = |6i] = P

Equation (E.45) is easily extended to a multi-layer canopy, as there are no interactions with other layers in
the canopy involved. These inter-layer interactions are fully incorporated in the shear components (see Eq.
E.31). Therefore, the multi-layer approximation of the inertia-dominated domain is given by:

. 1-— >\p,k
lim o = air =

_ E.4
w—00 1—=2pk (Cm — 1) ( 6)

E.4.2 Unidirecitonal domain

The approximation of the WAC in the unidirectional domain is considered for both a single-layer canopy and
a multi-layer canopy—just as with the approximation in the inertia dominated domain—but also for two
types of expressions for the shear stresses:
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1. The ‘simplified’ form describes the shear stress assuming the difference between the two flow velocities
is dominated by the faster flow, and so is given by this flow velocity only. As the flow is attenuated in
the canopy, the flow higher in the water column is expected to be larger than the flow underneath. In
the general notation (see Fig. E.1): upr—1 > up . This assumption gives the following description
of the shear stress:

Te(2 = her) = pC2 |up k—1| Up k-1 (E.4Ta)

2. The ‘full’ description includes the difference between the two flow velocities, which complicates matters.
This results in the following description of the shear stress:

Tc(?:’ = hc’k) = pCf ‘up,k71 — Up,k (up7k71 — up,k) (E47b)

Single-layer canopy

The approximation of the WAC in the unidirectional domain for the single-layer canopy starts from the begin-
ning; i.e. with the streamwise momentum balance (Eq. E.9). The unidirectional domain is characterised by
an infinitely long wave. In this special case, the time-derivatives approach zero and Equation (E.9) collapses

into:
1 Ope 1 OTe

Cpdx  pd:
where the subscript ¢ denotes the unidirectional case and in which the resistance force is solely based on the
drag term, i.e.:

fo=0 (E.48)

fe= fa (E.49)

Because the resistance force above the canopy reduces to zero (i.e. fo(2 > hc) = 0), Equation (E.48) reduces

to:
Op. _ OTc

or 02
where the gradient of the shear stress over the vertical is assumed to be linear. In combination with the
assumption that the shear stress at the top of the water column is zero (i.e. 7.(2 = h) = 0)—e.g. no
wind-induces shear stresses—the pressure gradient above the canopy can be written as:

_ O7c Te(2=h)—71(2=he) —7c(2=h)

= o5 (> he) = T i —— (E.51)

(E.50)

Ope
ox

(2> he)

Substituting Equations (E.49) to (E.51) into Equation (E.48) gives:

17(2=he) 1071
- 2, =0 E.52

p h—hc + p 0z Ja ( )
Averaged over the whole canopy and assuming the bottom stress to be negligible—i.e. 7.(2 = 0) = 0—
Equation (E.52) results in:

17c(2=he)  17c(2=h)
- it _ = E.
o h—he + » » fai1 =0 (E.53)
in which (see Eq. E.15)
_ Caadgn
fd,1 2. (1 — Ap ) |uP| Up (E54)

Substitution of the drag length-scale (see Eq. E.21b) in Equation (E.53) in combination with the drag
formulation (see Eq. E.54), gives:

=0 (E.55)

The next step is to rewrite the shear stress terms. This is done for both formulations of the shear stress, as
introduced in this section: (1) the simplified formulation; and (2) the full formulation (see Egs. E.47a and
E.47b, resp.).
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1. Substituting Equation (E.47a)—i.e. the simplified formulation of the shear stress—into Equation (E.55)

gives:
C:lugluy | CFlugluy  |up|up
e s _ — E.
h - hc + hc Ld 0 ( 56)
Including the shear length-scale (see Eq. E.21a) this becomes:
lugluy  he luglur — Jup|up
_ = E.
Ls h—hec Ls Lq 0 (E.57)

After doing some straightforward algebra and using the definition of the wAC (see Eq. 4.19), the
unidirectional limit of the WAC is given by:

Up La he
c=— =] — 1 E.
T \/Ls <h—hc - > (E.58)

which is the positive result of the quadratic formulation, as only the positive result suits the definition
of the wac; 0 < ap, < 1.

2. Substituting Equation (E.47b)—i.e. the full formulation of the shear stress—into Equation (E.55)

gives:
c? lup — up| (uy — up) c? luy — up| (uy —up)  |up|up
2 = — =0 E.59
h—he * e L (E-59)
Including the shear length-scale (see Eq. E.21a) this becomes:
lug —up| (uy —up) he + lug — up| (uy —up) _ |up|up -0 (E.60)

L, h — he L, Lq

Assuming that the above-canopy flow is larger than the in-canopy flow, which is again larger than
zero—i.e. uy > up > 0—Equation (E.60) becomes:

2 2
Ur — U he U
(pr)(h_h+4)—E§:0 (E.61)

When Equation (E.61) is divided by the square of the above-canopy flow and using the definition of
the WAC (see Eq. 4.19), Equation (E.61) can be rewritten into a quadratic function:

1—20c +a? he a?
_ e _ E.62
e (e ) B (B2

The solution of Equation (E.62)—using the abc-rule—for which 0 < a. < 1 holds, is the unidirectional

limit of the wWAC:
Ld hc Ld hc
) ‘ﬁ ()

La [ he
=4 1) -1
L, (h—hc+ )

The unidirectional limit of the wWAC for which the full shear stress formulation is used, can be written in
terms of the expression of the WAC as based on the simplified formulation of the shear stress:

(E.63)

Qe =

2
Qs — Qe,s
Qof = —5—71 (E.64)

where the subscript f denotes the use of the full expression of the shear stress; and the subscript s the use
of the simplified formulation.
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Multi-layer canopy

Unfortunately, the formulations of the single-layer canopy cannot easily be translated to the multi-layer
canopy as the canopy layers interact and so modify their outcomes. The starting point is again—as with the
single-layer canopy—the streamwise momentum balance (Eq. E.9). As the first steps in the derivation of
the unidirectional limit for the single-layer canopy are the same as for the multi-layer canopy (see Egs. E.48
to E.52), the derivation for the multi-layer canopy starts from Equation (E.52) onwards; which is repeated
here for convenience in which the notation for multiple layers as presented in Figure E.1 is used:

ch(f = hen) n 187’6
p Ahg p 0z

—fa=0 (E.65)

From here, the derivation for the multi-layer canopy differs as the canopy consists of multiple layers. There-
fore, Equation (E.65) is averaged over the canopy layer, which gives for layer k the following expression:

%TC(Z = hen) . Te(2=her) — 7e(2 = hek+1) —fax =0 (E.66)

1
Ahg P Ahy,
in which (see Eq. E.15):
CakAfk

Jak = 5550 (1= pr)

Up (E.67)

[up,k

Substitution of the drag length-scale (see Eq. E.32b) in combination with Equation (E.67) into Equa-
tion (E.66), gives:

1 1Tc(2:hc k)—TC(i:':hc k+1) |upk Up,k
= ’ * e E.68
p Ahg p Ahy La ( )

From here onwards, the derivations split—just as with the single-layer canopy—due to the implementation
of the shear stresses. Both formulations are addressed: (1) the simplified formulation (see Eq. E.47a); and
(2) the full formulation (see Eq. E.47b).

1. Substitution of the simplified formulation of the shear stress (see Eq. E.47a) into Equation (E.68)

gives:
C2 Jug|uy n Ce lupp—1lupr—1 _ C2lupiltpr _ |upnlupn _ 0 (E.69)
Ahg Ahg Ahg Lax ’
Including the definition of the shear length-scale (see Eq. E.32a), Equation (E.69) can be rewritten
into:
luglus Ahk  Jupr-altupr—r _ |[upkltpr _ [Uupk|upr
: kol |UpklUpk _ [Upk|Upk _ E.
Ls Aho L.k L.k Lak 0 (E-70)

Due to the multiple layers, the unidirectional limit of the WAC cannot be retrieved instantaneous from
Equation (E.70) as the layer(s) above the layer under consideration—here layer k—determine the flow
velocity. Therefore, one has to move down from the top canopy layer (k = 1) to the bottom canopy
layer (k = K). In the case of the top canopy layer, Equation (E.70) only consists of the above-canopy
flow (up,0 = uy) and the in-canopy flow of this top canopy layer. Taking this direction of computations
into account, a description of the unidirectional limit of the WAC for layer k can include the WAC of
the layer above; i.e. k — 1. Therefore, the three flow velocities in Equation (E.70) are clustered:

Lde Ld,k Ahy Ld,k
(Ls,k + 1) [tp, k| Up,k = Tox Dho luslur + m [Up,k—1| Up —1 (E.71)

Rearranging of Equation (E.71) such that the in-canopy flow of layer k and the above-canopy flow are
on one side, and the rest is on the other side gives:

[tp, k| Up,k _ La (Ahk n |up,k71|up,k71)
lug|uy Lgk + Lsx \ Aho luslus

(E.72)
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Using the definition of the WAC (see Eq. 4.19) including its defined boundaries of zero and one,
Equation (E.72) results in the unidirectional limit of the WAC of canopy layer k in which only the
positive root is presented as the root that is physically sound:

Lax Ahy 2
SR S E.73
Qe k \/Ld,k i Ls,k (Aho +ac,k71 ( )

Note that Equation (E.73) is in line with the result for the single-layer canopy (see Eq. E.58), where
by definition a.,0 = 1. The difference between the two formulations is due to the assumption that the
bottom shear stress is negligible and therefore not taken into account. This assumption also results in
a modification of the unidirectional limit of the WAC for the bottom canopy layer. Following the same
procedure, this results in the following expression—which is similar to Equation (E.58)—for K = 1:

_ |Lax [ Ahgk N
Qe, K = \/LS,K (Aho +ac,K—1) (E.74)

. Substitution of the full formulation of the shear stress (see Eq. E.47b) into equation Equation (E.66)
gives:

C2 Juy — upn | (ug —up) n C2 Jup k-1 — up k| (Upr—1 — tp)
Aho Ahk

_ C2up — uperr| (Up e = Up 1) [pkl Up,k
Ahy, La,k

=0 (E.75)
Introducing the shear length-scale (see Eq. E.32a), Equation (E.75) can be rewritten into:

lup — up,1| (uy —up,1) Ahi | |upr—1 — Up| (Upk—1 — Up,k)
Ls,k Aho Ls,k
Jupk — Up kg | (Up e — Upkt1)  [Upk| Upk
Lsy La,k

=0 (E.76)

Next, the assumption is made that the flow velocity reduces further down the canopy in all cases, i.e.:
Up > Up1 > Up2 > .. > Uph—1 > Upk > Up kgl > ... > Up K—1 > Up K (E.77)

With this assumption, the difference between the two flow velocities as given in Equation (E.76) is
always positive; up x—1 — Up,k > 0 if upr—1 > upk. Therefore, the absolute notation is not needed
anymore, and Equation (E.76) simplifies to:

(ur —up1)? Ay (uph—1 —upk)®  (Up — Uppi1)”  Upr _ 0 (B.78)
L1 Ahg L1 L1 Lak '

Equation (E.78) is divided by the square of the above-canopy flow, which in combination with the
definition of the WAC results in the following quadratic formulation of the unidirectional limit of the

WAC:
o2, = L [ Ahk
ek Ls,k Ah»O

The unidirectional limit of the WAC following the full formulation of the shear stresses results in a set
of non-linear equations that must be solved.

(1= ac1)? + (k1 — Qer)’ — (Cek — ac,k+1)2) (E.79)



Appendix F

Coral recruitment:
Recommendation

In Section 6.3, the contribution of the reproduction of corals is included in a basic way; adding a certain
amount of coral cover and volume to the existing cover and volume, representative for the contribution of
spawning. This appendix presents a suggestion to include this in a more process-based manner. It includes
suggestions on the mechanisms and some first attempts on the formulations. Because this is a field of
research on its own, it is not fully included in the main study. Furthermore, there is still lots of research
required on the leading mechanisms governing the dynamics associated with the coral recruitment.

This appendix starts with an introduction into coral recruitment in Appendix F.1. Next, the suggestion
is presented on how the coral recruitment can be better incorporated in the developed biophysical model
framework (BMF). This includes the formulations of the dynamics of the coral recruitment (App. F.2).
Thereafter, a sensitivity analysis is presented in Appendix F.3. Finally, some concluding remarks concerning
the coral recruitment are provided in Appendix F.4.

F.1 Introduction into coral recruitment

In the recolonisation of a coral reef, coral larvae are needed to repopulate the site. Therefore, the connectivity
to other coral reefs—or other reef sections—is essential in the recovery of coral reefs [Hata et al., 2017].
Within the large amount of coral species, there are two reproduction modes [Baird et al., 2009b; Harrison
and Wallace, 1990; Hughes et al., 2019]: (1) spawning; and (2) brooding. The majority of the corals, however,
are spawners [Baird et al., 2009b]; around 85%. The difference between the two modes is:

1. Spawning corals release gametes—i.e. eggs or sperm—and fertilisation occurs externally.

2. Brooding corals release planulae—i.e. fertilised eggs—and fertilisation occurs internally.

The larvae of spawning corals can often cover larger distances before they settle [Connolly and Baird, 2010]
and so are important for (1) the connectivity with other reefs; (2) buffering from local extinction; and (3)
the establishment of new—or less populated—locations [Gaylord et al., 2013; Woods et al., 2016].

Because coral larvae are poor swimmers—as there swimming velocities are orders of magnitude smaller than
the (turbulent) flow velocities [Chia et al., 1984; Hata et al., 2017; Koehl and Hadfield, 2010]—they sub-
stantially depend on the diffusion due to the hydrodynamics [Baird et al., 2009b]. Moreover, the turbulence
created on a reef is generally insufficient to enable settlement [Hata et al., 2017], and so additional com-
plexity is needed due to micro-structures as well as large scale complexity [Graham et al., 2015]. Therefore,
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the probability of settlement is determined mainly by two factors: (1) the complexity of the area [Graham
et al., 2015]; and (2) the hydrodynamic conditions.

For a successful recolonisation of the area, both aforementioned criteria must be met. The complexity of
the area and the hydrodynamics extend over multiple length-scales [Graham et al., 2015; Hata et al., 2017].

Furthermore, the connectivity is of importance and described by a diffusion relation [Cowen et al., 2006;
Cowen and Sponaugle, 2009] in which the mortality rate of the larvae decreases exponentially over time
[Connolly and Baird, 2010]. The combination of the diffusive spreading translates—in combination with the
mortality rate of the larvae—into the supply of larvae as function of distance and time [Connolly and Baird,
2010].

F.2 Coral recruitment dynamics

The coral recruitment dynamics is split in five topics: (1) the competence of larvae to be ready to settle
(Sec. F.2.1); (2) the dispersion of the larvae (Sec. F.2.2); (3) the spawning of corals (Sec. F.2.3); (4)
the settlement rate of larvae (Sec. F.2.4); and (5) the mortality of larvae while drifting around in the
water column (Sec. F.2.5). Thereafter, Appendix F.2.6 presents the connection from the coral recruitment
dynamics to the biophysical model framework (BMF). This section concludes with a summary in which all
the five components of the coral recruitment are listed (Sec. F.2.7).

F.2.1 Larval competence

Larvae are not always competent from their release to settle [Miller and Mundy, 2003; Nozawa and Harrison,
2008], which is especially true for spawning corals [Connolly and Baird, 2010]. As the acquisition of compe-
tence can take days [Harrison and Wallace, 1990; Miller and Mundy, 2003; Nozawa and Harrison, 2008], this
can have a profound influence on the distribution of settling coral larvae [e.g. Wilson and Harrison, 1998].

Therefore, the competency dynamics of coral larvae are taken into account to describe the full picture. In
these dynamics, three phases are defined: (1) pre-competence; (2) competence; and (3) post-competence
[Connolly and Baird, 2010]. These phases interact according to a set of differential equations [Connolly and
Baird, 2010]:

% - —a(t)L1(t) —u(t)L1(t) (F.1a)
% - +a(t)Li(t) —B(t)La(t) —p(t) La(t) (F.1b)
% - +B(t)La2(t) —p(t)Ls(t) (F.1c)

where L; are the coral larvae in phase i; « and 8 the per capita competence acquisition and loss rate,
respectively; and p is the mortality rate (see Sec. F.2.5).

Many aspects influence the competence acquisition and loss rates [Alvarez—Noriega et al., 2016; Harii et al.,
2007; Woods et al., 2016] and the pelagic larvae are vulnerable against slight environmental changes [es-
pecially the copper concentration Hédouin and Gates, 2013; Woods et al., 2016]. Nevertheless, this study
assumes these rates to be constant, which is in line with Connolly and Baird [2010]. However, a time delay
is added to the rate of acquisition of competence. Thereby, the competence acquisition and loss rates are
given by respectively:

0 forts <t<ts+te
alt) =

a for t>1ts +tc
Bty =1b (F.3)
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where a and b are the constant rates of competence acquisition and loss, respectively; ts is the time of
spawning; and t. the time delay in acquiring competence. This time delay is in the order of a few days from
spawning [Baird et al., 2009b; Connolly and Baird, 2010; Harrison and Wallace, 1990].

F.2.2 Larval dispersion

Central in the determination of the recruitment of coral larvae is the dispersion of them from the source; i.e.
the reproducing coral. The dispersion follows the advection-diffusion relation in which the coral larvae are
active tracers due to their swimming;:
dc

a5t +V-(uc) —V-(DVe) =S (F.4)
where c is the concentration, in this case the coral larvae; u the flow velocity vector; D the diffusion coefficient;
and S the cumulative of the sources and sinks. This last parameters includes: (1) the mortality rate; (2)
the settlement; and (3) the release of larvae into the water by the corals. Thus, all biological components
involved in the dispersion of the larvae are bundled in this source/sink-parameter, and the physical processes
are further determined based on the advection-diffusion relation (i.e. Eq. F.4).

Combining Equations (F.1) and (F.4), results in a set of advection-diffusion equations, which can collectively
be written as: oL

8tl +V- (uLz) - V- (DVLl) =5; (F5)
in which the interactions between the larval phases, the settlement of larvae and their mortality are included
in the source/sink term, S;:

S = +r(t) —a(t) L1 (t) —p(t)La(t) (F.6a)
Sy = +ou(t)La(t) —B(t)La(t) —o(@,y;t)La(t) —p(t) La(t) (¥.6b)
S3 = +B(t)La(t) —n(t) Ls(t) (F.6¢)

where r is the spawning rate of corals (see Sec. F.2.3); and o the settling rate of larvae (see Sec. F.2.4).
These source and sink, respectively, are added with respect to Equation (F.1).

F.2.3 Coral spawning

The moment of (mass) spawning of corals is seasonal [e.g. Guest et al., 2005; Mangubhai and Harrison,
2008] and driven by environmental cues such as temperature and light [e.g. Harrison and Wallace, 1990; Van
Woesik et al., 2006; Willis et al., 1985]. This broadcast spawning event is well-predictable in time [Vize,
2006; Willis et al., 1985], where the accuracy for some species is in the order of one minute and gets up to
1-2 hours for less punctual species [Baird et al., 2009b]. The exact timing of multiple species are, however,
not aligned as much and can span over 2-3 months [Guest et al., 2005; Mangubhai and Harrison, 2008]

The spawning of corals occurs at a regular interval—namely annually [e.g. Vize, 2006]—and so can be defined
as (1) a pre-set time-sequence [Vize, 2006; Willis et al., 1985]; and (2) a function of the environmental cues
[Harrison and Wallace, 1990; Van Woesik et al., 2006]. To limit computational effort, the first option is more
suitable in this study. Moreover, the exact timing is not of importance when assessing multiple decades or
even centuries. In these cases, the interval between spawning events is dominant. Therefore, the time of
spawning is indicate by ts, which are all the moments of broadcast spawning, which can be given by the day
of the year due to the annual spawning cycle of corals [Vize, 2006].

Furthermore, only healthy corals contribute to the reproduction [Evenhuis et al., 2015; Rodrigues and
Grottoli, 2006] and so only the healthy coral cover releases larvae. Combining these two aspects results
in the following formulation for the spawning rate of corals:

PHR fOI‘ t= ts
r(t) = (F.7)
0 for t # ts
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where R is the amount of released larvae and is a calibration factor.

F.2.4 Larval settlement

The settlement of coral larvae is not only based on the competence of the larvae to settle, but also (1) the
flow conditions; (2) the bottom complexity; (3) the attachment strength; and (4) the location of the larvae
in the water column. The first two are related, as a higher bottom complexity substantially influences the
flow structure near the bottom. Furthermore, the attachment strength is also related to the flow conditions
near the bottom surface, as it determines whether the larva is able to remain attached to the bottom so it
can metamorphose into a coral. The last aspect seems straightforward—as coral larvae cannot settle when
they are high in the water column—but plays a substantial role on the dispersion of corals [Bradbury and
Snelgrove, 2001; Smith et al., 2001]. This vertical position of coral larvae is assigned to their lipid content
[Harii et al., 2002; Harii and Kayanne, 2003; Tay et al., 2011].

Furthermore, the settlement rate is determined by the available space for settlement; i.e. the portion of
unoccupied suitable substratum. This suggests the use of a logistic bottleneck as used for the growth
component in the population dynamics (see Eq. 5.1a). In fact, this part of the partial differential equations
of the population dynamics includes—among others—the recolonisation of dead corals and the reproduction
[Evenhuis et al., 2015]. However, for regrowth of the area an healthy population of coral(s) is needed (see Eq.
5.1a). Therefore, this component does not include the dispersion of coral larvae and thereby the influence
of neighbouring coral colonies; where the word “neighbouring” must be taken in broad sense. Instead, it
represents the internal recolonisation and reproduction.

As there is no clear relation between certain characteristics of the bottom profile and the flow structure, all
these components are combined in one parameter; the so-called unrestricted probability of settlement. In
combination with the logistic bottleneck, this results in the probability of settlement:

o(z,y;t) = ps (1 - %) (F.8)

where ps is the unrestricted probability of settlement; Pr the total population cover; and K the carrying
capacity of the area. Note that the logistic bottleneck is determined by the total population, which (1) does
not include the dead coral cover; and (2) includes all living population states, which are assumed to prevent
new larvae to settle on them. The spatial and temporal variabilities are both in the unrestricted probability
of settlement and the logistic bottleneck.

F.2.5 Larval mortality

There are three methods to describe the mortality rate, which are in increasing complexity: (1) constant; (2)
monotonically increasing or decreasing; and (3) decreasing followed by increasing, and vice versa [Connolly
and Baird, 2010]. The latter results in a bathtub-shape or a hump-shape. It is common practice to idealise
the mortality rate as constant in dispersal models [e.g. Cowen et al., 2006; Siegel et al., 2008] even though
this assumption is likely to be incorrect in nature [e.g. Graham et al., 2008].

Although Graham et al. [2008] suggests a bathtub-shaped mortality rate—i.e. high initial mortality that
at first decreases to increase at the end again—Connolly and Baird [2010] showed that the inclusion of an
extra parameter does not result in substantially more accurate model results. Therefore, they suggest to use
the Weibull distribution instead of the generalised Weibull distribution [Connolly and Baird, 2010], which
results in the following mortality rate:

plt) =N (E = 1) (F.9)

where ~ is the shape factor of the Weibull distribution; and A the instantaneous mortality rate. For v < 1,
the mortality rate is decreasing over time; for v = 1, the mortality rate collapses and becomes constant; and
for v > 1, the mortality rate is increasing.



F. CORAL RECRUITMENT: RECOMMENDATION 196

F.2.6 Coral cover and morphology

Once the coral larvae have settled—for which the dynamics are described by the previous sections—they
contribute to the coral cover as well as to the friction via changes in the morphology. Therefore, the settled
larvae have to be translated into resulting changes on the coral composition. As the coral larvae are very
small—order of magnitude is millimetres [e.g. Harrison and Wallace, 1990]—their contribution is limited,
but still can lead to the recolonisation of an area. The volume of the coral larva is used in combination with
the number of settled larvae to describe the contributions to the coral cover and volume.

First, the settled larvae are considered to be healthy and so their settlement results in an increase in healthy

coral cover. This increase is described by:

0Py

5 =@ yit) L2 dy (F.10)

where d; is the diameter of the larva.

This contribution is assumed to only occur when the thermal conditions are within the thermal range; i.e.
when corals are not bleaching, T, < T. < Th; (see Ch. 5). Due to the thermal stresses when the temperature
is outside the thermal range, it is not beneficial for larvae to settle.

Second, the settled larvae contribute to the coral volume and so add to the morphological change as described
in Equation (4.67). The contribution of the larvae is considered to be to the optimal morphological ratios.
Thereby, the contribution of the recruitment results in the following formulation (see Eq. 4.67):

% — (2, ;1) Lo & riope (F.11)

Note that for the addition of coral volume due to the larval settlement, the thermal conditions must be
favourable; i.e. within the thermal range. Otherwise, the larvae are assumed not to settle.

F.2.7 Summary

Thus, the relations determining the sources and sinks in the advection-diffusion relations (Egs. F.6a to F.6c)
are fivefold and given by:

1. The spawning rate, i.e. the release of gametes and larvae in the water column by healthy corals:

PyR fort=ts
r(t) = (F.12)
0 for t # ts

where R is the amount of coral gametes or larvae released in the water column per healthy coral cover;
and ts the moment of spawning.

2. The per capita acquisition of competence rate by coral larvae:

0 forts <t<ts+te
at) = { = (F.13)

a for t>ts +te
where a is a constant acquisition of competence rate, which is species-spcific; and ¢. the delay in the
acquisition of competence [Connolly and Baird, 2010].
3. The per capita loss of competence rate by coral larvae:
B(t)=1b (F.14)
where b is a constant loss of competence rate, which is species-specific.

4. The settlement rate of coral larvae to the substrate:

o(z,y;t) = ps (1 - %) (F.15)
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Table F.1: Parameters determining the recruitment. a is the rate of competence acquisition; b the rate
of competence loss; R .

Parameter Estimate Deviation  Unit

a® 0.4 d-1

b2 0.08 d—!

RP 1.0-106 larvae m—2d~1
model \a 0.04 10% a1

o 0.5 —

d;© 1.0 mm

P};> 0.1-1.0 -
input D 5.0-20.0 n/a m2s~1

P Ds 10-4-10-! d-1
te® 04 d

a  Connolly and Baird [2010].

b Estimate based on larva concentrations used in studies [e.g. Miller and Mundy, 2003; Nozawa and
Harrison, 2008]

¢ Harrison and Wallace [1990]; Mangubhai and Harrison [2008]

4 Cowen et al. [2006].

¢ Baird et al. [2009b]; Harrison and Wallace [1990]

where ps is the unrestricted probability of settlement in which the larvae are not limited due to the
presence of other corals; Pr the total population cover; and K the carrying capacity of the area.

5. The mortality rate of coral larvae:
p(t) = A" (t—t,)" 7 (F.16)

where ~ is the shape factor of the Weibull distribution; and A the instantaneous mortality rate. Here,
the mortality rate decreases over time [Connolly and Baird, 2010]; thus v < 1.

The connection between the coral recruitment dynamics and the developed BMF is via the (healthy) coral
cover and the coral volume. This is done by adding the contributions due to the larval settlement to the
corresponding (partial) differential equations.

F.3 Sensitivity analysis

The sensitivity analysis on the recruitment uses a simplified form of the dispersion relation in which the
dispersion of the larvae is represented by a one-dimensional diffusion equation as the advection only moves
the resulting distribution but does not affect its shape [Largier, 2003]:

OL; O*L;

ot ox?

=5 (F.17)
where only the pre-competent (L1) and competent (L2) larvae are taken into account as the post-competent
larvae do not contribute to the recruitment.

Furthermore, all coral cover is assumed to be healthy, if present; i.e. the various population states associated
with bleaching and its recovery afterwards are not taken into account. Therefore, the differential equation
associated with the rate of healthy—and thus total—coral cover is given by (see Eq. F.10):

oP
Tf =0 Ly d? (F.18)

where o is the probability of settlement (see Eq. F.8).
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The recruitment is solely based on the diffusion for which one spatial cell contains a coral population and it
is surrounded by empty, but suitable substratum. For the analyses, a time span of 40 days is modelled after
which most of the competent larvae are either dead or turned to their post-competent stage [Connolly and
Baird, 2010]. An overview of all the parameters considered is given in Table F.1.

The sensitivity is described by the deviations (see App. D.1) in the increased average coral cover due to the
spawning. The results are presented in Figure F.1. The sensitivity analyses are elaborated on per model
parameter—i.e. per row of Figure F.1—starting at the top of the figure.

The sensitivity of the recruitment on the rate of competence acquisition is very small (see Fig. F.1, top
row) and it does not show any relations with the input parameters. The accuracy of the rate of loss of
competence, however, is of greater importance (see Fig. F.1, second row) and its sensitivity shows to be
related to the probability of settlement. This connection is reasonable, as the loss of competence results in
less larvae available to be able to settle. When the larvae have a higher probability of settlement—i.e. they
settle quicker—Iless larvae remain that might loose their competence. This both explains the substantial
dependency of the recruitment on the rate of competence loss; and the interaction between this rate and the
probability of settlement.

Furthermore, there is a one-to-one relation between the increase in coral cover and the spawning rate (see Fig.
F.1, third row). This is due to the small contribution of the coral larvae to the coral cover initially, because
the larvae are very small. Due to the small contribution, deviations in the spawning rate do not impose
substantial differences in the settlement due to e.g. the logistic bottleneck. Otherwise, a non-linearity must
have been present between the sensitivity to the spawning rate as function of the probability of settlement.

The mortality rate—described by the instantaneous mortality rate (A) and the Weibull shape factor (y)—
shows interactions with both the probability of settlement and the competence delay time (see Fig. F.1,
fourth and fifth row). These interactions are reasonable as all affect the amount of competent larvae:

1. The mortality rate becomes of less importance for increasing probability of settlement as more larvae
are settled before they die. Thereby, the deviations in the mortality rate are less affecting the final
outcomes.

2. The delay of competence enlarges the period in which larvae can only die but are unable to settle.
Thereby, the mortality rate becomes more substantial in the computations on the recruitment.

The diameter of the larvae shows to result in the most substantial effects on the outcomes (see Fig. F.1,
bottom row). This substantial dependency is assigned to the squared dependency of the settlement rate to
the larval diameter (see Eq. F.10). Therefore, the relative error in the estimation of the larval diameter
is squared as well. As this parameter directly contributes to the increase in coral cover, there are no
dependencies between it and any of the input parameters.

Finally, the role of the probability of settlement on the outcomes is substantial—as might be expected—but
this is not clearly visible in Figure F.1. Therefore, Figure F.2 shows the effect of the probability of settlement
on the multiplication of the average coral cover for (1) the hypothetical case used for the sensitivity analyses
as shown in Figure F.1 in which there is one computational cell containing a healthy population surrounded
by empty, but suitable substratum (see Fig. F.2a); and (2) all suitable substratum is covered with healthy
corals (see Fig. F.2b).

The differences in magnitude of the multiplication between Figures F.2a and F.2b is due to the logistic
bottleneck that arises when most of the domain is covered with corals. As Figure F.2b represents an equal
coverage of corals over the domain—i.e. the reef—differences arises due to the initial coral cover, where
for large average coverage the influence of the probability of settlement reduces. However, for decreasing
average coral cover the importance of a correct estimate of the probability of settlement increases rapidly.

The reason of the implementation of the coral recruitment was at first because of the full dislodgement, which
leads to the disappearance of coral cover for ever. Thereby, there is limited coral cover left after a storm
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Figure F.1: Sensitivity analysis of the recruitment and increase in coral cover due to dispersal. The
sensitivity to the parameters is described as relative difference in the increased average coral cover after a mass
spawning event compared to the results based on the estimate (see Eq. D.1 and Tab. F.1). The gray-shaded

area marks the threshold difference compared to the imposed deviation; i.e. the 10% mark.
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Figure F.2: The significance of the probability of settlement on the contribution of the coral
recruitment on the coral cover. (a) One computational cell in the centre of the domain—at & = x.—is
fully covered with healthy corals and is surrounded by empty, but suitable substratum for settlement; and (b)
the full domain has a coral cover of 90%. The significance of the probability of settlement is expressed as the
multiplication of average coral cover over the whole domain due to the recruitment, 40 days since spawning.

event, even when partial dislodgement is considered. This means that the case in which there is limited
existing coral cover is of most interest in the face of coral recruitment. As aforementioned and shown in
Figure F.2b, the probability of settlement is one of the major processes of coral recruitment in this scenario.

F.4 Concluding remarks

The implementation of the recruitment dynamics enables the biophysical model framework (BMF) to better
predict the recovery potential of coral reefs after a stress event. There are, however, some knowledge gaps
that need to be filled before it can reliably used. The main topic of attention is the probability of settlement
of coral larvae. There is not much known about the settlement process of the larvae, while it is one of the
most important aspects of the coral recruitment dynamics.

The other aspects of the recruitment dynamics can be well represented with the current knowledge. For
example, the larval dispersion is modelled by simulating the larvae by active tracers in a hydrodynamic
model. These methods already exist and can be easily modified to suite the purpose of simulating coral
larvae. All other aspects are a matter of data acquisition to gain more certainty but the sensitivity analysis
suggests that their accuracy is of minor importance (see Fig. F.1).

Thus, the recruitment dynamics are simulated by releasing active tracers in a hydrodynamic model that
represent coral larvae. These tracers are given the characteristics following the larval competence and
mortality. Therefore, Equations (F.5) and (F.6a) to (F.6c) form the core of the recruitment dynamics.
However, more research has to be done on the settlement process of larvae for this method to work properly.
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