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Abstract

This thesis presents an ultra-low power wakeup timer locked to an RC time constant that can
meet the stringent power requirements of the nodes for Internet-of-Things (IoT) applications.
The wakeup timer, fabricated in a 40-nm CMOS process, employs a bang-bang digital-intensive
frequency-locked loop (DFLL). A self-biased ΣΔ digitally controlled oscillator (DCO) is locked to
an RC time constant via a chopped dynamic comparator and a digital loop filter, enabling an opera-
tion down to 0.65 V and a small area of 0.07 mm2. The digital-intensive design consumes 181 nW
with an output frequency of 417 kHz. Thus, it achieves the best power efficiency (0.43 pJ/Cycle)
at the lowest supply voltage (0.7 V nominal) over the state-of-the-art for ultra-low-power timers,
while keeping on-par long-term stability (Allan deviation floor below 10 ppm) and temperature
stability (106 ppm/°C).
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1
Introduction

1.1. Internet-of-Tings and wireless sensor networks
Communication and networking technologies have enabled people to connect with each other ev-
erywhere at any time. In the meantime, there is a growing demand for networks which can facilitate
the communication between human and environment, human and machines, and even machine and
machines. The key technology fulfilling this demand is the Internet-of-Things (IoT), which is a
framework comprising physical objects equipped with limited hardware to provide computation
and networking support.

The first IoT device (a coke machine) was implemented in 19821. From that time on, Internet-
connected devices have been around us for decades. However, only recently these devices have
permeated our lives and are popularly conceptualized as IoT. The IoT is now regarded as the next
revolutionizing technology and economic worldwide after the Internet. In its paradigm, many ob-
jects will be connected to networks and embedded into our surroundings ubiquitously and seam-
lessly. A conceptual framework of future IoT is shown in figure 1.1 below.

As depicted in the figure, the basement of IoT is composed by theWireless sensor networks (WSNs).
In WSNs, distributed autonomous sensor nodes monitor physical conditions such as temperature,
humidity, pressure, etc. The acquired raw data is collected and propagated to the cloud for com-
putational purposes. After being processed in the cloud, the raw data becomes useful information
and then available to users in different kinds of applications.

Typical WSN applications, e.g., environmental monitoring, require hundreds or even thousands of
nodes in the network. In addition to the sensor, each nodemust also be equippedwith other circuitry
for wireless communication, such as a micro-controller and a radio transceiver. Considering the
functionalities of the node, there are several constraints it should satisfy [1].

• The cost of each node should be low (cheaper than 1 €), so that the entire WSN comprising
thousands of nodes is economically viable;

• Small form factor is preferred since the nodes must be seamlessly integrated into the envi-
ronment;

1https://www.cs.cmu.edu/~coke/history_long.txt
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2 1. Introduction

1
2

3

1 Platform as a Service 
2 Software as a Service
3 Infrastructure as a Service

Figure 1.1: Conceptual framework of future IoT (reproduced from [2]).

• Low-power consumption is required for energy-autonomous operation and long lifetime in
battery powered systems.

1.2. Time reference for IoT node
As mentioned in the previous section, the IoT node in WSNs must be cheap, small, and power
efficient. Conventional solutions for IoT nodes may need many discrete ICs and a custom designed
printed circuit board (PCB) for assembly. However, this solution is not efficient in either cost or
size. One way to solve these problems is integrating the components together. If all of the discrete
components are combined into one, the cost of PCB making and chip packaging can be cut off,
and the resulting size is also much smaller.

Modern wireless communication protocols require either time or frequency information for syn-
chronization. Thus, the IoT node in WSNs should contain at least one time/frequency reference1.
Crystal oscillators are most widely used for frequency generation in wireless applications. How-
ever, it is bulky and cannot be integrated into an integrated circuit (IC) using standard CMOS
technology. In figure 1.2, the smallest crystal is shown next to a fully functional IoT node for size
comparison, and thus the limit in size is clearly illustrated.

1Expressions ”oscillator” and ”time/frequency reference” are interchangeable
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(a) (b)

Figure 1.2: (a) A fully integrated IoT node. (b) The smallest crystal. (both reproduced from [3])
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Figure 1.3: (a) Generalized block diagram of a duty-cycled IoT node. (b) Example timing profile of a duty-cycled IoT
node that includes guard bands to compensate for timing uncertainty (reproduced from [4]).

Moreover, a time reference is also needed to meet the very tight power requirements for IoT appli-
cations. Taking advantage of the small average rate required by WSN for IoT, the wireless radio
module can be duty-cycled, and power is only dissipated during data transmission. One of the most
widely accepted duty-cycled node architectures is shown in figure 1.3a, consisting a radio module
for communication and a real-time clock (RTC)2 for time synchronization [5]. The main radio is
not active (i.e., in low-power sleep mode) until the RTC wakeup call arrives. Power consump-
tion in these systems is averaged down. As shown in figure 1.3b (b) , the average system power
consumption can be expressed as

𝑃 = 𝑃 𝑡 + 𝑃 (𝑡 + 𝑡 )
𝑡 + 𝑡 + 𝑡 , (1.1)

where 𝑡 is the sleep time, 𝑃 is the sleep power, 𝑡 is the active TX/RX time, 𝑃 is the
active power, 𝑡 is the guard band time, and 𝑃 is the average IoT node total power over time.

2Expressions ”RTC” and ”wakeup timer” are interchangeable



4 1. Introduction

The guard band time is defined as
𝑡 = 𝐶 ⋅ 𝑡 (1.2)

where 𝐶 is the RTC inaccuracy. When the system is aggressively duty-cycled, i.e., 𝑡 >>
(𝑡 + 𝑡 ), 𝑃 ⋅ 𝑡 becomes comparable to 𝑃 (𝑡 + 𝑡 ). Thus, the total power is
dominated not by the active mode power of radio front-end and baseband, but instead by a mix of
duty-cycled active mode power and the static power of always-on modules, such as bias generators
and the RTC.

In the duty-cycled node architecture shown in figure 1.3a, there are three types of frequency ref-
erences needed [5]:

• RTC: it generates the wakeup calls for all other modules;

• Reference for baseband: clock for digital circuits, ADC, sensors, etc.;

• Reference for wireless front-end: it generates the carrier for radio frequency (RF).

Depending on the application, the baseband reference may have different specifications. Digital
circuits can tolerate inaccurate clocks, while the performance of analog circuit such as ADC/DAC
may suffer from low-quality clocks. However, it can be combined with the wireless front-end
frequency reference which also must show high accuracy and low noise to meet the RF modulation
specifications. Although stringent performances are required for the frequency references for the
baseband and wireless transmission, they do not have very tight power budget since they are not
continuously required and thus can be duty-cycled.

The requirement for the RTC, which is the object of this thesis, will be discussed in the following
section.

1.3. Motivation and objectives
Recently, several attempts have been made to integrate oscillators on-chip, with the focus on RC-
based oscillators, LC-based oscillators, MEMS (microelectromechanical systems) -based oscilla-
tors, and thermal-diffusivity (TD) -based oscillators. The ultimate goal of the integrated timing cir-
cuits is to replace crystal oscillators with integrated alternatives showing the same accuracy. How-
ever, since there is always a power-accuracy trade-off in circuit design, this may not be true for the
RTC in duty-cycled IoT applications. In equation 1.1, assuming 𝑃 = 1 mW, 𝑃 = 100 nW,
and 𝑡 = 100 𝜇s, figure 1.4 can be plotted showing the average IoT node power versus varying
wakeup timer inaccuracy and duty cycles. As depicted in the plot, enough timer accuracy is re-
quired to reduce average power. However, for aggressive duty-cycling, the averaged system power
is limited by the timer power. Therefore, it is important to find a low-power and standard CMOS
compatible RTC solution with an accuracy high enough for the duty-cycling synchronization.

High timing accuracy of an RTC includes two aspects: low sensitivity to internal (i.e., process vari-
ation) and external (i.e., temperature and supply variations) changes and high long-term stability.
The long-term stability indicates the performance of an oscillator due to noise over time. As an
example, the frequency signal of an oscillator plotted in figure 1.5 may be considered unstable in
short-term because of the noise. However, when it is used as a wakeup timer, the noise is averaged
and filtered, and the resulting average value is very close to the target value. This means it shows a
good long-term stability. Since the wakeup signal required by the duty-cycled node occurs with a
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Figure 1.4: Average power of a duty-cycled IoT node under varying timer inaccuracy and duty cycles (reproduced
from [4]).

Time

Freq. target value

long-term
short-term

long-term avg. value

Figure 1.5: Illustration of a long-term stable noisy frequency signal.

very long period (from several minutes up to hours or even days), the long-term stability is a more
important performance metric over the short-term one.

There are many figure-of-merits (FOMs) that quantify noise in oscillators, and the popular ones are
phase noise, period jitter, and Allan deviation. Proposed in [6], Allan deviation is a time-domain
measure of frequency instability, and its mathematical representation is given by

𝜎 (𝜏) = √12 ⟨(𝑦 − 𝑦 ) ⟩, (1.3)

where ⟨⟩ denotes the expectation operator, 𝜏 is the sample period, and 𝑦 is the 𝑛th fractional
frequency average over 𝜏. An Allan deviation of 𝛼 over 𝜏 = 𝛽 should be interpreted as there
being an instability in frequency between two samples 𝛽 apart in time with a relative root mean
square (rms) value of 𝛼. For a good oscillator, its 𝜎 (𝜏) converges to a minimum value (floor)
over long enough 𝜏’s, and this floor indicates the long-term stability of such oscillator. Period
jitter shows the deviation of a single clock period (i.e., short-term). Moreover, both period jitter
and Allan deviation can be derived from phase noise, and the derivation is elaborated in appendix
a. However, only the short-term stability can be evaluated from typical phase noise measurements.
Since the long-term stability is important to an RTC, it is reasonable to use the Allan deviation
floor as a performance metric.

Apart from the power and accuracy perspectives, RTCs with small size are preferred for cost
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Figure 1.6: Lifetime voltage of Duracell CR1220 button battery1.

consideration. Low voltage operation is needed for interfacing with various types of energy har-
vesters/scavengers. In addition, as an example shown in figure 1.6, a low supply voltage also helps
prolong the lifetime of battery-powered IoT nodes.

In conclusion, the RTC of the IoT node should have the following general characteristics:

• Compatible with standard CMOS processes;

• Low-power;

• High timing accuracy;

• Able to handle low supply voltage;

• Small in chip area.

Several state-of-the-art oscillator designs will be discussed and compared in chapter 2, and the
quantities of these specifications will be given in chapter 3 based on the comparison.

1.4. Thesis organization
This thesis consists of six chapters. The organization of the following chapters is:

Chapter 2 reviews various fully integrated oscillator designs. Their principles and accuracies are
discussed in detail. The adaptability of these approaches into an RTC is analyzed.

Chapter 3 proposes a novel digital-intensive oscillator, which is suitable as an RTC for IoT appli-
cations. The sources of frequency inaccuracy are modeled, and methods are investigated to reduce
them. With the help of the analysis, specifications of basic building blocks are derived. Circuit im-
plementation of the proposed structure in an advanced CMOS process (TSMC 40-nm) is presented
in chapter 4. The layout of this design is also shown at the end of the chapter.

Chapter 5 describes the PCB of the test chip and the measurement setup. Voltage and temperature
stabilities along with long-term stability are measured under different settings. The results are
compared with state-of-the-art designs.

1The data used in the plot is retrieved from https://www.duracell.com/en-us/techlibrary/
product-technical-data-sheets?region=262&type=270.

https://www.duracell.com/en-us/techlibrary/product-technical-data-sheets?region=262&type=270
https://www.duracell.com/en-us/techlibrary/product-technical-data-sheets?region=262&type=270
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Chapter 6 presents conclusions of the thesis and recommendations for the future work.





2
Fully Integrated Time References

As mentioned in chapter 1, a fully integrated time reference required by an IoT node needs to be
low-power and moderately accurate. A repetitive and regular physical phenomenon is needed in
building any time reference. In the following sections, different types of integrated time references
will be discussed based on their physical reference principles. Furthermore, their advantages and
disadvantages for the targeted IoT application will be analyzed. In addition, several state-of-the-art
low-power sleep timer designs will be reviewed.

2.1. RC-based references
RC oscillators can be implemented as fully integrated time references. The frequency generated by
such kind of references is proportional to 1/𝑅𝐶, which can be as low as a few kilohertz. Therefore,
it is possible to achieve low power consumption. However, the frequency accuracy is limited by
both the passive components and the active circuit implementation. Usually, integrated resistors
and capacitors have large process variations of over 10 %, which require trimming to achieve the
target frequency accuracy. Regarding the temperature stability, integrated capacitors have neg-
ligible temperature dependencies compared to those of integrated resistors. Therefore, the final
temperature coefficient (TC) of the generated frequency is determined by the resistor. Luckily,
resistors with both positive and negative TCs are available in most CMOS processes, which makes
it possible to make first-order temperature compensated resistors by properly combining resistors
with positive and negative TCs.

Both linear and nonlinear oscillators can be implemented as RC-based references. Linear oscilla-
tors fulfill the Barkhausen criteria for oscillation. One of the popular linear RC oscillators is the
Wien-bridge oscillator shown in figure 2.1. By calculating the phase shift of the feedback network,
its output frequency 𝑓 can be derived as

𝑓 = 1
2𝜋𝑅𝐶 , (2.1)

where R and C are the values of the resistors and capacitors in the figure. In equation 2.1, the 𝑓
is determined only by the passive components. However, the amplifier usually consumes high
power. In [7], a Wien bridge oscillator is reported with a TC of 86 ppm/°C from 0 °C to 100 °C,
but it also has a power consumption of 66 𝜇W.

9
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A

R

C

R C

Rb Rf

Figure 2.1: Generalized block diagram of a Wienbridge oscillator.

Recently, many nonlinear RC oscillators, such as frequency-locked loop (FLL) based and relax-
ation oscillators, with ultra-low power consumption (smaller than 1 𝜇W) have been introduced [3,
4, 8–12]. Unlike their linear counterpart, the non-linear oscillators do not have tomeet specific gain
and phase requirements, which allows low-power design. Even though the non-sinusoidal output
may limit their usage, they are still suitable as RTC in IoT. Because of such attractive character-
istics, low-power designs of nonlinear RC-based oscillators will be described in details in section
2.6.

2.2. LC-based references
LC oscillators are widely used in RF circuits like phase-locked loops (PLLs). A block diagram of
a typical CMOS LC oscillator is shown in figure 2.2. It consists of an LC resonator tank and an
active circuit, where 𝑅 and 𝑅 are the resistive losses of the inductor and capacitor respectively.
By calculating the phase shift of the LC tank, the output frequency can be derived as

𝑓 = 𝑓 √
1 −

1 −
≈ 𝑓 √

1 −

1 −
. (2.2)

In equation 2.2, 𝑓 = 1/(2𝜋√𝐿𝐶) is the natural frequency of the LC tank. In addition, 𝑄 =
2𝜋𝑓𝐿/𝑅 and𝑄 = 1/(2𝜋𝑓𝐶𝑅 ) are the quality factors of the inductor and capacitor respectively.
Therefore, 𝑓 only relies on the properties of passive components.
Integrated inductors have much smaller process variations compared to those of integrated capaci-
tors, due to their large dimensions on silicon. As a result, trimming banks are usually implemented
along with the capacitors. Regarding the temperature stability, both of the passive components
have small TCs. However, the resistive losses show strong dependencies with temperature [1].
For most LC oscillators, the condition 𝑄 >> 𝑄 holds due to their low-enough oscillation fre-
quencies. Thus, the losses of the inductor 𝑅 , which determines 𝑄 , becomes the major source of
temperature-dependent frequency drift.

In order to compensate the poor quality factor of the inductor, 𝑄 , a large 𝑔 is required. Conse-
quently, a high power consumption is needed for the active circuit. Furthermore, the temperature
dependency of 𝑅 can be compensated using various circuit techniques. In [13], an LC oscilla-
tor is proposed with constant-biased varactors to nullify the overall TC, which is reported to be
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Figure 2.2: Generalized block diagram of an LC oscillator.

1.5 ppm/°C from -20 °C to 120 °C. In [14], complex trimming methods are employed to achieve a
total inaccuracy of ±400 ppm over temperature (-10 °C to 85 °C) and supply changes (5 V, ±10 %).
In [15], a phase shift technique is proposed, which adjusts the phase of the LC tank at a specific
temperature null phase to achieve a minimized TC in the frequency. With this technique, the os-
cillator shows a total frequency inaccuracy of ±100 ppm across temperature (-40 °C to 85 °C),
supply (3.0 V to 3.6 V) and load (0 to 15 pF) changes. Despite the high accuracy, the power of
LC oscillators have is limited at the milliwatt level by the active circuit required to compensate
for the lossy tank, and for the high GHz-range frequency resulting in a high power of the cascaded
circuits. The high power consumption of the LC-based references makes them unsuitable as the
RTC for IoT applications.

2.3. TD-based references
The time references mentioned earlier are all based on passive electrical components. However,
the well-defined TD of IC grade silicon can also be used for frequency generation. Figure 2.3
shows a thermal-diffusivity based frequency reference, in which an FLL locks the frequency of
a digitally controlled oscillator (DCO) to the process-insensitive phase shift of an electrothermal
filter (ETF). The ETF consists a heater and a temperature sensor, which are close to each other
(s≈20 𝜇m) in the same silicon substrate [16]. Driven by the DCO output signal, 𝑉 , an AC
temperature variation is generated by the heater and propagate through the substrate. Sensed by
the temperature sensor, the temperature gradients are converted back to an electrical signal, 𝑉 .
The digital phase detector processes the delay between 𝜙 and 𝜙 and generates a phase
delay 𝜙 . The delay is then compared to a phase reference 𝜙 , and the resulting error signal
will be integrated to drive the DCO.

The FLL forces the DCO to oscillate at a frequency 𝑓 , where 𝜙 = 𝜙 . The DCO output
frequency depends on the phase-frequency characteristic of the ETF, which can be written as

𝜙 ∝ 𝑠√𝑓𝐷 , (2.3)

where𝐷 in the equation is the temperature-dependent thermal-diffusivity of the bulk silicon. Since
the 𝐷 is process-independent at typical substrate doping levels, the accuracy of 𝑓 is mainly
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Figure 2.3: Block diagram of the TD-based frequency reference (reproduced from [16]).

determined by the accuracy of lithography, which improves with scaling. The temperature depen-
dency of 𝑓 is set by the that of 𝐷, which is

𝐷 ∝ 1
𝑇 . . (2.4)

By substituting equation 2.4 into equation 2.3, the following equation can be derived

𝑓 ∝
𝜙
𝑇 . . (2.5)

Thus, for fixed values of 𝜙 , the resulting output frequencies are highly temperature dependent.
However, since𝜙 can be programmed, compensation on the output frequency can be performed
by using a temperature sensor.

In [16], a temperature compensated TD-based frequency reference is proposed. It uses a tem-
perature sensor to generate a temperature-dependent 𝜙 . An absolute inaccuracy of ±0.1 % is
reported for 16 samples over the military temperature range (-55 °C to 125 °C), which is good
enough for demanding applications like USB. However, it draws 7.8 mW power from a 5 V sup-
ply. Even though the power can be scaled down with in more processes by reducing the ETF size,
a considerable amount of power is still needed for heating up the ETF. Thus, this type of reference
is not suitable for as RTC for IoT applications.

2.4. MOS-based references
It is possible to build frequency references using only MOS transistors and capacitors, such as
stabilized ring oscillator [17] and mobility-based references [18, 19]. The periodic phenomenon
of these references is the process of charging and discharging a capacitor between two voltages,
which is similar to that of relaxation oscillators. Thus, the frequency is set by the reference voltages,
the MOS current, and the capacitor value.
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In [17], by adapting the bias voltages of a ring oscillator as a function of temperature, an inaccuracy
of ±0.84 % is achieved from -55 °C to 125 °C. Additional stabilization circuitry is implemented to
handle process and supply voltage variations. A high power consumption of 1.5mW is reported due
to the complex biasing. The uncompensated mobility-based relaxation oscillator [18] has an output
frequency proportional to 𝑇 . with a spread in the order of 1 % after a single-point trimming. By
adapting temperature compensation, an inaccuracy of ±0.5% over a temperature range from -55 °C
to 125 °C is achieved after a two-point trim, while consuming a power of 51 μW. Although they
are low-power and show moderate accuracy, MOS-based references suffer from large temperature
variations that require complex and accurate temperature compensation circuitry. Therefore, they
are not suitable for ultra-low-power applications.

2.5. MEMS-based references
Mechanical properties can also be used as frequency reference thanks to MEMS technology, which
enables the fabrication of attaining on-chip microscale mechanical structures. Conventional high
𝑄 passives, like film bulk acoustic resonator (FBAR) filters, are not typically used due to their
big sizes, but can now be integrated on-chip by micromachining. These high-𝑄 components allow
the timing and frequency generation circuit to achieve both good performance and low power
consumption at the same time.

In [20], a MEMS oscillator is proposed with an H-style capacitively-transduced tuning-fork res-
onator and a sustaining circuit (𝐺 ). The MEMS resonator has a nominal 𝑄 of 52,000, which is
comparable to those of crystals. Figure 2.4a shows the system level block diagram of the MEMS
oscillator. A PLL is employed in the design to compensate the process variations. The MEMS
oscillator itself is temperature stable thanks to the stable elastic property of the silicon. Additional
temperature compensation is applied using a temperature sensor to achieve better performance at
the cost of higher power. The uncompensated oscillator shows an inaccuracy of ±3 ppm over a
temperature range from –40 °C to 85 °C, consuming 1 μA in a supply voltage rage from 1.4 V to
4.5 V.

Even though MEMS oscillators have overall the best accuracy and the lowest power consumption
over integrated time references, they can only be manufactured in dedicated processes or require

(a) (b)

Figure 2.4: (a) Block diagram of the MEMS-based frequency reference. (b) Die micrograph of the MEMS-based
frequency reference. (both reproduced from [20])
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special packaging techniques. Figure 2.4b shows the die micrograph of the previously mentioned
MEMS oscillator. The MEMS die is flip-chip bonded to the CMOS die, and this more complex
packaging with respect to traditional ICs increases both cost and production time requests in the
final product. Considering that a standard CMOS compatible solution is the target of this thesis,
this type of references is considered out of the scope of this work.

2.6. State-of-the-art low-power references
Most of the previously discussed frequency references are characterized either by high power con-
sumption (LC and TD) or they are not compatible with standard CMOS process (MEMS). Among
the remaining references, MOS-based references suffer from large temperature variations. For
those reasons, in the following, the focus will be on RC-based references. In this section, sev-
eral standard CMOS compatible state-of-the-art low-power (<1 μW) RC-based references will be
described.

2.6.1. Relaxation oscillators

VDD

Continuous

Comparator

IREFIREF

fout
VIN+

VIN-

R CINT

Bias

Gen.

RIREFVIN+

VIN-

time

Figure 2.5: Block diagram of a conventional relaxation oscillator.

RC-based relaxation oscillators are nonlinear oscillators. Figure 2.5 shows the block diagram of a
conventional relaxation oscillator. A current source constantly charges a capacitor, and a contin-
uous comparator resets the capacitor when its voltage exceeds the reference voltage 𝑅 ⋅ 𝐼 . A
periodic signal (𝑓 ) is then generated based on the capacitor charging and reset iteration, and can
be expressed as

𝑓 = 1
𝑅𝐶 + 2𝑡 , (2.6)

where 𝑡 is the delay of the comparator. In most cases, the comparator also has an input offset
voltage 𝑉 . Assuming 𝑉 is at the negative input, the output frequency now becomes

𝑓 = 1
𝑅𝐶 + 𝑉 𝐶/𝐼 + 2𝑡 . (2.7)
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Besides the flaws common to all RC oscillators (described in section 2.1), the existence of the
continuous comparator gives two additional problems. First, its offset voltage and delay are vul-
nerable to PVT changes, which may affect the frequency accuracy. Second, the flicker noise of
the comparator translates into worse long-term stability [8].

To address the offset/flicker noise of the comparator, an RC relaxation oscillator using chopping
technique is reported in [8]. Since the offset is sensitive to voltage and temperature changes, chop-
ping effectively improves the TC of the output frequency. Measurement results also show lower
Allan deviation floor (better long-term stability) with respect to the results without chopping. How-
ever, the delay problem cannot be solved by this technique. The conventional way to reduce the
effect of the delay is to make it small enough by increasing the power consumption of the compara-
tor and an example can be found in the oversampled comparator presented in [1]. Feed-forward
frequency control scheme [9] has been introduced to address this problem. However, this architec-
ture requires approximately two times the power and area of the original uncompensated oscillator.

The two current sources of the relaxation oscillator require extra bias generation circuitry, which
increases power area overhead. Wang andMercier [4] proposed a reference free oscillator by using
the capacitive discharging process as a relative voltage reference. However, the comparator delay
problem is unsolved.

Typically, the continuous comparator is themost power hungry component in the relaxation oscilla-
tor. A duty-cycling technique is introduced in [11] to save power from the comparator. It achieves
an efficiency of 0.68 pJ/Cycle, while keeping good temperature and voltage stabilities. However,
since its core circuit is similar to the conventional ones, it also suffers from disadvantages caused
by the comparator offset/flicker noise and delay.

2.6.2. FLL oscillators

Since the accuracy of the relaxation oscillator is limited by the comparator, it is interesting to
look for alternative architectures that do not suffer from this limitation. In [3, 12], low-power
FLL oscillators based on the RC time constant are introduced. A general block diagram of such
references is shown in figure 2.6. Instead of using a comparator to generate the periodic signal, the
FLL locks its output of a voltage controlled oscillator (VCO), 𝑓 , to a target frequency, 𝑓 set
by the RC time constant inside a frequency-to-voltage converter (FVC). In the locking process, the
analog loop filter integrates the error voltage 𝑉 generated by the FVC, and provides the regulation
voltage 𝑉 to bias the VCO. The VCO changes its 𝑓 according to 𝑉 until the 𝑉 becomes
zero eventually.

A
VCO

Analog loop filter
FVC

foutV0 Vreg

fref

Figure 2.6: Generalized block diagram of an FLL RC oscillator.
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Theoretically, the 𝑓 depends solely on the RC time constant (1/𝑓 ). However, any offset of
the amplifier within the analog loop filter will cause 𝑓 to deviate from 𝑓 . In addition to the
offset, the large flicker noise of the amplifier will degrade the long-term stability. In [3], an FLL
oscillator is designed with the chopping technique, which reduces the offset/flicker noise of the
amplifier and improves the frequency stability consequently.

With respect to the relaxation oscillators, a bigger chip area is needed due to the loop structure
compared to that of the relaxation oscillator. In [12], a switched resistor scheme is implemented
in the FVC to boost the resistance, which in turn reduces the overall power consumption and chip
area.

2.7. Benchmark and conclusion
The benchmark of the oscillators based on different principles [3, 4, 7, 13, 16, 19, 20] is in table 2.1.

According to the table, the MEMS oscillator has the best accuracy. However, it is not compatible
with standard CMOS processes. The oscillators with low power consumption (<1 μW) are RC-
based. Despite the fact that the accuracies are not as good as those of the LC-based and the TD-
based ones, they are still in an acceptable level [1].

Thanks to the elimination of comparator errors, the FLL-based RC oscillator [3] shows better
performance than the relaxation one [4]. However, its analog-intensive circuitry requires high
supply voltage. Moreover, they are not friendly to process scaling in terms of both area and required
supply voltage. In the following chapter, an RC oscillator based on a digital-intensive FLL,which is
able to handle low voltage operation and fully exploit the advantages of advanced CMOS processes
will be introduced.
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3
A Digital-Intensive FLL based RC

Oscillator

In this chapter, the specifications on the RTC required by IoT applications will be given, based on
the discussion in the previous chapters. A new digital-intensive FLL based RC oscillator which
fulfills such specifications will be proposed. Its operating principle will be described, and the
analysis of its frequency accuracy will be given.

3.1. Specifications
The target specifications of the wakeup timer are shown in table 3.1, and these specifications are
derived based on the following reasons.

A 40-nm CMOS process is chosen for the timer because the other parts of the IoT node are imple-
mented in the same technology. Although the wakeup signal usually occurs at a low frequency,
the target is set to be higher than 100 kHz because it could also be used for some other blocks
in the node. In addition, a supply voltage (0.8 V) lower than the nominal value (1.1 V) in the

Specification Value
Process [nm] 40
Frequency [kHz] >100
Nominal VDD [V] 1.1
Target VDD [V] 0.8
Line Regulation [%/V] ±2.5
Supply Range [V] 0.7 - 0.9
Power [μW] <1
TC [ppm/°C] <100
Temp. range [°C] -40 - 125
Allan deviation Floor [ppm] 20 (>100s)
Area [mm2] <0.1

Table 3.1: Target specifications of the proposed oscillator

19
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chosen process is targeted to simplify the power management. As a low-power design, the timer
should consume less than 1 μW power. After comparing the references with different principles
in the previous chapter, RC is selected as the frequency defining element to fulfill the power bud-
get. Finally, based on the discussion of the state-of-the-art low-power designs, which is also in the
previous chapter, the accuracy and area requirements are derived.

3.2. Proposed architecture
With reference to the discussion in the previous chapter about the state-of-the-art low-power os-
cillators, it is clear that

• RC-based oscillators are preferred due to their low power consumption and capability with
standard CMOS processes;

• The performance of relaxation oscillators is limited by the variations of the comparator delay
due to PVT and its offset;

• FLL-based references solve the comparator issues, but they typically require analog-intensive
circuitry which is not friendly to scaling and require high supply voltages.

A new digital-intensive FLL based RC oscillator is proposed in figure 3.1 to handle low supply
voltages and fully exploit the advantages of advanced CMOS processes. It comprises a bang-bang
frequency detector (FD), a digital loop filter (DLF), a DCO and a multi-phase clock generator.
Similar to the conventional FLL based RC oscillators [3, 12], the output frequency of the DCO,
𝑓 , is locked to a reference frequency, 𝑓 , defined by the RC network in the FD. However, after
being compared to the 𝑓 , the error (𝑓 −𝑓 /𝑛) is directly converted into the digital domain,
while in traditional FLL-based designs an analog loop filter processes such error. The resulting
1-bit error signal is then filtered by the low-pass function in the DLF, which generates a multi-bit
frequency control word (FCW). Finally, the DCO changes its 𝑓 according to the FCW until the
FLL reaches its steady state.

Φ3

Φ3

Φ1

Φ1

Φ2

Φ2Rref

Rref

Cref

Vref+

Vref-

+

-

Bang-bang FD

Digital Loop Filter

1-bit DACmulti-bit fout

fout/N + �ϕ1
fout/N + �ϕ2
fout/N + �ϕ3

...

DCO

Multi-Phase
Clock Gen.

Figure 3.1: Block diagram of the proposed DFLL based RC oscillator.
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Figure 3.2: Waveforms of DCO output frequency, RC network timing, and voltages of the DFLL under ideal steady
state operation.

As illustrated in figure 3.2, under ideal DFLL steady state operation, 𝑓 toggles between two
least significant bits (LSBs) of the DCO (𝑓 𝑒𝑠 indicates its resolution) with a 50 % duty cycle,
where its average value, 𝑓 , satisfies 𝑓 = 𝑁 ⋅𝑓 . The RC network in figure 3.1 is based on
the one proposed by Lee in [21]. It consists of a floating capacitor, 𝐶 , two resistors, 𝑅 s, and
three switch pairs. In order to explain its operation principle, the non-overlapping clocks Φ
and the voltages on 𝐶 , 𝑉 and 𝑉 , are also plotted in figure 3.2. When Φ = 1, 𝐶 is
reset with 𝑉 − 𝑉 = −𝑉 . During Φ = 1, 𝐶 is discharged to 𝑉 − 𝑉 = 𝑉
through 𝑅 s. The final voltages on 𝐶 can be expressed as

𝑉 = 𝑉 ⋅ (1 − 𝑒 ), (3.1)

𝑉 = 𝑉 ⋅ 𝑒 , (3.2)

where 𝑡 is the positive half of the period of Φ . When Φ = 1, 𝐶 is connected to the
comparator, and voltage difference between 𝑉 and 𝑉 is quantized:

𝑉 = 𝑉 − 𝑉

= 𝑉 ⋅ (1 − 2 ⋅ 𝑒 ).
(3.3)

With the help of the DLF, the average frequency, 𝑓 , ensures 𝑉 = 0, which means that
the average value of 𝑡 is the zero-crossing time of the differential voltage 𝑉 . By solving
equation 3.3 with 𝑉 = 0, this average value is given by

𝑡 = 2 ln(2)𝑅 𝐶 . (3.4)
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Since the condition 𝑡 = 𝑁/𝑓 is ensured by the clock generator, the average output frequency
𝑓 of the DCO will be

𝑓 = 𝑓 = 𝑁
𝑡

= 𝑁
2 ln(2)𝑅 𝐶 , (3.5)

and thus the reference frequency defined by the network is considered to be

𝑓 = 1
𝑡

= 1
2 ln(2)𝑅 𝐶 . (3.6)

There are three main advantages of the proposed architecture over the conventional ones. First,
by replacing the traditional analog loop filter with the dynamic comparator and DLF, it can handle
low supply voltages. Second, implementing a large part of the system in the digital domain, this
architecture can exploit the energy efficiency of digital circuits in nanometer CMOS processes.
Last but not least, being a highly digital-intensive architecture, this design is intrinsically amenable
to the CMOS process scaling in terms of both chip area and supply voltage.

3.2.1. Small signal model

The ideal output frequency of the oscillator is described in equation 3.5. However, non-idealities
such as PVT variation and noise will make the oscillation deviate from this frequency. In order
to investigate the effect of noise on the long-term stability (Allan deviation floor), an s-domain
linearized small signal model is described in figure 3.3 for steady state FLL operation.

In the model, the RC network is treated as a linear gain, 𝐾 . Considering the feedback frequency
to the RC network, 𝑓 = 𝑓 /𝑁, is in the vicinity of 𝑓 in the DFLL steady state, by calculating

fref  +
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Figure 3.3: Small signal model of the proposed oscillator.
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the derivative of 𝑉 in equation 3.3 with respect to 𝑓, 𝐾 is given by

𝐾 =
d𝑉
d𝑓 |

= d(𝑉 ⋅ (1 − 2 ⋅ 𝑒 ))
d𝑓 |

= d(𝑉 ⋅ (1 − 2 ⋅ 𝑒 ))
d𝑓 |

= −ln(2)𝑉𝑓 .

(3.7)

The comparator is replaced by a gain factor, 𝑔. For simplicity, the low-pass DLF is assumed to be
an integrator, whose s-domain model is given as 𝐾 ⋅ 𝑓 /𝑠, where 𝐾 is the gain factor of
the DLF and 𝑓 is the integration frequency. The DCO is characterized as a gain factor, 𝐾 ,
and the factors 2𝜋/𝑠 and 𝑠/(2𝜋) are used for adding the phase noise 𝜙 and related frequency-
to-phase and phase-to-frequency domain transfers. In addition, due to the quantization effect of
the comparator, an error𝑄 is added, and it is also related to the quantization effect of the DCO [22].

There are three main noise sources in the proposed oscillator:

• 𝑣 , , the noise of the RC network;

• 𝑣 , , the noise of the comparator;

• 𝜙 , the phase noise of the DCO.

Using themodel, one can calculate the transfer functions from the spectral densities of these sources
to the spectral density of the output fractional frequency fluctuation, 𝑆 , which are given by

𝑣 , and 𝑣 , ∶
𝑆
𝑆 = 𝑁𝐾 𝐾 𝑓

𝑁𝑠 + 𝑔𝐾 𝐾 𝐾 𝑓 ; (3.8)

𝜙 ∶
𝑆
𝑆 = 𝑁𝑠

2𝜋(𝑁𝑠 + 𝑔𝐾 𝐾 𝐾 𝑓 ) . (3.9)

dB dBSy
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Figure 3.4: Gain plots of the noise transfer functions.
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By plotting the gain of transfer functions in figure 3.4, it is clear that, for 𝑣 , and 𝑣 , , they are
first-order low pass filtered, whereas𝜙 is second-order high-passed filtered. Typical spectrums
of 𝑣 (including 𝑣 , and 𝑣 , ) and 𝜙 , and the resulting 𝑆 with these noise spectrums
under the DFLL operation is plotted in figure 3.5 using the transfer functions.

According to appendix a, only the flicker frequency modulation (FM) (𝑓 noise process) in 𝑆
contributes to the Allan deviation floor. In figure 3.5, this flicker FM is caused by the flicker
noise (𝑓 noise process) in the 𝑆 , and the flicker FM (𝑓 noise process) in the 𝑆 . Since
differential voltage seen by the comparator is the voltage, 𝑉 , on floating capacitor, 𝐶 , the
𝑣 , is then given by

𝑣 , = √ 𝑘𝑇
𝐶 , (3.10)

and it does not contribute to the flicker noise of 𝑆 . As a result, the Allan deviation floor is
determined by a mix of the flicker noise of the comparator and the flicker noise of the DCO.
However, this conclusion is made with the assumption that the DFLL bandwidth, 𝑓 , equals to
both the corner frequency of the 𝑆 , 𝑓 , and the 𝑓 corner of the 𝑆 , 𝑓 , which may not
be true in real world. Moreover, the comparator gain factor in the transfer functions, 𝑔, is related
to its input and output power and thus hard to estimate [23], and consequently the estimation of
𝑓 becomes complicated. In order to investigate the contribution of the comparator and the DCO
to the Allan deviation floor quantitatively, simulations are performed using a z-domain MATLAB
behavior model of the DFLL (a brief description of this model can be found in appendix b).

Although theoretically, the DCO flicker FM will contribute to the Allan deviation floor, MATLAB
simulations in figure 3.6 and figure 3.7 show that the Allan deviation floor is dominant by the
comparator flicker noise. Except the flicker noise and flicker FM, the other settings of the two
simulations are the same, and they are 𝑉 = 0.8 V, 𝑅 = 5.5MΩ, 𝐶 = 4 pF, 𝐾 = 1/8,
𝐾 = 250 Hz, 𝑁 = 16, and the choices of noise values of the comparator and DCO are based
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Allan devaiation 
floor rises

Figure 3.6: Allan deviation simulations with different comparator flicker noise and the same DCO flicker FM.

Allan deviation floor 
stays the tame

Figure 3.7: Allan deviation simulations with different DCO flicker FM and the same comparator flicker noise.

on the simulated value, which will be covered in the next chapter. According to figure 3.6, the
designed comparator should have a flicker noise with a value smaller than 1 𝜇V/√Hz at 10 Hz to
achieve the long-term stability specification (Allan deviation floor better than 20 ppm).

The quantization error, 𝑄, may also affect the Allan deviation floor. Since 𝑄 is related to the DCO
resolution, 𝑓 , Allan deviation is simulated with varying 𝑓 using the MATLAB model to show
the effect of 𝑄. Figure 3.8 shows the result, where smaller Allan deviations are achieved with
finer 𝑓 s. When fully randomized, the quantization energy is similar to thermal noise, and thus
a finer 𝑓 will result in less thermal noise energy in the output frequency. Consequently, the
𝜏 / thermal noise process Allan deviation is reduced. Due to the reduced thermal noise energy,
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-1/2 0

Figure 3.8: Allan deviation simulations with different DCO resolutions and comparator flicker noise of 1 /√ at
10 Hz.

the input power of the comparator is also reduced. With DFLL locking, the output power of the
comparator is expected to be the same, and thus 𝑔 becomes larger with a smaller 𝑓 . A larger
𝑔 makes the low-frequency gain smaller in equation 3.8 and equation 3.9, and consequently, less
flicker noise is transferred from the comparator and DCO to the output. In such a way, the Allan
deviation floor also gets improved with smaller 𝑓 . In order to achieve the Allan deviation floor
specification (better than 20 ppm), a 𝑓 of 250 Hz is required.

3.3. System-level considerations
In this section, the system-level considerations for each building block are described. Specifically,
the impacts of inaccuracy sources (i.e., PVT variations and noise) within each building blocks on
the output frequency accuracy will be analyzed, and their solutions will be proposed.

3.3.1. RC network

Asmentioned in the previous chapter, both integrated resistors and integrated capacitors have large
process variations. At least a one-point trim is needed at room temperature to ensure the same
oscillation frequency among different samples. The range of the trimming network should be
large enough to cover the variations of the RC. Meanwhile, the accuracy of the frequency after
trimming depends on the resolution of the trimming network, and thus the trimming step should
be small enough to achieve a high frequency accuracy.

Assuming a trimming range of ±40 % with a resolution of better than ±0.05 % with respect to the
target reference frequency is needed, building a monotonic DAC to realize such trimming network
can be trivial. Therefore, as shown in figure 3.9, a 12-bit coarse-fine overlapped network can be
adopted, where 10 bits are in the fine bank, and 2 bits are the in coarse bank.

After trimming, the frequency inaccuracy due to the RC network depends only on the TC. Usually,
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Figure 3.9: Illustration of the RC trimming strategy using a 12-bit coarse-fine overlapped network.

Figure 3.10: Topology of a resistor using first-order temperature compensation and illustration of the TCs of the resistors
before and after compensation.

the TC of the integrated resistor is the major contributor [1]. A popular first-order temperature
compensated resistor topology can be used to cancel such TC, as shown in figure 3.10. Bymodeling
the resistance as

𝑅 = 𝑅 (𝛼(𝑇 − 𝑇 ) + 1), (3.11)

where 𝑇 is the absolute temperature, 𝑅 is the resistance at 𝑇 , and 𝛼 is the TC of 𝑅. The compen-
sated resistor can be expressed as

𝑅 = 𝑅 + 𝑅
= 𝑅 (𝛼 (𝑇 − 𝑇 ) + 1) + 𝑅 (𝛼 (𝑇 − 𝑇 ) + 1)
= (𝑅 + 𝑅 )(𝛼 (𝑇 − 𝑇 ) + 1).

(3.12)

Ideally, 𝛼 should be 0. However, integrated resistors have higher-order temperature depen-
dencies, which add to the final compensated TC. Moreover, the process variations of 𝑅 and



28 3. A Digital-Intensive FLL based RC Oscillator

𝛼 also make the compensation inaccurate (same conditions apply to 𝑅 and 𝛼 ) [1]:

|Δ𝛼 , | <
|𝛼 | + |𝛼 |

2 |
Δ𝑅
𝑅 | , (3.13)

|Δ𝛼 , | <
|𝛼 | + |𝛼 |

2 |
Δ𝛼
𝛼 | , (3.14)

where Δ𝛼 is the residual TC, Δ𝑅 is the spread in the resistance, and Δ𝛼 the spread in the
TC. Taking into account the effect of the higher-order dependencies and the process variations, a
residual TC of approximately 100 ppm/°C is expected [1].

Regarding the switches, they should have small on-state resistance and small off-state leakage,
because the resistance and the current are vulnerable to PVT changes. Since these two terms are
dependent on the circuit implementation, they will be covered in details in the next chapter. On
the other hand, since the value of 𝐶 relatively large for kilohertz range oscillators, the charge
injection of those switches is less important compared to their resistance and leakage.

3.3.2. Comparator

The error sources of the comparator are its offset voltage, 𝑉 , and noise, 𝑣 , .

The model of the comparator with a offset voltage, 𝑉 , during Φ of the RC network is shown in
figure 3.11a. Since 𝑉 is directly added to 𝑉 , the original zero-crossing time of the differential
voltage 𝑉 time will deviate. As a result, a DC frequency offset will be present on the nominal
output frequency 𝑓 . The deviation and resulting frequency offset are given by

𝑡 , = 2(ln(2) − ln(1 + 𝑉
𝑉 ))𝑅 𝐶 (3.15)

𝑓 , = 𝑁
2(ln(2) − ln(1 + ))𝑅 𝐶

. (3.16)

Vref+

Vref-

(a)

y

(b)

Figure 3.11: (a) Model of the comparator with a offset voltage, , during of the RC network. (b) Frequency offset
with varying under ideal DFLL steady state.
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Using equation 3.5 and equation 3.16, the fractional frequency offset due to 𝑉 can be calculate as

𝑦 =
𝑓 , − 𝑓

𝑓

=
ln(1 + )

ln(2) − ln(1 + )
.

(3.17)

With the 𝑉 = 0.8 V, a 𝑉 of 2 mV will cause a fractional frequency offset of 0.36 % on 𝑓 .
This result also agrees with the result generated by the MATLAB behavior model shown in fig-
ure 3.11b.

In order to achieve a ensure the offset frequency due to 𝑉 is better than 0.1 %, an 𝑉 of better than
0.5 mV is expected. This 𝑉 may not be easy to achieve. Therefore, chopping technique could
be used for the comparator. By using chopping, 𝑉 along with the low-frequency flicker noise is
modulated to the chopping frequency and then suppressed by the low-pass dynamics of the DFLL.
As a result, the frequency error due to 𝑉 and the flicker noise is reduced, and the specifications
on the 𝑉 and the flicker noise can be lowered.

3.3.3. Digital loop filter

As a digital circuit, the DLF provides a low-pass function, which does not affect the frequency
accuracy against PVT variations. However, the long-term stability could be changed with different
gain factors,𝐾 s. From equation 3.8 and equation 3.9, it can be derived that a larger𝐾 means
the more noise from the FD and less noise from the DCO will be transferred to the output, and vice
versa. Although, the 𝐾 = 1/8 used in the MATLAB simulation in section 3.2.1 ensures the
best Allan deviation floor with the given flicker noise sources (comparator and DCO). However,
FLL-based oscillators generally have longer start-up time with respect to the relaxation ones. Such
startup time can be reduced with a larger 𝐾 . Therefore, it is good to have a configurable 𝐾
which can be set to a large value for fast start-up and tuned for a better long-term stability when
the DFLL is locked.

3.3.4. Multi-phase clock generator

The clock generator divides the 𝑓 by a factor of 𝑁, and feedback this frequency, 𝑓 /𝑁, to the
FD. In addition, it also provides the clocks to drive other blocks, such as 𝑓 .

According to equation 3.5, any instability in 𝑁 will make the output frequency to change propor-
tionally. Therefore, a stable 𝑁 is required to make the output frequency accurate against PVT
changes. In reality, the clock generator can be implemented with fast digital cells, and hence it had
negligible influence on the frequency accuracy.

3.3.5. DCO

The frequency of a free running oscillator will deviate from its steady-state value due to PVT
variations. The DFLL counteracts this effect by properly adapting the FCW of the DCO. In order
to ensure locking, the frequency range of the DCO should be large enough to cover its own PVT
changes.
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Figure 3.13: Simulation showing reduced frequency offset due the DCO finite resolution thanks to noise.

As shown in figure 3.2, the DCO toggles between its two LSBs with an average value that gives
no locking error in the ideal DFLL locking case. However, in reality, there is a possibility that the
DCO locks to a point where its average output frequency, 𝑓 , does not equal to the target nominal
value, 𝑓 . As explained in figure 3.12, the frequency offset between the average frequency and
the nominal frequency is given by

𝑓 = 𝑓 − 𝑓

= 𝑁𝑓 − 𝑓 + 𝑓2
= 𝑁𝑓 − 𝑓 − 𝑓2 ,

(3.18)

where 𝑓 and 𝑓 are the frequencies of two consecutive LSBs, and 𝑓 is the resolution of the DCO.
According to equation 3.18, the worst case 𝑓 is given by 𝑓 /2, when 𝑓 is very close to𝑁⋅𝑓 .
As 𝑓 may be vulnerable to PVT variations, it should be small enough to ensure a high locking
accuracy. However, thanks to the random noise at the input of the comparator, 𝑓 is reduced, as
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shown in figure 3.13, where the DCO changes its frequency in several noisy levels instead of two.
This is very similar to dithering, but the noise sources here are intrinsic to the DFLL.

Although the requirement onDCO resolution is relaxed thanks to theDFLL intrinsic noise, 𝑓 still
needs to be small enough (e.g., 250 Hz) to achieve the Allan deviation requirement, as discussed
in section 3.2.1.

3.4. Conclusion
In this section, a DFLL based RC oscillator is proposed, which is suitable for low supply volt-
age and low-power operation. After describing the operation principle, its frequency accuracy
against PVT is discussed based on the analysis of the error sources within each building block. An
s-domain model is proposed to predict the effect of noise on the long-term stability, and simula-
tions are performed to calculate the resulting Allan deviation using a z-domain MATLAB behavior
model. Table 3.2 summaries the specifications of each block based on the analysis in this chapter.

Item Value Frequency Error
RC trimming resolution 0.05 % 0.05 %

TC of 𝑅 100 ppm/°C 100 ppm/°C
Comparator offset 0.5 mV 0.1 %

Comparator flicker noise 1 𝜇V√Hz at 10 Hz 20 ppm 𝜎 floor
DCO resolution 250 kHz 20 ppm 𝜎 floor

Total1 -
0.15 %

100 ppm/°C
20 ppm 𝜎 floor

Table 3.2: Design specifications for the major building blocks.

1The frequency error due the Allan deviation floor should not be added up because its contributors are correlated.





4
Circuit Implementation

In the chapter 3, a new DFLL based RC oscillator is proposed. High-level design considerations
are given based on accuracy and stability analysis. The circuit implementation of the proposed
oscillator will be introduced in this chapter.

4.1. System overview
A detailed block diagram of the proposed oscillator is shown in figure 4.1. Since one of the objec-
tives is to relax the requirements of the power management unit, the oscillator is fully functional
with only one supply.

The clock division ratio 𝑁 is set to 16, and the time constant is chosen to provide a reference fre-    -
+
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quency of 32 kHz. Consequently, the nominal output frequency, 𝑓 = 𝑓 , should be 512 kHz.
In addition to the simplified block diagram shown in figure 3.1, the dynamic comparator is chopped
to cancel its own offset and flicker noise. Moreover, the DCO has a ΣΔ dithered input to enhance
its resolution. Last but not least, the divider is implemented with two separate blocks to provide
the essential clocks which drive the DFLL internal blocks.

The blocks inside are clocked at different frequencies to achieve a high energy efficiency. The FD
and DLF work at a frequency of 𝑓 /32, except the choppers which are clocked at 𝑓 /256. The
ΣΔmodulator has the highest frequency of 𝑓 /2. Since the amplifiers in traditional analog FLLs
are substituted with a dynamic comparator, the oscillator operates at low supply voltages with low
power consumption. The details about each block are given in the following.

4.2. RC network
4.2.1. Characteristics of integrated resistors and capacitors

In the 40-nm process used, there are three types of resistors available with different resistivity:
metal, diffusion and poly resistors. To save chip area and eliminate voltage dependency in the
time constant, the non-silicide poly resistors are chosen. Specifically, the process and temperature
characteristics of the N-poly resistor and the P-poly resistor over the -40 °C to 125 °C temperature
range are summarized in table 4.1.

As mentioned in the previous chapter, the TC of the resistor can be first-order compensated by
combining two resistors in series with opposite temperature dependencies. The temperature depen-
dency of the compensated resistor is plotted in figure 4.2 along with the ones of the poly resistors,
where the ratio of the N-poly and P-poly resistor used is 𝑅 /𝑅 = 𝛼 /𝛼 ≈ 0.37.
As observed in the figure, apart from the first-order TC, 𝛼, the compensated resistor also has a
strong second-order temperature dependency, 𝛽. This 𝛽 mainly comes from that of the P-poly
resistor, 𝛽 , and as a result, the overall TC is degraded from near 0 to 26.29 ppm/°C. Regarding
the accuracy of 𝛼, according to equation 3.13 and equation 3.14, it will be deteriorated due to
process variations. Process variations have been analyzed using Monte Carlo simulations, and the
results are shown in figure 4.3. 𝛼 is extracted using least-squares method in figure 4.3a, where
its mean value, 𝜇 , is -2.16 ppm/°C with 3-𝜎 = ±0.42 ppm/°C. The non-zero 𝜇 is caused by
the imperfect ratio resistance ratio, 𝑅 /𝑅 . Taking into account into all these effects, simulations
show that for the overall TC, its process variation is 3-𝜎 = ±0.18 ppm/°C, which is smaller than
the 3-𝜎 . In addition, as shown in figure 4.3b, the resistance variation of the compensated resistor
is ±19 % (3-𝜎/𝜇).
There are only two types of integrated capacitors available in this process: MOS capacitors (MOSCAPs),
which are voltage controlled capacitors (varactors) and metal-oxide-metal (MOM) capacitors. The
MOSCAP has high temperature and process dependencies, so it is not preferred here. The MOM

N-poly P-poly
Resistance Process Variation (3-𝜎) [%] ±18% ±19%
First-order TC 𝛼 [ppm/°C] 187 -69
First-order TC Process Variation Δ𝛼 (3-𝜎) [ppm/°C] ±1.04 ±0.0403

Table 4.1: Characteristics of the available non-silicide poly resistors in the 40-nm process.
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Figure 4.2: Temperature dependencies of the compensated and uncompensated resistors

(a) (b)

Figure 4.3: Monte Carlo simulations showing (a) first-order TC variation, and (b) resistance variation of the compensated
resistor.
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(a) (b)

Figure 4.4: (a) Process variation of a 1 pF fringe MOM capacitor. (b) Temperature dependency of the MOM capacitor.

capacitors use multiple metal layers and the oxide between the layers as the insulator, while the
widely used metal insulator metal (MIM) capacitors [3, 7] only use one layer of metal. Since there
are 8 layers of metal available in this process, the density of MOM capacitors can be much higher
than that of the MIM capacitors. As the network structure is differential, fringe MOM capacitors
are used for their symmetry. The process variation of a 1pF fringe MOM capacitor is simulated
and shown in figure 4.4a, where 3-𝜎/𝜇 = ±19 %. Plotted in figure 4.4b, the TC of the capacitor is
6.46 ppm/°C, which is much smaller than those of the resistors, and hence negligible.

4.2.2. Trimming network

In order to provide a time constant that satisfies 1/(2 ln(2)𝑅 𝐶 ) = 32 kHz, the nominal value
of 𝑅 was originally chosen to be 5.6 MΩ, and consequently 𝐶 was 4 pF. They were tunable
to ensure the 32 kHz reference frequency against process variations as illustrated in figure 3.9, and
the boundaries for the tuning values are given by

(1 − 3𝜎 )𝑅 ⋅(1 − 3𝜎 )𝐶 ≥ 𝑅 𝐶
(1 + 3𝜎 )𝑅 ⋅(1 + 3𝜎 )𝐶 ≤ 𝑅 𝐶 (4.1)

where 𝜎 is given in the previous subsection, and the 𝑚𝑎𝑥 and 𝑚𝑖𝑛 denote the maximum and
minimum values of the corresponding components. A compensated resistor bank with 2 binary
bits and a coarse step size of 1.05 MΩ was put in series with a compensated resistor of 4.5 MΩ,
and thus 𝑅 was tunable from 4.5MΩ to 7.6 MΩ. Meanwhile, a custom designed metal capacitor
bank with 10 binary bits and a fine step size of 1.5 fF was put in parallel with a MOM capacitor
of 3.22 pF, and thus 𝐶 was tunable from 3.22 pF to 4.75 pF. In addition, the 3.22 pF MOM
capacitor was split into two MOM capacitors of 1.61 pF for symmetry. With this original setup,
the boundary conditions 4.1 were satisfied. The frequency is trimmable from 62 % to 154 % with
respect to the nominal value, and the fine capacitor tuning step ensures the trimming resolution
better than 0.5 % at tt corner.
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Figure 4.5: RC network with trimming capabilities.

However, since the TC of 𝑓 should be mainly determined by 𝑅 , any error in the SPICE
model of the TC in 𝑅 would result in TC degradation of the 𝑓 generated by the fabricated
chip. To avoid this degradation, an emergent decision was made to add the tunability of TC in the
resistor bank just before the tape-out. Due to the limitation of time, the original trimming setup
was changed to the one shown in figure 4.5. The 𝐶 setup is preserved, while the new 𝑅 setup
only has the capability of changing TC but not nominal value of the compensated resistor. As a
result, the trimming range of the RC network is reduced. The new 𝑅 has a nominal value of
6.6 MΩ, with 3 parts connected in series, which are a compensated resistor of 4.5 MΩ, a P-poly
resistor of 1.55 MΩ, and an N-poly resistor bank with 4 binary bits and a step size of 68.8 kΩ.
Thus, by calculation, 𝑅 /𝑅 ratio can be changed from 0.24 to 0.45 with a step of 0.014, and
the corresponding 𝛼 of 𝑅 changes from -24 ppm/°C to 15 ppm/°C with a step of 2.6 ppm/°C.
However, also due to time limitation, the overall TC (including the higher-order effects) tuning
rage and step size is not checked by simulations.

Due to the change in𝑅 , the nominal 𝑓 changes from 32 kHz to 27 kHz, and the corresponding
nominal 𝑓 changes from 512 kHz to 433 kHz. The change in nominal frequency has no nega-
tive impact on the DFLL itself as long as the DCO range is large enough, which will be covered in
section 4.4. However, the trimming range is also reduced by the change in 𝑅 , the boundary con-
ditions 4.1 are now violated and thus 𝑓 cannot be trimmed to the same value against extreme
process variations. Luckily, since the IoT node wakeup signal is usually generated by an oscil-
lator plus a counter, the value in the counter can be changed to counteract the process variation.
Although, the 𝑅 should be improved in the next design.

4.2.3. Switches

There are four different types of switches used in the network, namely SW1-4 in figure 4.5. The
function of the switches is to control the reset and discharging processes in the RC network, and
they are implemented as transmission gates, which is shown in figure 4.6.
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Figure 4.6: Schematic of the switches used in the RC network.

Between two terminals, an ideal switch provides 0 resistance when it is closed, and 0 leakage cur-
rent when it is open. However, a CMOS transmission gate has nonzero on-state resistance, 𝑅
nonzero off-state leakage current, 𝐼 . For simplicity, assume the carrier mobility, the dimen-
sions, and the threshold voltages are the same for𝑀 and𝑀 in figure 4.6, and thus the 𝐼 and
𝑅 between terminal 𝐴 and 𝐵 are approximately given by

𝑅 = 1
𝜇𝐶 (𝑉 − 𝑉 )

, (4.2)

𝐼 = 𝐼 𝑒
( )

, (4.3)

where 𝜇 is the carrier mobility, 𝐶 is the oxide capacitance per unit area, 𝑊 is the gate length,
𝐿 is the gate length, 𝑉 is the gate-to-source bias, 𝑉 is the threshold voltage, 𝐼 is the current
at 𝑉 = 𝑉 , and the slope factor 𝑛 is given by 𝑛 = 1 + 𝐶 /𝐶 with 𝐶 = capacitance of the
depletion layer and 𝐶 = capacitance of the oxide layer. Because 𝑅 and 𝐼 are temperature
and supply dependent1, small values are preferred to minimizing any possible instabilities in 𝑓
and thus 𝑓 . A large𝑊/𝐿 should be chosen for minimize 𝑅 , while a small𝑊/𝐿 is preferred
for a small 𝐼 , with 𝐼 proportional to𝑊/𝐿. Therefore, 𝑅 and 𝐼 trade off with each other
in transistor sizing.

Some switches can be optimized for either a small 𝑅 or a small 𝐼 based on their functions
to avoid the sizing trade-off. SW1 is sized for a small 𝐼 since it is connected to the rails and
always open after the capacitor reset. SW2 is designed for a small 𝑅 because seriesly connected
to the 𝑅 . However, the capacitor bank trimming switches, SW3, should have small 𝑅 for the
connected capacitors and small 𝐼 for the disconnected capacitors simultaneously. Considering
the sizing trade-off, simulations should be done to find an optimal point where the total instabilities
in the 𝑓 due to 𝑅 and 𝐼 of SW3 are minimized. However, due to time limitation, SW3 is
sized for low leakage, which may not be optimal. For SW4, its 𝑅 and 𝐼 are not important
because it is not connected to either the rails or the 𝑅 .

Regarding the charge injection of the switches, because the parasitic capacitances of the switches

𝑅 [𝑘Ω] 𝐼 [pA]
SW1 224 38.7
SW2 58.1 129
SW3 311 32.9

Table 4.2: Worst-case and of the switches at 25 °C and tt corner.

1 in , , , and in have temperature dependencies; in both terms are determined by the supply voltage.
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are much smaller (a few fF) than the 𝐶 (nominal value 4 pF), they are neglected. Finally, worst-
case values2 of the 𝑅 and the 𝐼 of SW1-3 are shown in table 4.2.

4.3. Dynamic comparator
The DFLL uses a two-stage dynamic comparator, which is shown in figure 4.7. The first stage is
a voltage amplification stage with differential input and output. The second stage contains both a
simple voltage amplifier and a positive-feedback amplifier which acts as a latch. The differential
input pair is pre-charged during the low clock voltage 𝐶𝑀𝑃 = 0. A rising edge of 𝐶𝑀𝑃 stops
the pre-charging and starts the amplification in the first stage. The common-mode output voltage
decreases during the amplification. When the common-mode output approximates the threshold
voltage of the input pair of the second stage, the voltage amplification in the second stage takes over.
In the second stage, the common-mode output voltage increases gradually during the amplification,
and finally, the latch takes over and provides rail-to-rail output.

Because the operation is fully dynamic, a low power consumption of 10nW is simulated with
𝑓 = 16 𝑘𝐻𝑧. Since the gain of the first stage suppresses the noise contribution from the sec-
ond stage, the noise is then determined by the input differential pair. To achieve a better frequency
long-term stability, the flicker noise of the comparator should be optimized. Therefore, the input
differential pair is implemented with large dimension transistors. To check the input referred noise
spectrum of the dynamic comparator, a periodic steady state (PSS) testbench based on the simula-
tion method described in [24] is adopted. By simulating the noise voltage at the decision moment
shown figure 4.8a, an input referred noise plot of figure 4.8b is generated. As shown in the noise
plot, the spot noise due to the flicker noise is around 2.4 𝜇V/√Hz at 10 Hz.
In order to meet the Allan deviation floor specification of 20 ppm, the flicker spot noise at 10 Hz
needs to be below 1 𝜇V/√Hz, according to figure 3.6. Thus, two choppers are implemented at both
input and output of the comparator to reduce this flicker noise.

The offset voltage of the comparator is evaluated with Monte Carlo simulations as shown in fig-

CMP

CMP

CMP CMP

Vinp Vinn Voutp Voutn

Figure 4.7: Schematic of the dynamic comparator.

2Because the and the also depend on the voltages of and , the largest values are shown.
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Figure 4.9: (a) Illustration of the comparator offset simulation testbench. (b) Statistical simulation result of the com-
parator offset voltage.

ure 4.9a. The comparator is biased with a common mode voltage 𝑉 = 𝑉 /2, and a step ramp
up differential voltage, 𝑉 , is applied to the non-inverting input. For each voltage step, a 700-
run Monte Carlo simulation is done. Since the dimensions of the transistors are randomized, the
distribution of 𝑉 is Gaussian. Thus, the probability of positive outputs, 𝑃(𝑉 = 1), of each
Monte Carlo simulation run can be plotted versus varying 𝑉 in figure 4.9b, and it should be in-
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terpreted as the integral of the probability density function of the Gaussian distribution [25]. Using
the plot, the 3-𝜎 value of the offset can be calculated as 3.11 mV, which gives a PVT vulnerable
fractional frequency offset of 0.56% according to equation 3.17. This offset frequency necessitates
the implementation of the choppers.

Since the output is in digital domain, its chopper is implemented as a multiplexer (MUX), as shown
in figure 4.1. When 𝐶𝐻𝑂𝑃 = 1, the input is connected normally and output MUX selects 𝑉 .
When 𝐶𝐻𝑂𝑃 = 0, the input is inverted, and output MUX selects 𝑉 . In this way, the input
offset and flicker noise are modulated from low frequencies to the chopping frequency, 𝑓 /256,
while most energy of the input signal stays at DC. The low-pass DLF suppresses the modulated
offset/flicker noise. Consequently, the overall frequency accuracy and long-term stability will
become better.
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4.4. DCO
The block diagram of the DCO is shown in figure 4.10. It consists a current mode ΣΔ modulated
DAC with a subthreshold PTAT biasing, and four-stage leakage based ring oscillator. The leakage
based ring oscillator is chosen for its ultra-low power consumption. The frequency of the ring
oscillator can be digitally controlled by changing its leakage current using the current mode DAC.
Because the resolution of the DCO limits the Allan deviation floor of the DFLL output, which is
covered in the previous chapter, a ΣΔ modulator is used to enhance such resolution.

The nominal frequency of the ring oscillator is 512 kHz, and its tuning range is large enough to
counteract its own variations. Under nominal the nominal condition (tt corner and 25 °C), the
DCO can be tuned from 226 kHz to 908 kHz. Figure 4.11 shows the DCO frequency versus input
code across process corners and temperature changes. As observed in the plot, except one extreme
condition (i.e., ff corner and 125 °C), the DCO can be locked back to the targets, before and after
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Figure 4.10: Block diagram of the DCO with dithered input.

Figure 4.11: DCO tuning range under temperature and process corners.
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Figure 4.13: DCO phase noise performance at the center frequency of 512 kHz.

the nominal value change of the RC network, by the DFLL. While the out-of-range condition is
caused by both the variation of the ring oscillator and the PTAT bias, it can be compensated by the
trimming bits within the subthreshold biasing of the DAC.
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The DCO has a digital input range of 11 binary bits, which can be divided into 8 integer bits and
3 fractional bits. The integer bits are decoded to control 255 unary weighted current cells, and
the resulting frequency resolution of 2 kHz. The fractional bits are dithered by a third-order ΣΔ
modulator with a clock frequency, 𝑆𝐷𝑀, 16× higher than the update rate of the integer bits, and
the resulting frequency resolution is better than 250 Hz. Since the DFLL always locks the DCO
frequency back to the RC network, the integral nonlinearity (INL) is not important. However, the
deviation of the DCO resolution could change the Allan deviation floor, and thus it is checked by
simulation as shown in figure 4.12, where a result of better than ±0.14 LSB is observed. Since the
current cell is implemented with thick oxide transistors in the layout, the current provided by each
cell is not the same due to the well proximity effect. Moreover, since the layout of the cells is in a
16 × 16 fashion, the notch in the plot is caused by the row switching of the current cells.

Excluding the decoder and the ΣΔmodulator, simulation shows that the DCO draws 60 nW power
from the 0.8 V supply to generate a 512 kHz output frequency. The ring oscillator core consumes
48 nW, and the rest is dissipated in the DAC. The power of the decoder and ΣΔ modulator is
excluded because they are synthesized together with the DLF. The phase noise of such output
frequency is simulated, and the result is shown in figure 4.13. As observed in the plot, the spectrum
is dominated by the flicker noise. If one calculates the corresponding Allan deviation using the
noise data and the conversion table in appendix a, a floor of 9000 ppm can be derived, which is
far worse than the specification. However, thanks to the DFLL operation, the DCO phase noise
contribution is suppressed and the Allan deviation floor is set by the comparator flicker noise to
an acceptable level.

The detailed design of the delay cell, subthreshold biasing, and the ΣΔ modulator is given in the
following.

4.4.1. Leakage based delay cell

In order to achieve a low oscillation frequency (i.e., several hundred kHz), the conventional current-
starved ring oscillator can be used. However, its power consumption cannot be scaled down along
with the frequency due to the leakage current in its output buffer [26]. Figure 4.14 shows the
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Figure 4.14: Schematic of the leakage based delay cell.
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schematic of the delay cells used in the ring oscillator, which is proposed by Lee [26] as a solu-
tion for low-frequency oscillators with frequency-independent energy efficiency. The delay cell
includes input transistors (M1A, M1B, M4A, and M4B) and back-to-back inverters (M2A, M2B, M3A,
and M3B) which act as a latch. The internal signals of the delay cell D1 in figure 4.10 are shown
in figure 4.15.

The input and output transistors are differentially configured. For simplicity, only the left half of the
delay will be analyzed for the input low-to-high transition and assuming that the threshold voltages
are equal (𝑉 = 𝑉 ). When the input voltage 𝐼𝑁+ goes above 𝑉 , the switch transistor M4A
closes and M1A opens. With 𝑂𝑈𝑇+ also lower than 𝑉 at the same moment, M2A is closed and
M3A is open. Therefore, node 𝑂𝑈𝑇- goes up slowly with a charging current of 𝐼 , which is
controlled by the bias voltage 𝑉 on MNB. After 𝑂𝑈𝑇+ rises above 𝑉 , M2A is open and M3A
is closed. Immediate discharging on node 𝑂𝑈𝑇- and charging on node 𝑂𝑈𝑇+ happen at the same
time.

The discharged output on 𝑂𝑈𝑇- increases the strength of M2B and raise the speed at which the
complementary output voltage 𝑂𝑈𝑇+ is pulled up. The high 𝑂𝑈𝑇+ enhances the conductance of
M3A and increases the speed at which 𝑂𝑈𝑇- is pulled down. The positive feedback process done
by the back-to-back inverters enables rapid voltage transition. It effectively reduces the time spent
in the input and output voltage ranges between 𝑉 and 𝑉 − 𝑉 . As a result, the short-circuit
current in the oscillators itself and proceeding buffers, which conventional low-frequency current
starved ring oscillators suffer from are minimized [26].

Due to the sharp transition enabled by the latch, the period of the oscillation is then determined
by the bias current 𝐼 and 𝐼 . Therefore, building a DCO with the ring oscillator using
these delay cells can be done by plugging a voltage mode DAC on the bias voltages 𝑉 and
𝑉 . However, designing such a circuit with nanowatt level of power consumption could result
in huge chip area which contradicts the design specification. Therefore, the ring oscillator is biased
with a current mode DAC with approximately 50 pA resolution. The bias circuit for the DAC is
introduced in the following.

4.4.2. Subthreshold PTAT bias circuit

The schematic of the subthreshold current bias circuit is shown in figure 4.16. All of the transistors
in the circuit work in the deep subthreshold region. It provides a 4 nA PTAT current with a start-up
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Figure 4.16: Schematic of the subthreshold PTAT bias circuit.
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Figure 4.17: (a) Temperature dependency of the PTAT bias current. (b) Supply voltage dependency of the PTAT bias
current.

circuit ensuring appropriate operation under all conditions. By equating 𝑉 , + 𝑅 ⋅ 𝐼 and
𝑉 , , the current can be derived and it is given by

𝐼 = 𝑉
𝑅 ln(

𝑊 /𝐿
𝑊 /𝐿 ), (4.4)

where 𝑉 is the thermal voltage. A large P-poly resistor with 8 MΩ resistance is used to make sure
the current is small. The resistor has a 3-bit binary tuning bank and thus can be changed from
6.5 MΩ to 10 MΩ with a step of 0.5 MΩ to counter its own process variations. This tunability is
proven to be necessary by the DCO range simulations shown in figure 4.11.

The simulated bias current with 𝑅 = 8MΩ against supply and temperature changes are shown in
figure 4.17. As observed from figure 4.17a, the current changes from 4.03 nA to 4.80 nA over a
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Temp. [°C]

Time [ms] Corner
ss tt ff

-40 4.6 3.8 3.1
25 2.7 2.1 1.2
125 0.4 0.2 0.1

Table 4.3: Start up time of the current reference in millisecond across corners.

temperature range of -40 °C to 125 °C with a nominal value of 4.07 nA at 25 °C. Its instability is
within ±0.67 % with a supply variation from 0.6 V to 0.8 V.

The start-up time is summarized in table 4.3, which proves that the reference works under all
conditions. In addition, M3 and M4 are implemented with 80 parallel transistors each, so that a
unit current of 50 pA can be mirrored to the DAC with a mirroring ratio of 80:1.

4.4.3. Sigma-Delta modulator

Even with the DAC current resolution of 50 pA, the DCO integer bit can only achieve a very coarse
resolution of 2 kHz, and according to figure 3.8, the Allan deviation floor with such coarse DCO
resolution and a comparator flicker noise budget of 1 𝜇V/√Hz at 10 Hz cannot meet the specifica-
tion. The plot also indicates an 8× finer resolution, 250 Hz, (or 3 more fractional bits) can secure
the Allan deviation floor to be low enough. Further improving the DCO integer bit resolution re-frac. bit update rate(dithering rate)int. bit update rate
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Time

time averagedvalue
Figure 4.18: Illustration of the DCO high rate dithering.
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quires a finer DAC current resolution, which in turn requires a smaller bias current. In order to
make the bias current smaller, at least an 8× larger bias resistor (64 MΩ) is needed according to
equation 4.4. Such large resistor will easily dominant the chip area. Moreover, building a mono-
tonic DAC with 11-bit resolution would be at the limit of feasibility and anyhow occupy a large
area.

In order to improve the resolution without sacrificing chip area, a time domain high rate dithering
technique is adopted, which is illustrated in figure 4.18. Instead of applying a constant input that
would select current 𝐼 or 𝐼 , where 𝐼 = 𝐼 +Δ𝐼, with Δ𝐼 = 50 pA being the LSB step of the DAC,
during an integer bit update cycle, the selection alternates between 𝐼 and 𝐼 several times during
the cycle. In the example of figure 4.18, 𝐼 is chosen 1/8 of the time and 𝐼 is chosen for the rest
7/8 of the time. Consequently, the averaged current value will be 𝐼 +Δ𝐼/8. It should bementioned
that the resolution of the time-averaged value is related to the dithering speed. The dithering rate
should be higher than the integer bit update rate times the inverse of enhanced resolution (8 in this
case) [27].

The frequency pattern shown in figure 4.18 is not randomized and a spur, in the frequency spectrum
would be created consequently. This spur is not critical to the DFLL because it is averaged out
when the DFLL is used to generate a wakeup signal with a long period. However, since the DFLL
could also be used for other blocks in the IoT node, it is nice to have a spurious-free spectrum. In
order to reduce this spur, higher-order ΣΔ modulation can be employed. The modulator used in
this design is a third-order multi-stage noise shaping (MASH) one proposed in [28] and it is shown
in figure 4.22a. It consists of three accumulators, three delay logics, and one combiner logic. The
function it performs is given by

𝐷 (𝑧) = 𝑓 (𝑧) + (1 − 𝑍 ) 𝐸 (𝑧), (4.5)

where the 𝐷 (𝑧) is the dithered output, the 𝑓 is the fractional input and the 𝐸 is the quanti-
zation error of the third accumulator.

The accumulator data width is 3 bits, which can be concatenated with the integer bit to represent
a fractional resolution of 1/8. The modulator is clocked at 𝑓 /2, which is 16× the integer bit
update frequency (or the DLF clock frequency since the decoder is not clocked). The clock speed
is 2× higher than the lowest possible dithering clock, which ensures the quality of resolution en-
hancement.

Figure 4.20 shows the comparison of the DFLL output phase noise with different SDM configura-
tions. As observed in the figure, the first-order ΣΔ modulator almost removes the original quanti-
zation spur. However, it also introduces spurs at higher frequencies due to its deterministic pattern
in the frequency domain. The third-order ΣΔ modulator removes these high-frequency spurs by
further randomizing the pattern with respect to the first-order one. The effect of the third-order ΣΔ
modulator in resolution enhancement is also checked with Allan deviation simulation as shown in
figure 4.21. Thanks to the noise shaping, the quantization energy is moved to higher frequencies,
resulting in an Allan deviation much lower than the one of 𝑓 = 2 kHz. With the ΣΔ modulator,
the Allan deviation shares the same floor with that of 𝑓 = 250 Hz, it is higher for 𝜏 < 0.1 s due
to the fact that the quantization energy is moved to higher frequencies. This plot is simulated with
the phase noise shown in figure 4.13, so the DCO intrinsic phase noise is small enough to meet the
Allan deviation specifications.

The combiner logic in [28] is plotted in figure 4.22b. The three one-bit carry-out data stream are
combined such that the resulting dithered output fulfills the ΣΔ characteristics. Its mathematical
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Figure 4.21: Allan deviation plot showing the effect of the third-order modulator.
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Figure 4.22: (a) Original combiner logic with signed summation. (b) Improved combiner with D flip-flops only.

representation is given by

𝐷 (𝑧) = 𝑜𝑣𝑓 + 𝑜𝑣𝑓 (1 − 𝑍 ) + 𝑜𝑣𝑓 (1 − 𝑍 ) , (4.6)

where 𝑜𝑣𝑓 , 𝑜𝑣𝑓 , 𝑜𝑣𝑓 are the carry-outs of the first, second, and third accumulator respectively.
The arithmetic operation requires logic which is able to handle signed summation. The signed
output must be further added together with the DLF output and then sent into the DAC. This may
result in trivial digital circuit with significant power overhead. Therefore, an improved version of
the combiner is proposed in [27]. As shown in the figure, only D flip-flops (DFFs) with comple-
mentary outputs are now required. It should be noted that, due to the lack of signed operation,
a DC offset of 3 fractional bits is now introduced. However, this DC offset will be canceled by
the FLL operation. The outputs of the improved combiner can directly control the switches of the
unary DAC current cells, making the DAC design much simpler.

4.5. Digital Loop Filter
The DFLL requires a low pass filter to generate a stable output frequency. Therefore, the DLF is
implemented as an up/down counter, which provides a first order low pass function. The DLF is
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synthesized with the Verilog-HDL language, and its block diagram and the connection with the
DCO is shown in figure 4.23.

The DLF takes the comparator output as the input of an up/down counter, 𝑢𝑝/𝑑𝑛. The 18-bit
adder/subtractor logic is configured as an accumulator with an 18-bit configurable input 𝑣𝑎𝑟[17 ∶
0]. Using the most significant bit (MSB) of the accumulator output, 𝑜[18] and the 𝑢𝑝/𝑑𝑛 signal,
control logic detects any possible overflow or underflow in the low 18-bit output of the accumula-
tor, 𝑜[17 ∶ 0], and clips it if necessary. Finally, the 18-bit clipped data, 𝑑[17 ∶ 0] is synchronized
with an array of DFFs, whose output becomes the DLF output 𝑑𝑜𝑢𝑡[17 ∶ 0].
The high 8 bits of DLF output, 𝑑𝑜𝑢𝑡[17 ∶ 10], is taken by the binary-to-thermometer (B2T)
decoder in the DCO input front-end, and becomes the 8 DCO integer bits. The following 3 bits,
𝑑𝑜𝑢𝑡[9 ∶ 7], are taken by the ΣΔ modulator, and becomes the 3 fractional bits. The low 7 bits,
𝑑𝑜𝑢𝑡[6 ∶ 0], are not used. By changing the configurable input 𝑣𝑎𝑟[17 ∶ 0], the DLF gain has a
configurable range from 2-11 to (28-2-11), and a resolution of 2-11, in the unit of the DCO integer
LSB. TheDCO front-end is synthesized together with theDLF usingVerilog-HDL, and the decoder
is implemented in a row-column fashion to save power and area.

4.6. Clock divider
In figure 4.1, there are 7 clocks (purple color) required by the DFLL internally. Some of them
must be non-overlapping, while the others may require some delay to secure the correct DFLL
operation. In order to generate the required clock signals, the divider is implemented with two
separated blocks, namely the multi-phase divider and the non-overlap clock generator.

The block diagram of the multi-phase divider is shown in figure 4.24. It contains two types of
DFFs, which can be reset to different initial states, which are indicated on the DFF symbols. All
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of the DFFs are configured in a divide-by-two fashion. Thus, the clock for the ΣΔ modulator can
be generated with the DCO output using a single 1/2 divider. By concatenating four 1/2 dividers
together, the 𝑓 /16 signal is then generates. By changing the types of DFFs, constant phase
shifts are created in the 𝑓 /16 outputs, which will be used by the non-overlap clock divider.
Figure 4.25 shows the block diagram of the non-overlap clock divider. It processes the signals
from the multi-phase divider, and generate the clocks required by the FD and DLF. Its input and
resulting clocks are plotted together in figure 4.26. As indicated in the waveform, theΦ ,Φ , and
Φ signals are separated with one DCO clock cycle, while the positive half cycle of Φ is set to
16/𝑓 . Since Φ = 16/𝑓 will be evaluated with the FD, the accuracy of this division will
directly affect the accuracy of the DFLL nominal output frequency, 𝑓 . The 1/16 division ratio
is checked with corner and temperature simulations, and the worst case error is 0.75 ppm, which
is small enough and hence negligible.
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4.7. Layout overview
Figure 4.27 shows the chip level layout and the zoomed-in the DFLL layout, where major blocks
are marked with rectangles showing their dimensions. Since the ring oscillator is the core of the
DFLL, it is put at the center of the layout. The comparator is close to the RC and far away from the
ring oscillator, to ensure a low distortion due to the coupling from other signals on 𝑉 . Because
the 262 input signals of the DAC current cells are provided by the decoder and ΣΔ modulator,
which are synthesized together with the DLF, the DAC and DLF are next to each other. Moreover,
the subthreshold biasing, DAC, and ring oscillator are put close to each other to ensure voltage
drops on 𝑉 , 𝑉 , and 𝑉 . The layout occupies approximately 0.07 mm2 chip area, which
fulfills the area requirement.
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CMP
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DAC w/o B2T & SDM
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360�m
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Figure 4.27: Layout of the chip.
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Table 4.4 summaries the configurations in theDFLL that can be changed through a Serial Peripheral
Interface bus (SPI). The measurement results with different configurations will be covered in the
next chapter.

Register Function
TC_cal[3:0] TC calibration of 𝑅
c_cal[9:0] Trimming bits of 𝐶
chop_sel[1:0] Chopping frequency selection
var[17:0] DLF gain factor 𝐾 𝐿𝐹 configuration
en_sdm ΣΔ modulator enable/disable selection
sdm_fctrl ΣΔ modulator dithering frequency selection
dco_cal Calibration of the DCO current biasing
mode DCO locking/free running mode selection
decoder[7:0] Decoder value for DCO free running mode
rst_dig Reset for the digital blocks (e.g., DLF)
rst_osc Ring oscillator hard reset for start-up

Table 4.4: Summary of the configurable functions in the DFLL.





5
Measurement Results

5.1. Chip micrograph

Figure 5.1 shows the photo of the fabricated chip of the proposed oscillator in the TSMC 40-nm
process, where major blocks are marked with rectangles.

Figure 5.1: Die micrograph of the fabricated chip in the 40-nm process.
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5.2. Measurement setup

The proposed oscillator is tested with different supply voltages at different temperatures. The
block diagram of the measurement is shown in figure 5.2 and the functionality of each equipment
is described in the following.

Figure 5.2: Block diagram of the measurement setup.

Figure 5.3: PCBs used for measurement.
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• Test PCB (shown in figure 5.3 left) with a wire-bonded chip on it. Low-drop out regulators
(LDOs) provide the voltages required by the oscillator, and the power consumption of three
major blocks (FD, digital, and DCO) can be measured separately. Level shifters (not drawn)
are employed to deal with the high voltage I/O signals from the field-programmable gate
array (FPGA) board.

• FPGA board (shown in figure 5.3 right) for communication with the PC and chip configu-
ration. On the board, a USB232 chip receives the information from the PC and translates
it into the RS232 format, which will be processed by the FPGA. The FPGA chip acts as an
SPI master and sets the oscillator to different test modes.

• CTS climate chamber to test the chip over temperature. It is capable of changing the tem-
perature from -40 °C to 125 °C with an inaccuracy better than ±0.3 °C.

• Agilent power supply E3631 providing required voltages for the test PCB.

• Keithly source meter for power consumption measurement.

• Agilent 53230A frequency counter for Allan deviation and period jitter measurement.

• Rohde & Schwarz FSV spectrum analyzer for debugging and start-up time measurement.

In the measurement process, if not explicitly specified, the default settings for the trimming bits
and chip functions are

• resistor bank, 001;

• capacitor bank, 0111111111;

• DLF gain, 1/8 of the DCO integer LSB;

• chopping function, on @ 𝑓 /256;

• ΣΔ function, on @ 𝑓 /2.

5.3. Measurement results

5.3.1. Frequency accuracy vs. temperature variation

The chip is measured over a temperature range from -20 °C to 80 °C, and the results with different
chopper and ΣΔ modulator settings are plotted in figure 5.4. The temperature range is reduced
from the original range of -40 °C to 125 °C because of two reasons. First, the wire-bonded chip
cannot work safely at high temperatures over 80 °C, as proven by two chips failing during the
characterization. Second, although the claimed lower limit of the oven is -45 °C, it never settled
to temperatures below -36 °C during the measurement. Also due to limited available testing time,
the lower temperature limit was chosen to be -20 °C.

In figure 5.4, the nominal frequency of the output frequency is 416.7 kHz. Enabling the chopper
slightly improves the accuracy at low temperatures (0.1 % at -20 °C). This can be interpreted as
the comparator offset changes dramatically at low temperatures, and the chopper cancels it. Due
to the intrinsic noise in the circuit, the locking accuracy is not affected by the DCO resolution.
Consequently, the accuracy is not improved by enabling the ΣΔ modulator, and the best TC is
106 ppm/°C for the results with chopper enabled.
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Figure 5.4: Frequency accuracy vs. temperature variation.

The TC of the output frequency is much larger than that of the compensated resistor in the simula-
tion (26 ppm/°C). Changing the TC calibration bits in the resistor bank will change the TC of the
frequency. However, the result shown in the plot are the ones after such calibration. The excess
temperature dependency could be caused by the temperature sensitive leakage and resistance of
the switches both in the network and in the trimming banks. As proof, it is observed that changing
the trimming bits of the capacitor bank also results in the change of the TC, and the bits are set
accordingly to ensure the best TC (106 ppm/°C).

5.3.2. Frequency accuracy vs. supply variation
A good wakeup timer should have high supply rejection, so that there is no need for any additional
LDOs on the system level. Theoretically, the oscillation frequency is not sensitive to any supply
changes due to the supply independent RC constant. However, the active circuits which rely on
certain supply voltages the will deteriorate the frequency accuracy.

During the measurement, the oscillator shows the capability of working under lower supply volt-
ages (0.7 V) with respect to simulation (0.8 V), which fits the purpose of this work. Therefore,
the supply measurement range is changed accordingly. Figure 5.5 shows the measured frequency
accuracy versus supply changes. With chopper and ΣΔmodulator both active, the frequency shows
an inaccuracy of ±0.6 % with supply changes from 0.65 V to 0.8 V. Ideally, the frequency should
be insensitive to supply changes because of the supply independent RC time constant. Therefore,
enabling the chopper and ΣΔ modulator settings will not improve the stability because the time
constant is not changed, and the comparator offset voltage is not strongly supply dependent. The
excess supply dependency could be caused by the supply sensitive leakage and resistance of the
switches both in the network and the trimming banks. The capacitor bank switches could be a
major contributor to the excess dependency due to their high threshold voltage transistors, and it is
also observed in this measurement that changing capacitor bank trimming bits results in the change
of the supply dependency.
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0.70.65 0.75 0.8

Figure 5.5: Frequency accuracy vs. supply variation.

5.3.3. Allan deviation

Figure 5.6 shows the Allan deviation results of the oscillator with different settings. The mea-
surement shows 1.5× smaller Allan deviation floor when enabling the chopper. This is due to the
reduction of the flicker noise in the comparator, which is the major contributor of the flicker fre-
quency modulation in the output frequency. The ΣΔ modulator improves both the Allan deviation
in the thermal noise process (𝜏 / ) and the floor (𝜏 ) with finer DCO resolution, and this result

20ppm

-1/2 0

Figure 5.6: Allan deviation measurement results.
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is consistent with the simulation in section 4.4.3, and the reason for this improvement has been
discussed in section 3.2.1.

The ripples in the Allan deviation plot come from the single frequency modulation of the DFLL
operation [29]. The ripple is not seen in the MATLAB simulation plots because the number of
simulated data points are limited. With chopper andΣΔmodulator both enabled, theAllan deviation
is smaller than 20 ppm for 𝜏 > 10 𝑠, and smaller than 9 ppm for 𝜏 > 90 𝑠.

5.3.4. Power consumption

The power consumption of the oscillator is 181 nW, and its breakdown is shown in figure 5.7. With
the frequency of 416.7 kHz, the oscillator reaches an efficiency of 0.43 pJ/Cycle, which is the best
over the state-of-the-art low-power (<1 μW) RC oscillators.

DCO w/o
decoder & SDM

FD

DLF w/
decoder & SDM

57.4nW

32%

55.3nW

30%

68.6nW

38%

Figure 5.7: Oscillator power breakdown.
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5.3.5. Other results
Under the nominal DLF gain configuration, 𝐾 = 1/8, the measured period jitter is 15.8 ns,
which is 0.66 % of the oscillation period.

Compared to relaxation oscillators, one of the shortcomings of the FLL based oscillators is their
long start-up time. By varying the DLF gain, the bandwidth of the DFLL can be changed. Con-
sequently, the start-up time of the DFLL can be configured according to application requirements.
Due to the changed loop dynamics, the jitter performance is also changed. The start-up time and
jitter measurement results with different DLF gain is shown in figure 5.8.
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Figure 5.8: Period jitter and start-up time with different DLF gain.

Figure 5.9 shows the measured output spectrum with the ΣΔ function on and off (top), and the
settling behavior of the DFLL under various gain (𝐾 = 1/4, 1/8, 𝑎𝑛𝑑1/16; bottom). The
spectrum plot shows the effect of the ΣΔ noise reduction at close-in frequencies, and the settling
plot is measured using the analog demodulation feature of the spectrum analyzer.

5.4. Conclusion and summary
The performance of the proposed oscillator is compared with the other low-power (<1 μW) RC
oscillators in table 5.1. Thanks to the digital-intensive architecture, it works with the lowest supply
voltage. With the digital circuit operating at a low frequency, the proposed oscillator achieves the
best power efficiency. While keeping an on-par long-term stability, the chip area is also smaller
than those of the other FLL based oscillators. A benchmark plot with the Allan deviation floor and
energy efficiency of different oscillators is shown in figure 5.10.
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Figure 5.9: Output spectrum and settling behavior.



5.4. Conclusion and summary 65

10
-1

10
0

10
1

10
2

Energy/Cycle [pJ/Cycle]

10
0

10
1

10
2

Al
lan

 D
ev

iat
io

n 
Fl

oo
r [

pp
m

]

Figure 5.10: Benchmark: Allan deviation floor versus energy efficiency.
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6
Conclusion and Future Work

6.1. Conclusion

The duty-cycled IoT node can achieve extremely low power consumption, but it requires an ac-
curate wakeup timer for synchronization. Such timer must be compatible with standard CMOS
process and occupy the minimum area to save cost and size. Since it is continuously active, the
timer must consume ultra-low power (<1 μW), while operating at the lowest possible supply volt-
age for compatibility with a wide range of energy sources (e.g., button batteries, energy scavengers)
and to simplify the power management. Because of the size and power limitations, the RC-based
oscillator is the preferred choice. However, the stability of conventional RC relaxation oscillators
is limited by the delay of power-hungry continuous-time comparators, which are vulnerable to PVT
variations and noise. FLL-based solutions circumvent such limitations, but they heavily rely on
analog-intensive circuits, which require significant power, area, and high supply voltages. Hence,
they are not friendly to technology scaling in terms of both area and required supply voltage.

This thesis presents a wakeup timer employing a DFLL architecture to fully exploit the advantages
of advanced CMOS processes. A self-biased ΣΔ digitally controlled oscillator (DCO) is locked to
an RC time constant via a chopped dynamic comparator and a digital loop filter. In the measure-
ment, the proposed timer achieves the best power efficiency (0.43 pJ/Cycle) at the lowest supply
voltage (0.7 V) with respect to the state-of-the-art, while keeping on-par long-term stability (Allan
deviation floor below 10 ppm) in a small area (0.07 mm2 in 40-nm CMOS). Furthermore, the timer
shows a TC of 106 ppm/°C in over the -20 °C to 80 °C temperature range, and a stability of ±0.6%
over the supply changes from 0.65 V to 0.8 V. The TC and the line regulation are comparable to
the level reached in the state-of-the-art, but they are worse than expected from the RC network.
In the measurement, the switches in the RC network and the trimming banks are identified as the
probable cause for the performance degradation, while the exact reason is still under investigation
and should be checked by comprehensive system-level simulations. Since the trimming bits are
optimized for minimizing the TC, the frequency is not calibrated to the target value (512 kHz).
This is a drawback of this design but can be circumvented in the IoT node by appropriately tuning
the counting circuit cascaded to the proposed timer.
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68 6. Conclusion and Future Work

6.2. Future work
The most straightforward improvement is redesigning the RC network. The redesigned RC net-
work should fully cover the process variations of the resistors and capacitors with a high trimming
accuracy. The TC calibration should be combined into the RC value trimming.

The temperature dependency of the custom designedmetal capacitors should be checked. Although
unlikely, if they show a high temperature dependency, an alternate capacitor value trimming bank
should be designed. The switches in the RC network and the trimming banks are identified as
the cause of the high instability over temperature and supply changes. One could investigate the
contribution of the leakage and the resistance of each switch to the frequency instability, and then
optimizes them accordingly. Since it is hard for conventional analog switches to achieve both low
leakage and low resistance simultaneously at low supply voltages, methods such as bootstrapping
could be a solution for optimizing the switches.

The digital circuits consume 38 % of the total system power, where 50 % of the consumed power is
due to leakage (simulation result). In this design, they are synthesized with high threshold voltage
transistors. The synthesis could be done with thick oxide transistors which have smaller leakage.
In addition, the simulation shows the 8-bit binary-to-thermometer decoder consumes over 50 % of
the digital active power(>9 % for the system). Segmentation of the DAC could be implemented to
save power in the decoder.



A
Phase Noise, Period Jitter and
Allan Deviation Conversions

A.1. Phase noise and Allan deviation conversion
As a reasonable and accurate model of frequency and phase instabilities in the frequency domain,
the phase noise, ℒ(𝑓), is one half of the double-sideband spectral density of phase fluctuations,

ℒ(𝑓) ≡ 1
2𝑆 (𝑓). (A.1)

Furthermore, 𝑆 (𝑓) can be expressed as the sum of five independent noise processes representing
the random fluctuations

𝑆 (𝑓) = { ∑ 𝑣 ℎ 𝑓 for 0 < 𝑓 ≤ 𝑓 , (A.2)

0, for 𝑓 ≥ 𝑓 , (A.3)
where 𝑣 is the nominal frequency, ℎ is constant, 𝛽 is integer, and 𝑓 is high-frequency cut-off of
an infinitely sharp low pass filter. The characteristics of the five processes in 𝑆 (𝑓) is plotted in
figure A.1.
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Figure A.1: Characteristics of the noise processes in spectral density of phase fluctuations.
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Figure A.3: Characteristics of the noise processes in Allan variance.

In order to elaborate the relation between the phase noise and the Allan deviation, the spectral
density of fractional frequency fluctuations, 𝑆 (𝑓), should be calculated from the phase noise

𝑆 (𝑓) = 𝑓
𝑣 𝑆 (𝑓). (A.4)

𝑆 (𝑓) can be rewritten with the five noise processes, and given as

𝑆 (𝑓) = { ∑ ℎ 𝑓 for 0 < 𝑓 ≤ 𝑓 , (A.5)

0, for 𝑓 ≥ 𝑓 , (A.6)

where 𝛼 ≡ 𝛽 + 2. The Characteristics of these noise processes in 𝑆 (𝑓) is plotted in A.2.
In time domain, oscillators are used together with counters, which averages the frequency over a
time 𝜏. This averaging process can be interpreted as a filtering operation with the transfer function
of 𝐻(𝑓). As a result, the M-sample time domain frequency instability can be expressed as

𝜎 (𝑀, 𝑇, 𝜏) = ∫ 𝑆 (𝑓)|𝐻(𝑓)| d𝑓, (A.7)

where 1/𝑇 is the measurement rate. In the case of two-sample variance, 𝜏 = 1/𝑇 applies, and
𝜎 (𝑀, 𝑇, 𝜏) becomes the Allan variance and |𝐻(𝑓)| is 2(sin (𝜋𝜏𝑓))/(𝜋𝜏𝑓) . Thus, the Allan
variance can be computed from

𝜎 (𝜏) = ∫ 𝑆 (𝑓)
sin (𝜋𝜏𝑓)
(𝜋𝜏𝑓) d𝑓, (A.8)

where 𝑓 is the high-frequency cut-off of an infinitely sharp low-pass filter. Equation A.8 is only
valid when 2𝜋𝑓 >> 1, and it can also be written using the noise processes:

𝜎 (𝜏) = ℎ (2𝜋)
6 𝜏 + ℎ 2 ln 2 + ℎ 1

2𝜏 + ℎ
1.038 + 3 ln 2𝜋𝑓 𝜏

2𝜋 𝜏 + ℎ 3𝑓
4𝜋 𝜏 . (A.9)
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Description of noise process 𝑆 (𝑓) 𝑆 (𝑓) 𝜎 (𝜏)
Random walk frequency modulation ℎ 𝑓 ℎ 𝑣 𝑓 𝐴ℎ 𝜏
Flicker frequency modulation ℎ 𝑓 ℎ 𝑣 𝑓 𝐴ℎ 𝜏
White frequency modulation ℎ 𝑓 ℎ 𝑣 𝑓 𝐴ℎ 𝜏
Flicker phase modulation ℎ 𝑓 ℎ 𝑣 𝑓 𝐴ℎ 𝜏
White phase modulation ℎ 𝑓 ℎ 𝑣 𝑓 𝐴ℎ 𝜏

Table A.1: Translation of frequency instability measures from spectral densities in frequency domain to variances in
time domain.

The Characteristics of these noise processes in the square root of Allan variation (i.e., Allan devi-
ation, 𝜎 (𝑓)), is plotted in figure A.3.
Finally, table A.1 summaries the coefficients of the conversion from frequency domain to time
domain using the noise processes [30]. In reality, the random walk frequency modulation is very
difficult to measure, because it is very close to the carrier. The Allan deviation floor (𝜏 term) is
what people usually use for to quantifying the long-term stability of an oscillator. From the table, if
one takes the square root of 𝜎 (𝜏), it is clear that such floor is only caused by the flicker frequency
modulation, which is the 𝑓 term in 𝑆 (𝑓), and the 𝑓 term in 𝑆 (𝑓).

A.2. Phase noise and period jitter conversion
By definition, period jitter, 𝐽 , compares two similar instants in time of a clock source such as
two successive rising edges. Since the two instants are separated in time by approximately one
period, it is reasonable to expect that higher frequency jitter components will contribute more to
period jitter than lower frequency jitter components.

The basic relationship between 𝐽 and 𝑆 (𝑓) is given by

𝐽 = 𝑇
2𝜋√Δ𝜑

= 𝑇
𝜋 √∫ 𝑆 (𝑓) sin (𝜋𝑓𝜏 )d𝑓,

(A.10)

where 𝜏 is the inverse of the carrier frequency. Therefore, the period jitter is the rms value of the
integral of phase noise with a frequency weighting factor 4 sin (𝜋𝑓𝜏 ).
Using the weighting factor, the integration of phase noise is not sensitive to the contributions from
offset frequencies well below the half carrier frequency. Moreover, the weighting factor reaches its
first maximum at the half carrier frequency and becomes periodic thereafter. It is clear that phase
noise in the vicinity of this offset will make a substantial contribution to the period jitter.





B
MATLAB behavior model of the

DFLL

To predict the long-term stability (Allan deviation floor) of the DFLL, a z-domain MATLAB be-
havior model is built. The model is based the time domain PLL model in [31].

The RC network is treated as an FVC with the equation 3.7. The comparator quantizes the voltage
with a sign function. Depending on the sign of comparator output, the DLF increases or decreases
its internal value with a step of 𝐾 . The DCO changes its output period according to the DLF
output with a function of

Δ𝑇 = 𝐾
𝑓 (𝑓 + 𝐾 ) (B.1)

, where 𝑓 is the DCO initial frequency and𝐾 is the frequency deviation due to DLF. The period
deviation in equation B.1 is different from the one reported in [31], where the approximation of
equation B.1 is used. However, such approximation is only valid with 𝐾 << 𝑓 , which is not
the case for the DFLL with coarse 𝐾 .

The white noise sources can be built using Gaussian randomization. Since the bandwidth of the
FLL is 𝑓 /2, the standard deviation of the Gaussian randomization is then known by calculating
the product of the bandwidth and wanted noise spectrum. The flicker noise is created by shaping
the spectrum of white noise in the frequency domain and rebuild it by the inverse Fourier transfor-
mation to the voltage domain. The phase noise of the DCO is modeled as jitter in the time domain
using methods proposed in [32].

Finally, a pseudo code for the algorithm is shown in figure B.1.
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For each FLL_cycle i
Calculate integer part of the FCW: FCWint

Calculate fractional part of the FCW: FCWfrac

Calculate DCO period deviation due to the FCWint: Tdev_int

While DCO_cycle j < 2*N*i
DCO_cycle + 1 

Generate ΣΔmodulated stream with FCWfrac at every 2 DCO_cycle 

Calculate DCO period deviation due to ΣΔ output stream: Tdev_frac

Accumulate DCO period deviation: 
Tdev(j) = Tdev(j-1) + Tdev_int + Tdev_frac

Generate DCO clock transition: 
t (j) = j*T0 + Tdev(j) + Tdev_pn

End 
Divide the the clock by N : Tavg = (t(j) - t(j - 2*N))/2
RC network generate FVC voltage 
Comparator quantize the FVC voltage with noise voltages 
Accumulate FCW with KDLF

End 

Figure B.1: Pseudo code of the discrete time MATLAB behavior model.
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