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Abstract
The rise of AI-generated images presents signifi-
cant challenges in distinguishing between real and
fake visuals. Such fake content can disseminate
false information about someone or create false
identities for fraud. This study evaluates the ef-
fectiveness of the Xception model in detecting AI-
generated faces, a crucial task to mitigate the mis-
use of facial manipulation technology. By ana-
lyzing various datasets, including iFakeFaceDB,
Diverse Fake Face Dataset (DFFD), CelebA, and
CASIAWebFace, we assess the model’s perfor-
mance in real-world scenarios. Our findings high-
light the strengths of the Xception model at recog-
nising real and synthetic images. It achieves an
accuracy upwards of 97.11% on DFFD, which in-
cludes both real and synthetic images, and 96.87%-
98.07% on CASIA and CelebA. Furthermore, it
achieves an accuracy of 73.15% on a different syn-
thetic facial dataset - iFakeFaceDB. This work ex-
amines the Xception model’s capabilities and un-
derscores the need for comprehensive detection
methods to safeguard against the potential harms
of synthetic media.

1 Introduction
The rise of AI-generated images is a growing concern in our
society [1]. Generative Adversarial Networks (GANs) can
create lifelike pictures that cannot be distinguished from real
ones. In a recent study Miller et. al. [1] coined the term ”AI
hyperrealism” meaning that an AI is able to create faces indis-
tinguishable from humans. In their results in Figure 1, we can
observe that four out of the top five faces most often regarded
as human are artificially created. Face2Face [2] is another
technology that can manipulate a person’s photos, by transfer-
ring their face to another person. Such images can depict peo-
ple committing crimes, spread slander, and influence political
campaigns. This technology, commonly known as deepfake,
is often used to create explicit content of celebrities, such as in
a recent incident with Taylor Swift [3]. This incident proves
the influence such images can have on a person’s life. What
is alarming is the accessibility of this technology to the pub-
lic. Anyone can easily download a text-to-image model, as
many projects are open source1. The processing power re-
quirements are low as an Nvidia RTX 3060 GPU2 is more
than capable of running the model1. This gives a lot of power
to malicious people to abuse. Therefore we need urgent ac-
tion for proactive measures to fight these emerging issues.

The ability to quickly detect such images in social media
is essential to limiting their impact. It is crucial to assess the
accuracy of the current state-of-the-art models for classifying
human AI-generated images. In this paper, we look at the
Xception model [4]. It has displayed good performance when
it comes to accurately classifying images and initially, it has

1https://github.com/lllyasviel/Fooocus - accessed 27.11.2023
2https://www.nvidia.com/nl-nl/geforce/graphics-cards/

30-series/rtx-3060-3060ti/

Figure 1: The results of the top five faces most judged as human and
AI Courtesy of [1]

been trained on ImageNet [5]. We analyze how effectively it
detects real and manipulated or fabricated images. We look
into the performance of the model on different datasets and
try to determine if and where it falls short.

The model is only a part of the pipeline for detecting fake
images. Examining the shortcomings of the whole process is
equally important. We explain why facial detection is not
enough, as battling the problem of false images isn’t only
concerned with facial images, but with people being imper-
sonated in various situations. Scrutinizing the techniques
used to detect people and identifying their weaknesses will
help pave the way for improving the safeguards for false in-
formation.

Examining the various datasets available to train classifi-
cation models is key as finding places to improve them is in-
strumental to advancing the field. We look at three datasets
that serve distinct functionalities. We believe they can help
in advancing the solution to detecting fake images. The
first one aims to provide a starting point for detecting hand-
manipulated images. These are images that have been altered
with Adobe Photoshop3 or similar programs. The second
contains images where the GAN fingerprints [6] have been
removed, without changing the RGB representation. This
serves to further improve the classifiers, by making it harder
for them. The last dataset is thorough, combining images
from various facial manipulation techniques, as well as facial
synthesis. It collects and generates images from various other
works to create a comprehensive dataset. All three datasets
assist in improving the current state-of-the-art (SOTA) mod-
els.

We want to answer if the Xception model can be relied on
to accurately differentiate fake and real faces. In this paper,
our contributions are as follows:

• We evaluate existing facial databases used for training
detection algorithms, aiming to assist future researchers
in making appropriate choices for their situations. Fur-
thermore, this evaluation will aid in identifying limi-
tations and areas for improvement in future work on
databases.

• We assess Xception’s performance and capabilities

3https://www.adobe.com/products/photoshop.html
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against multiple datasets
• We discuss the current detection pipelines used in prac-

tice and highlight their shortcomings.
• We summarize the set of challenges associated with

this issue and provide a set of questions for future re-
searchers.

The Xception model demonstrated great performance
across various datasets in the experiments that were con-
ducted. During training with the DFFD dataset, it achieved a
validation accuracy of 97.5% and further demonstrated a test
accuracy of 97.11%. When evaluated on a subset of 20,974
images from the iFFDB, the model achieved an accuracy of
73.15%, highlighting its potential in real-world scenarios de-
spite some discrepancies due to different training datasets
for StyleGAN. Additional tests on subsets from the CASIA
and CelebA datasets showed high accuracies of 96.87% and
98.07%, respectively. These results confirm the model’s ca-
pability to generalize well to different datasets and effectively
distinguish between real and fake facial images .

The paper is structured as follows. In Section 2 we talk
about the background and the related work. Section 3 we
summarise the challenges that current researchers are gacing.
We analyse the databases and various detection techniques in
Section 4. Section 5 shows the experiments we have done
along with the setup and results. We explain why our pa-
per follows the responsible research guideline in Section 6.
Finally in Section 7 we conclude our paper and give sugges-
tions on what future researchers can look into.

2 Background & Related Work
In this section we will talk about the background needed to
understand the paper and the related work. In Section 2.1 we
explain what GANs are and how they work. and Section 2.2
we look at the background knowledge that would be needed
to understand the paper fully. In Section 2.3 and Section 2.4
we look at some of the related work that we will examine in
the paper

2.1 Generative Adversarial Networks
First introduced by Goodfellow et. al. [7], generative adver-
sarial networks are at the forefront of synthetic image gen-
eration nowadays, as they can reliably create highly realistic
images. They consist of two neural networks - generator and
discriminator, that are pitted against each other to train. Since
their inception many advances have been made in the field –
Karras et. al. [8]. They progressively grow both the generator
and discriminator, meaning that during the training process,
they add new layers capturing finer details. Such improve-
ments make it increasingly difficult to distinguish between
authentic and fabricated images.

2.2 Image Manipulation Techniques
Properly evaluating the models is crucial to determining the
difficulty of detecting facial manipulations. To do that we
need balanced datasets that will capture different aspects of
face forgery. There are various categories of facial manipula-
tion – face morphing, face swap, 3D modeling, make-up, and
face synthesis.

Deep learning techniques are often used to manipulate
images [9]. Techniques such as DeepFake7 have become
increasingly popular, in particular with the emergence of
FaceAPP4. Moreover, GANs are used for full facial synthesis
that is indistinguishable from real faces [1]. It is also used
for manipulating existing features, such as changing the age,
hair, or eye color of people. Face2Face [2] is a real-time reen-
actment technique used for swapping expressions of different
people in videos. It transfers the head position, expression,
and blinking from one video to a target video.

2.3 Manipulated Image Databases
iFakeFaceDB [10] is a database containing real and synthetic
images, that are pre-processed to remove any GAN finger-
prints [6], while not changing the visual appearance.

Hand-crafted fake facial dataset (HFM) [11] is a dataset
containing real faces and a set of manually manipulated faces
using Adobe Photoshop. The manipulations are with different
complexity levels, which improves its variety.

Diverse Fake Face Dataset (DFFD) [12] is the biggest data
set we reviewed in this paper, containing 2.6 million facial
images. It encompasses all the different techniques men-
tioned in Section 2.2, making it highly varied and suitable
for training models.

2.4 Classifiers and detection methods
Xception [4] is a widely used image classification model. It
was developed in 2017 by a Google employee François Chol-
let. It uses depthwise separable convolutions that factorize a
standard convolution into two separate operations: a depth-
wise convolution and a pointwise convolution. This reduces
the computational costs while keeping the expressive power
of the model. You can see a Xceptions architecture in Fig-
ure 5.

Shallow-FakeFaceNet [11] is a shallow CNN developed
such that it can focus on manipulated facial landmarks to de-
tect fake images. The detection pipeline only relies on de-
tecting fake facial images based on RGB information. Being
a shallow neural network enables training with less data com-
pared to the state-of-the-art models.

3 Challenges
In this section, we define the challenges associated with the
detection of manipulated human images. Different models,
such as StyleGAN5 and Stable Diffusion6 have different gen-
eration approaches making it difficult to detect images from
the different models. The varied data used to train different
GANs would affect the detectability as some datasets can pro-
duce more convincing results than others. Making the classi-
fiers pose invariant, meaning the way they are facing is irrele-
vant to the result of the classifier. This is more difficult as with
the increase of the subclasses more data is needed, making the
training process more cumbersome. Moving past recognizing
only faces, but rather full body images is another challenge,
concerning the lack of data. While real body image datasets

4https://www.faceapp.com/
5https://github.com/NVlabs/stylegan
6https://stability.ai/
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exist and are widely used in the automotive industry, synthetic
ones are lacking. The creation of new datasets and the tuning
of models would prove to be time and power-consuming.

4 Analysis of the databases and detection
techniques

In this section, we analyze various databases, models, and
detection techniques. We look at their advantages and draw-
backs and give out points for improvement. Section 4.1 and
Section 4.2 analyze the databases we look at in this paper. In
Section 4.3 we look at the Xception [4] model. Finally, the
detection pipeline is examined in Section 4.4.

4.1 Synthetic Facial Databases
In order to create a comprehensive database one needs to fol-
low a good framework. This would help in avoiding bias and
improving the overall usability of the dataset. Hutchinson et
al. [13] mention that a good dataset should be able to answer
the 6 W’s - Who, What, When, Where, Why, and How. It is
crucial to know how the data is addressing the current prob-
lem, and if there is a better way to do so. They also emphasize
the importance of creating a Dataset Design Document, that
lays out how the requirements will be achieved and justifies
the decisions that are made. According to Hutchinson et al.
[13] when choosing a dataset for your research you need to
pay attention to the following characteristics we have sum-
marised:

• Accuracy - How close do the values in the dataset repre-
sent the problem?

• Reliability - Do the values contradict each other and are
they outdated?

• Consistency - Are the values normalized or resized when
it comes to images?

• Size - Is the size of the dataset appropriate for the task at
hand?

• Diversity - Does the dataset encompass all the necessary
subclasses in order to avoid bias?

• Completeness - Is all the information important for the
task and does it fully represent the various subclasses?

Handcrafted Facial Manipulation (HFM)
Handcrafted Facial Manipulation (HFM) [11] is a dataset that
contains manually curated faces. It is created by artists with
Adobe Photoshop and it consists of 1527 forged images and
621 original images. They are edited in different levels of
complexity as can be seen in Figure 2. They have applied
various different manipulations to the face such as:

• Attribute manipulation - This is where one or more of
the attributes of a person, such as hair, glasses, etc. are
changed.

• Face Swap - This manipulation is concerned with swap-
ping the faces of the person with someone else’s.

• Attribute swap - This manipulation swaps the attributes
of a person with someone else’s - changing the mouth or
the eye of a person, with someone’s.

Lee et al. [11] have sampled various facial images of men and
women of different ages and with different facial attributes to
improve the diversity of the dataset. Furthermore, they also
include complex features such as makeup and beards, as well
as images where multiple faces are visible and modified.

Figure 2: Lv.1 is cropped and pasted, Lv.2 is cropped, pasted, and
smoothed edges, and Lv.3 is cropped, pasted, smoothed edges, and
adjusted color and light levels. Courtesy of [11]

The issue with the dataset is its size. Depending on the
use case it might be too small. For training an image clas-
sification model the amount of data is insufficient. This is
because such models are typically convolutional neural net-
works that would need a few thousand images to train the
model. It is difficult to give an exact size that is adequate,
as it also depends on the extent to which the data accurately
represents what might be expected in the real world, rather
than its size [14]. In our case 2148 images would be insuffi-
cient for training [11]. It is inherently difficult to grow such a
dataset as the creation of images is a manual process of artists
editing images. This forces scholars to use image augmenta-
tion techniques to increase the dataset’s size to something us-
able. The creators of the dataset apply different actions such
as image shifting, shearing, zooming, and flipping. However,
those techniques have their drawbacks as the new big dataset
can be only as good as the initial set of images is, as it can-
not create new data, but rather combines or imitates the data
[15]. If a class is missing from the initial dataset it cannot be
created through data augmentation. Augmenting the fake im-
ages can create further complications, as the neural network
might learn to recognize augmented data rather than fake or
real. This could be mitigated by also augmenting the real set
of images, but further research has to be done.

Evaluating it against the characteristics we listed initially,



we can see that it follows them closely. Their accuracy is
good, as they represent the expected real-world data very
well, through the different levels of editing complexity of the
images. The dataset is reliable, as it doesn’t contain any con-
tradicting values. Furthermore, the Adobe Photoshop3 tech-
nology hasn’t changed much, meaning the data is up-to-date.
When it comes to consistency, the dataset is lacking, as the
images differ in size. This means that they have to be pre-
processed by the user for feeding them to a CNN. The di-
versity of the dataset is good it includes different races and
various facial features, but when it comes to completeness it
is lacking, as the limited size doesn’t allow for a good repre-
sentation of the different types of people and features.

iFakeFaceDB (iFFDB)
iFakeFaceDB (iFFDB) [10] is a database compiled from ex-
isting databases of synthetic facial images. Its contribution
is the GANprintR autoencoder, which removes the GAN fin-
gerprints while not changing the visual representation of the
final image. Having images from different databases and dif-
ferently trained models would make the classification model
more robust as it might be able to learn the common patterns
of the model. Furthermore, its size is appropriate for ade-
quately training a neural network. Removing the GAN fin-
gerprints makes images harder to recognize by current mod-
els, as it removes one dimension that classification models
could have exploited. It further pushes models to focus more
on the RGB representation of the image rather than its under-
lying information such as meta data. The drawbacks of the
database are inherited from the composite datasets.

When comparing it to the characteristics we listed for-
merly, we can conclude that this dataset adheres to them. The
dataset is accurate and reliable, as the data is sourced from
sets with images generated from SOTA GAN models. All
images are consistent and resized to 224x224. This allows
us to feed a neural network without any unnecessary pre-
processing. Moreover, the diversity and completeness of the
dataset are good as it consists of people from different races
and facial features. Furthermore, it assists in accurately cap-
turing the intricacies of the different facial features and races.
The problem is that all the images are front-facing, while in
the wild images would differ. That said the dataset serves the
purpose of estimating the performance of classifiers. Lastly,
the size of the dataset is appropriate for our use case as it
allows us to train a neural network.

Diverse Fake Face Dataset (DFFD) [12]
This is the biggest dataset we look at – 2.6 million facial im-
ages. It is also very varied as it includes facial manipulations
such as identity and expression swap, attribute manipulation,
and entire facial synthesis. Examples can be seen in Figure 3.
Among all the data 47.7% are from male subjects and 52.3%
are female with the majority of people being in the range of
21-50 years of age. For the real facial images, they have used
the CelebA dataset [16] and the FFHQ dataset [17]. When it
comes to identity swap expression swap and attribute manip-
ulation, they have used general methods such as FaceApp4,
Face2Face [2], Deepfake7, and others.

7https://github.com/deepfakes/faceswap - accessed 11.09.2019

Figure 3: Different types of facial manipulation - Courtesy of [12]

Evaluating this dataset to the characteristics we listed ini-
tially, we see that it has some issues when it comes to re-
liability and accuracy. Using different publicly available
models and techniques for manipulating images would make
the dataset more accurate as it is a better representation of
what a malicious user might use. However, technology pro-
gresses and the techniques used to create those images are
advancing more more. For instance, StyleGAN [18] has had
updates over the years improving on the technology. This
doesn’t mean that the dataset is obsolete, yet, but with time
it will become a more and more inaccurate representation of
real-world data. The dataset is consistent as all the images
they provide are scaled to a ratio of 299x299, streamlining
the training process. The diversity and completeness of the
dataset are further improved by the size making sure different
sub-classes are appropriately represented.

4.2 Real Facial Databases
For the real facial databases, we have choses CelebA and
CASIA-WebFace. Firstly, both datasets provide high-quality
images that accurately represent the wide range of facial fea-
tures and variations found in real-world scenarios, ensuring
that the values in the datasets are close to the actual problem
of distinguishing real faces from synthetic ones. The relia-
bility of CelebA and CASIA-WebFace is also a significant
advantage. These datasets are carefully curated and widely
used in the research community, ensuring that the data is
up-to-date and free from contradictions. Consistency in the
datasets is another strong point. The images are normalized
and resized, which helps maintain uniformity across the train-
ing data. Furthermore, it requires less pre-processing before
training. Moreover, the size of these datasets is appropriate
for the task at hand. CelebA contains over 200,000 images,
while CASIA-WebFace includes over 490,000 images, pro-
viding a substantial amount of data for training convolutional
neural networks. This large volume of data is crucial for the
deep learning models to learn complex patterns and general-
ize well to new data. Diversity is another critical aspect where
these datasets excel. They encompass a wide range of facial
variations, including different expressions, poses, and light-
ing conditions, as well as a broad spectrum of demographic
attributes. This diversity helps in avoiding biases and ensures
that the models trained on these datasets are more inclusive
and generalizable. Finally, the completeness of CelebA and
CASIA-WebFace is notable. They provide comprehensive in-
formation that fully represents various subclasses within the
domain of real facial images.

To summarize this section, creating a comprehensive
database requires adherence to key qualities such as accuracy,
reliability, consistency, size, diversity, and completeness. The

https://github.com/deepfakes/faceswap


Handcrafted Facial Manipulation (HFM) dataset, despite its
small size and need for augmentation, provides diverse and
accurate representations of hand-made facial manipulations,
but it is not suitable for training neural networks without the
assistance of data augmentation. The iFakeFaceDB (iFFDB)
offers a big dataset of synthetic facial images, that have been
further improved by removing the GAN fingerprints. This to-
gether with its size, makes it highly suitable for training deep-
learning neural networks. The Diverse Fake Face Dataset
(DFFD) stands out with its extensive size and varied manip-
ulations. We have chosen DFFD and iFFDB for our experi-
ments, as their size makes them great for training CNNs.

4.3 Models
Xception is one of the most widely used image classification
models. It stands for ”Extreme Inception”, a successor of the
Inception model [19]. It substitutes the standard Inception
modules with depthwise separable convolutions. Inception
modules are similar to convolutions, as they can learn com-
plex representations, a simplified one can be seen in Figure 4.
Deptwise separable convolutions factorize a standard convo-
lution into two separate operations: a depthwise convolution
and a pointwise convolution. The former performs a single
convolution on each input channel and the latter uses a 1x1
convolution to combine those outputs. This reduces the com-
putational costs in terms of time and memory, as there are
significantly fewer parameters while keeping the expressive
power of the model. You can see the Xception architecture in
Figure 5.

Figure 4: Simplified structure of the Inception module courtesy of
[4].

Xception has shown promising results when it comes to
detecting facial manipulations compared to other models, as
can be seen in Figure 7 and the papers [12] and [20]. It is
considered a state-of-the-art model for image classification
as it is the most common benchmark for performance in the
literature we have looked at in the paper.

We can observe in Figure 7 that with the decrease of the
quality the performance of the models decreases. The ef-
ficacy drops when it comes to low-quality and hand-crafted
images [9]. Shallow Convolutional Neural Networks(CNNs)
also experience a drop in accuracy according to them.

Figure 5: The Xception architecture: the data first goes through the
entry flow, then through the middle flow which is repeated eight
times, and finally through the exit flow. Note that all Convolution
and SeparableConvolution layers are followed by batch normaliza-
tion (not included in the diagram). All SeparableConvolution layers
use a depth multiplier of 1 (no depth expansion). Courtesy of [4].

Figure 6: Shallow-FakeFaceNet end-to-end pipeline to detect facial
manipulated images. Courtesy of [11].

4.4 Detection pipelines
While the classification model is important, we also have to
look at the whole process of detecting a false image. The goal
is to determine if the detection techniques are performing well
in real-world scenarios. In Figure 6 we can see the detection
pipeline of the Shallow-FakeFaceNet. It precisely illustrates
that pipeline and we can see where it can be improved. They
are using a Multi-Task Cascaded Convolutional Neural Net-
work (MTCNN) to extract the faces from the images. The
benefit of doing so is it allows us to train a classifier on faces,
which we can then use for all sorts of images, as long as we
can see the face of the person. The drawback is that an im-
age might have a genuine face but a manipulated body. For
instance, an image of a public figure can be manipulated to
show them in an inappropriate pose, to hurt their credibility
for example. The use of MTCNN for extracting faces from
images for training and detecting can also be seen in [20],
[21]. While the detection of facial manipulations is crucial to
stop malicious users from exploiting people, we want to urge
researchers to go into the detection of the whole body. Cur-
rently, there exist databases of real people in various poses, as
they are used in the automotive industry for detecting pedes-
trians, such as the Human Dataset V2 [22]. The problem
is with the lack of synthetic datasets. Their creation would



Figure 7: Accuracy of different models. HQ (constant rate quantiza-
tion parameter equal to 23) which is visually nearly lossless. Low-
quality videos (LQ) use a quantization parameter of 40. Images are
conservatively cropped around the center of the tracked face. Xcep-
tionNet Full image is a baseline benchmark. Courtesy of [20]

require more time and processing power than we have now,
which is why we are leaving it to future researchers.

5 Experiments
In this section, we will look at the experiments we have per-
formed. We aim to measure the Xception model’s accuracy
[4] and see how it performs on unseen datasets. Based on
the studies we have looked at [10], [11], [12] we are expect-
ing results up to the 90th percentile. As some of our tests
are performed with lower quality images we are expecting
worse accuracy on them. This section is structured as fol-
lows. Section 5.1 shows the model and process for the exper-
iments as well as the hyperparameters and the databases we
are using. In Section 5.2 we explain the setup for each exper-
iment, namely how the amount of data used, how it has been
pre-processed, and the train/validation/test split. Finally, our
results and conclusions can be seen in Section 5.3

5.1 Experiment Tools
Our experiments have been performed on the Xception model
[4], pre-trained on the ImageNet dataset [4]. We have split
the training process into two stages - pre-training where we
freeze the body layers, and regular, where all the layers can
be adjusted, similar to the training process seen in [20]. This
assists in a faster convergence and reduces overfitting.

Parameter Value
Number of epochs (pre-training) 5
Number of epochs (fine-tuning) 15

Batch size (pre-training) 32
Batch size (fine-tuning) 16

Learning rate (pre-training) 1e-3
Learning rate (fine-tuning) 1e-4

Table 1: Hyperparameters for training stages

For the fake faces we have used iFakeFaceDB[10] and
DFFD[12], whereas for real facial images, we have used
CelebA[16] and CASIAWebFace[23]. We decided on those
two real image databases as they are widely used in the field.

Depending on the database and the experiment we have pre-
processed the images differently. For the training, we used
a publicly available GitHub repository8 with the Xception
Model from Keras9. The hyperparameters we have used are
taken from the aforementioned repository and can be seen
in Table 1. We have modified the implementation to suit
our needs and our code can be found in our GitLab reposi-
tory10. It also contains the code we have used for extracting,
cropping, aligning, and compressing the images to normalize
them for the neural network.

5.2 Experimental Setup
DFFD
For this experiment, we downloaded the DFFD dataset11 and
used a subset of the data to train the Xception model [4]. We
used the provided subset of Flickr-Faces-HQ(FFHQ) [18] for
the real images and for the fake images we used the set they
provided created by StyleGan [18] trained on FFHQ, refer to
Figure 10. For this experiment, there was no pre-processing
required, as the images were aligned and had the same reso-
lution. The number of epochs for fine-tuning is 8. The to-
tal amount of images for training and validation is 21,998
out of which 10,999 are fake and 10,999 are real. We used
an 85%/15% split for the training and validation. Further-
more, our test set contained 8997 fake images from generated
by StyleGAN and 9000 real images from FFHQ. The exper-
iment ran for 5 hours on the DelftBlue supercomputer, using
8 CPUs with 16GB of memory per CPU.

CASIAWebFace & iFakeFaceDB
For this experiment, we had to pre-process the images to
avoid any bias. The images were differing, as iFFDB con-
tained only cropped-out forward-looking faces, while CA-
SIA had more variety. When extracting we cropped and
aligned the faces such that they are looking forward. We
followed the same methodology explained in [10]. We are
extracting 68 face landmarks with the technique described
in [24]. Kazemi and Sullivan’s implementation is used in
dlib’s12 pose predictor, and we downloaded the pre-trained
weights for it. Since the images were in different resolutions
we decided to normalize all of them to 112x112. For that, we
used openCV13. The images from the CASIA dataset were of
lower quality and instead of upscaling them, we decided to
compress the images from iFFDB. We did this to avoid any
possible artifacts being introduced from upscaling. The total
amount of images for training and validation is 36,680, where
the train/validation split was 80%/20%. The fake faces are
20,000 and the real faces are 16,680. For testing, we chose
3000 images of both classes from their respective databases.
The experiment ran for 4 hours on the DelftBlue supercom-
puter, using 8 CPUs with 16GB of memory per CPU.

8https://github.com/otenim/Xception-with-Your-Own-Dataset
9https://keras.io/

10https://gitlab.ewi.tudelft.nl/cse3000/2023-2024-q4/Lukina/
fdobrev-The-Many-Faces-of-AI-Art.git

11https://cvlab.cse.msu.edu/dffd-dataset.html
12http://dlib.net/
13https://docs.opencv.org/
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Figure 8: Examples of unsuitable images that passed through our
pre-processing stage.

It is important to mention since the images were not man-
ually curated, some unsuitable and wrongfully detected im-
ages, see Figure 8 have gone through our filters, but due to
their limited number, we believe it won’t affect our results.

CelebA & iFakeFaceDB
This experiment required pre-processing due to the difference
in the size and types of the images. We had to crop and align
the images from CelebA to make them similar to iFFDB. Fur-
ther more we normalized them to 112x112 for the same rea-
sons as mentioned in Section 5.2. Our training and validation
set consisted of 39,995 images - 19,995 of which were real
from the CelebA database and 20,000 fake were taken from
iFFDB. The train/validation split was 80%/20%. Since we
had big databases on our hands we decided to create a huge
test set. We chose 20,006 different real images at random
from CelebA and 20,974 different fake images from iFFDB.
This would allow us to get a better idea of the performance
of the model. The experiment ran for 4 hours on the Delft-
Blue supercomputer, using 8 CPUs with 16GB of memory
per CPU

5.3 Experimental Results
DFFD Results
The Xception model achieved 97.5% validation accuracy dur-
ing training. Furthermore, it achieved 97.11% accuracy on
our test set. In Figure 9 we can see how the accuracy changes
with each epoch. In the first five epochs during the pre-
training, we observe that the accuracy is just below 60%. Af-
ter the full training of the model commences we can see that
it quickly converges to 97% accuracy. This could be because
we are using the model with initialized weights on ImageNet,
allowing us to use the patterns it has found before. Further
testing on the hyperparameters needs to be done to identify
the reason for the fast convergence. Moreover, to test the
model’s applicability in the real world, we tested it on the sub-
set of 20,974 images from iFFDB we used for our other ex-
periments. It achieved an accuracy of 73.15%, which shows
that the model can perform reasonably on different datasets.
More of the results can be seen in Figure 11. It is important

Figure 9: Validation Loss and Validation Accuracy for the Xception
model trained on images from DFFD

Figure 10: The contents of the two fake databases we have consid-
ered, and the parts we have used are colored in green

to mention that the subset we used for testing has also been
generated with StyleGAN[18], similar to DFFD, see in Fig-
ure 10. The difference to DFFD is that part of the images in
iFFDB, are generated by StyleGAN [18] trained on different
data. The lower accuracy plays into one of the mentioned
challenges, namely that the same generative model trained on
different datasets can produce different results that are hard
to generalize. This discrepancy in accuracies can also be at-
tributed to the removal of the GAN fingerprints from the im-
ages in the iFFDB. We also tested the model on two subsets
of 3,000 images from CASIA and CelebA datasets, achieving
a 96.87% accuracy and 98.07% accuracy accordingly. This
serves as proof of the capabilities of the model to recognize
real and fake facial images from outside datasets.

5.4 CASIAWebFace & iFakeFaceDB
After training the model, we achieved a validation accuracy
of 0.9999. This was initially a surprising result that might
lead us to conclude that the model is overfitting. Contrary to
that when we ran the test suite of 6,000 images split 50/50
between the classes it incorrectly identified only 2 of them,
meaning an accuracy of 0.9996. Looking at the results of
Neves et. al. [10] we can see that they also achieve an accu-
racy of 99.9+% on the TPDNE and 100F fake datasets with



Figure 11: Aggregated results of all experiments. We can see the
different datasets used for training and testing, together with the
amount of images used next to them. The overall accuracy is dis-
played in the rightmost column. For the second row we have decided
to split the accuracy in two to show the accuracy on real(green) and
on synthetic(red) facial images

CASIA used for the real images. However, those results are
achieved before applying the fingerprint removal, which in
our case is applied. According to them, our results should be
in the range of 95%. This result is unexpected and we could
not pinpoint the exact reason. We tested the model on unseen
data from DFFD but the achieved accuracy was no better than
random guessing, as seen in Figure 11. One possibility is that
the images weren’t pre-processed accordingly, which could
have been easy for the neural network to capture. Neves et
al. [10] did not provide the code for aligning and extracting
the frontal faces, so we followed their instructions as shown
in Section 5.2. Another reason could have been the quality
of the facial images. CASIA’s images were noticeably worse
than in iFFDB even though we were working with 112x112
images. This was the reason we decided to switch the datasets
and use CelebA.

5.5 CelebA & iFakeFaceDB

The results from this experiment were the same as with CA-
SIA. The validation accuracy was again 0.9999. Upon run-
ning it on our test set we get 100% accuracy, as all 40,980
images were correctly identified. The fact that it correctly la-
beled all the images means that there should exist an intrinsic
difference between them. Here we also tested the model on
unseen data from DFFD achieving an accuracy of 52.30%,
slightly better than random guesses, as seen in Figure 11.
Since the image cropping and alignment are not available in
their GitHub repository14, the possibility of making mistakes
in this part of the process is real. Furthermore, there exists the
possibility that the iFakeFaceDB has an intrinsic fingerprint
that is easy to detect by neural networks, but this should be
examined by future researchers.

Despite its high performance, the Xception model has sev-
eral downsides. First, it can be computationally intensive, re-
quiring significant resources for both training and inference.
This can make it less suitable for deployment in resource-
constrained environments. Second, while it performs well on
known datasets, its accuracy can drop when tested on datasets
with different characteristics, such as images generated by
different versions of generative models. This indicates a po-
tential issue with generalization.

14https://github.com/joaocneves/gan fingerprint removal

6 Responsible Research
In this section we explain how our research adheres to the
guidelines of responsible research. Section 6.1 Explains the
ethical concerns we pay attention to during our research. In
Section 6.2 we show that our research is reproducible. Fi-
nally, we explain how we avoid plagiarism and bias in Sec-
tion 6.3.

This research work is compliant with Chapters 2 and 3
from the Netherlands Code of Conduct [20], as conducted by
Filip Dobrev, a student at Technische Universiteit (TU) Delft,
under the supervision of Anna Lukina

6.1 Ethical concerns
The ethical considerations in AI-generated face detection re-
search are important, given the potential impacts on privacy,
consent, and societal trust. One primary concern is the pri-
vacy of individuals whose images are used in datasets. Ensur-
ing that all images, whether real or synthetic, are sourced with
proper consent is crucial. We respect privacy rights and we
use only publicly available datasets, that are standard for the
industry. Additionally, addressing potential biases in datasets
and detection models is essential to develop fair AI models
that do not discriminate or misidentify specific demographic
groups. It is important to mention that people with skin condi-
tions skin conditions such as vitiligo or rosacea are underrep-
resented leaving the possibility of the models favoring against
them [11]. Limiting the biases in the training process assists
in mitigating the risks of misuse. In Section 4 we explain in
detail what the datasets consist of and any limitations they
have. We do not work with or process any personal data that
is not available to the public.

Finally, the societal impact of AI-generated face detection
research cannot be overlooked. While these technologies can
enhance security, they also raise concerns about privacy and
consent. People might not want their images to pass through
an AI detection system. The benefits of detection technolo-
gies should realized without compromising individual free-
doms and societal norms.

6.2 Reproducibility
Maintaining transparency in the research process is equally
important. We are documenting and openly sharing method-
ologies, datasets, and model architectures to enable peer re-
view and replication of results, fostering trust and ensuring
accountability. We also communicate the limitations of de-
tection technologies clearly. Furthermore, we provide an ex-
planation of the experimentation setup and the experiments
themselves in Section 5

6.3 Plagiarism
We are committed to keeping scientific integrity, by avoiding
plagiarism and conflicts of interest. To achieve that we doc-
ument the sources we have used, and we actively reference
them, to keep transparency. Additionally, we have no affilia-
tions with the authors of the papers cited and do not receive
any financial compensation, thus preventing conflicts of in-
terest.

https://github.com/joaocneves/gan_fingerprint_removal


7 Conclusions and Future Work
This research demonstrates the high accuracy of the Xcep-
tion model in detecting AI-generated faces across various
datasets, including DFFD, CASIAWebFace, CelebA, and
iFakeFaceDB. The model achieved near-perfect validation
accuracy, suggesting a significant intrinsic difference be-
tween real and synthetic images. Despite concerns about
overfitting, the consistent results across multiple tests indicate
the robustness of the Xception model in this domain. How-
ever, the potential existence of dataset-specific fingerprints
that are easily detectable by neural networks calls for further
investigation. This study highlights the necessity for diver-
sified and comprehensive datasets to avoid biases and ensure
the generalizability of detection models.

Future research should focus on several key areas to ad-
vance the field of AI-generated image detection. First, explor-
ing different models and optimizing hyperparameters could
enhance detection accuracy and robustness. Additionally, ad-
dressing the potential biases in datasets by including under-
represented groups, such as individuals with skin conditions
and facial deformities, is crucial for developing fair and un-
biased classifiers. Investigating the existence and impact of
dataset-specific fingerprints could provide insights into im-
proving model generalization. Furthermore focusing on de-
tecting humans more generally, rather than faces only should
be the next step. Finally, expanding the scope of research to
include real-time detection in social media and broader ap-
plications of these models will be essential for combating the
evolving challenges posed by synthetic media.
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