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Abstract
The Software Defined Network (SDN) is a rela-
tively new paradigm that aims to tackle the lack
of centralization in the existing network by sep-
arating the control centre from the programming
data plane. The controller keeps an overview of
the structure of the whole network, which makes it
vulnerable to possible topology poisoning attacks.
Topology attacks aim to disrupt the overview of the
controller over the structure of the network in or-
der to intercept or disrupt the transfer of the pack-
ages over the SDN network. In this paper, a sur-
vey on the state-of-the-art on topology attacks is
conducted, followed by an analysis of the limita-
tions of the existing solutions, and a comparison be-
tween the verification process of each solution and
the number of known vulnerabilities are presented.
Further, possible future research directions are pro-
posed for improving these solutions and fixing the
mentioned limitations and vulnerabilities.

1 Introduction
Software-Defined Network (SDN) is a relatively new
paradigm in the networking sector [1][2][3], proposing an
architecture that separates the control centre from the pro-
gramming data plane [4] in a centralized manner. There are
multiple improvements and deficits in this paradigm. One of
the concerns regarding this new paradigm is the vulnerability
to security threats [5]. The SDN paradigm has at its core the
controller, which manages the whole network. The controller
detects the structure of the network based on the Open Flow
Discovery Protocol (OFDP), which is known to pose differ-
ent security problems[6], such as the ability of attackers to
poison the topology view of the controller over the network
[7] by inserting fake links in it. Thus, if the controller would
be compromised, the whole network would be hijacked, re-
sulting in great concern for every connection to the network.

The security of a network is of utmost importance for the
success of a networking paradigm since it is directly related
to the reliability of the network. This research will investigate
the impact of different types of topology attacks in the SDN
scenario. First, a survey on the state-of-the-art attacks and
proposed solutions are presented by identifying the different
ways of launching a Topology attack and the impacted met-
rics. In the end, there will be an analysis of the limitations
of the existing solutions proposed to solve the attacks in the
state-of-the-art.

In the next section of the report, more in-depth background
on the research topic will be presented, and will clearly state
the existing related work on the subject of the research. The
third section aims to present a state-of-the-art analysis from
the literature review that was done on the related papers that
were published in recent years. Then, a comparison of the
current attacks and solutions proposed in the state-of-the-art
will follow and possible future research directions on how to
improve the information that exists on the topology attacks
in the SDN will be given. The last section of the report in-

corporates the paper’s conclusion, where the findings of the
research will be summarised.

2 Related work
Multiple survey papers address the security issues related to
the topology discovery protocol and the architecture of SDN.
They are a great guideline to learn about the classic threats
of this networking paradigm in terms of topology poisoning
attacks and their solutions.

Figure 1: SDN Overview[8]

Figure 1, as it was presented in [8] represents an overview
of the SDN topology structure. The paper [9] surveyed the
general threats and solutions of topology discovery in the
SDN. Security threats related to the Link Layer Discovery
Protocol (LLDP) and how the Network Configuration Proto-
col (NETCONF) can fight against those vulnerabilities are
discussed in [10]. Two novel attacks on the widely used
Floodlight controller and six vulnerabilities in the famous
countermeasure solutions for the classic attacks such as To-
poGuard, TopoGuard+, SPV, and SecureBinder are discussed
in [11]. The survey [12] discusses the state-of-the-art of the
existing vulnerabilities of the SDN architecture and possible
solutions to secure the SDN system. The paper [13] discusses
the solutions proposed by the TopoGuard and Sphinx for the
host-location hijacking and link fabrication attacks and pro-
poses two new attacks that can bypass these solutions, namely
Port Probing and Port Amnesia. In [14] the vulnerabilities of
the OpenFlow Discovery Protocol (OFDP), such as discov-
ery injection attacks, man-in-the-middle attacks, and topol-
ogy discovery flood attacks are presented, and a new solution
is proposed named Correlation-based Topology Anomaly De-
tection (CTAD). An analysis of link discovery service attacks
on the controller layer is conducted in the paper [15]. The
vulnerabilities of the OFDP discovery mechanism related to
link spoofing attacks are discussed in the paper [16], and a
solution to these attacks is proposed based on an HMAC au-
thentication mechanism. An analysis of the fake link injec-
tion attacks and a countermeasure for them can be found in
the paper [17] by comparing the number of packet losses on
their new proposed model and the previous models that were
designed.



3 Analysis of state-of-the-art
The state-of-the-art analysis was conducted by a thorough lit-
erature review regarding the topology attacks, the different
ways through which one can be launched, and the metrics
impacted, underlining the limitations of these attacks and the
proposed solutions identified during the literature survey.

3.1 Attacks
Multiple vulnerabilities can lead to topology poisoning at-
tacks on all levels of the network. As it was presented in
the paper [9], the attacks can come from any plane of the
network: the data plane can be attacked using malicious OF
switches, malicious hosts in the data plane; the attacks on the
control plane are the ones that are the most interesting for
the attackers and can be conducted using malicious modules
inside the controller, compromised controllers, or attack on
management consoles. Figure 2 represents the overview of
the topology of an SDN under the strike of a topology poi-
soning attack as represented in [18].

Figure 2: SDN overview under topology attack[18]

Silent Relay Attack
As described in [19], the Silent Relay Attack creates a fake
link between a compromised port on a switch and another
compromised port on a different switch in order to relay all
incoming packets. This attack injects the fake link through
the LLDP. It is hard to detect this type of topology attack be-
cause a compromised node can inject fake packets into the
network or can relay the packets that are transferred over the
LLDP without replying to any network probing since it be-
haves just as being part of a link.

Host-Location Hijacking
Similar to the Silent Relay Attack, the Host-Location Hijack-
ing attack, as presented in [20], tricks the controller into be-
lieving that a victim’s host was moved to a different location
for as long as the host stays idle. Convincing the controller

that the host was moved gives the opportunity to the attacker
to send packets over the network using the IP and/or MAC
address of the victim host.

Port Amnesia & Port Probing
These two attacks enable the classic Link Fabrication attacks
and the Host-Location hijacking attacks to bypass the To-
poGuard and SPHINX solutions[21].

Port Amnesia attacks rely on the fact that the attacker can
control the OpenFlow messages by generating a Port-Down
event to trick the TopoGuard security solution. This type of
attack makes the controller forget the past classification of
that specific port in the network structure. By using this tech-
nique, the Link Fabrication attacks can defeat the TopoGuard
defence system.

The Port Probing attacks are used to enable the Host-
Location Hijacking attacks. This type of attack is aimed at
the host while it is transiting from one network location to
another. During the transit period, the host’s identifiers are
not bound to any network. Therefore, the adversary can send
various queries to a victim host and wait for the moment it
goes offline; at that point, the Host-Location hijacking attack
can be launched, dodging both the SPHINX and TopoGuard
defence’s system.

Topology Discovery Man-in-the-middle Attack
This type of attack requires two adversaries to be connected to
the network as presented in [14]. The first attacker eavesdrops
on the packets sent from the controller and then transfers them
into a different format to the second attacker. The second at-
tacker converts back the packages to the original format and
forwards them to the switch, which will send a message to
the controller to confirm it received it. By doing this, the
adversary added a fake link between the two attackers. The
effect of this attack is that the latency of the packets trans-
ported through the network increases, though if the adversary
quickly plays back the packet, it is very hard to identify this
type of attack.

Link Latency Attack
In the paper [22] the Link Latency Attack (LLA) is presented
as follows: starting from the assumption that the adversary
can compromise at least one host or virtual machine of the
SDN through different methods, the attacker provides an out-
of-band communication channel between two hosts to relay
the LLDP packets. The attacker aims to provide a fake link
between the switches in the network through the out-of-band
channel. For this to result in a working attack that can bypass
the existing solutions such as TopoGuard+, the adversary in-
jects unwanted traffic in the LLDP to increase the process-
ing time of the switches so he can add the fake link between
switches. This type of attack impacts the Quality of Service
of the SDN.

Persona Hijacking
The persona hijacking attack consists of two steps: IP
takeover and flow poisoning [20]. The IP takeover step is
achieved by convincing the DHCP server to provide the vic-
tim’s IP address so the attacker can link his MAC address to
it. The second step of the attack is required only if the DHCP



server checks if the IP address is in use. Through this type of
attack, the adversary aims to gain full access to the victim’s
identifiers in order to redirect all the traffic to himself.

3.2 Solutions
This subsection presents the proposed solutions for the at-
tacks mentioned above, including the evaluation techniques
used in the experiments proposed by the papers where they
were introduced.

Silent Relay Detector
This solution was proposed to defend against the Silent Re-
lay Attack proposed in [19]. This solution was built on top
of the Floodlight controller, and its functionality is to listen
to Topology updates of the SDN switches; in case the con-
troller detects an inter-switch link, it will launch the verifica-
tion process. The Silent Relay Detector is based on sending
LLDP probe messages to verify the newly identified links that
would result in the adversary generating significant time de-
lays in relaying the packet but also making the attacker drop
the large packets.

Since the solution was designed with this attack in mind,
the fake link detection of the solution works on exploiting the
adversary’s capabilities. The idea of the solution is to make
the adversary perform more offbeat than it would in order to
trigger its detection by sending the probe LLDP probe mes-
sages aforementioned.

In the experiment there is an assumption that the MTU size
of the host is 1500 bytes and that jumbo frames are not con-
sidered to be the default in the configuration of the network
resulting that the large packets are being dropped by the spe-
cific host. It is also considered that the adversary will not
be able to communicate with the network configuration to
change it since it would unveil himself. The last assump-
tion would be that the relay of a packet will induce extra la-
tency since the packet is processed twice. For the experiment,
the adversary was implemented as a raw socket program that
aims to forward the packets received from a NIC through the
fake link. The used implementation of the attack for the ex-
periment was able to handle packets of up to 65536 bytes.
The solution under test during the experiment was using the
Floodlight controller in connection with Open vSwitches to
form the data plane and a fake link between two switches.

In the implementation proposed in the paper, the latency
of the LLDP probe messages was measured by the solution
considering the time between the packet out command and
the packet in request at the controller. There is a noticeable
increase in the latency of packet passage between the regu-
lar and fake links directly connected to the size of the LLDP
packet. The packet handler will drop the LLDP probe mes-
sage when it exceeds the default MTU size. The Floodlight
controller’s log proves that the probe messages larger than its
MTU will not reach the controller through the fake link but
will do through a regular link. The limitation of the solution
proposed is that once the adversary can handle a large-enough
MTU, it is possible to relay the messages to the controller
silently.

The impact of this solution is imposed on the Topology
discovery process due to the fact that every time a new link is

added, the solution will check whether it is a fake link or not.
The check on the link should not significantly impact the time
efficiency of the network because this check is conducted just
the first time a new link is added to the network.

TopoGuard+
It appeared as an extension of TopoGuard in order to de-
fend the system against port amnesia attacks as introduced
in [13] and further discussed in [20]. TopoGuard+ also pro-
tects against link fabrication attacks based on relaying LLDP
packets through the out-of-band channel. This solution pro-
tects against adversaries that have control over multiple hosts.

TopoGuard+ includes two new modules to the old To-
poGuard system, namely the Control Message Monitor
(CMM) and the Link Latency Inspector (LLI). The CMM ver-
ifies the traffic in case the Port-up/Port-down message is be-
ing transmitted during the progress of an LLDP packet mak-
ing it safe against the port amnesia attacks. The LLI protects
against fake link fabrication attacks by keeping track of the
latencies of genuine links.

The CMM, as presented in [13] checks whenever an LLDP
probe is in progress, and the controller detects this by receipt
of any of the message types from a port involved in the LLDP
probe, it will raise an alert. This check is applied retroactively
to the receiving port for the period between the packet gen-
eration and receipt by logging the relevant messages in the
controller. The Port-Up and Port-Down messages indicate a
behavioural profile reset used by in-band port amnesia. The
attacker ports repeatedly change their status from HOST to
SWITCH to relay the LLDP traffic and originate data-plane
traffic. An alert will be raised by bringing the interface down
and up again. These checks stop the in-band port amnesia at-
tacks, while the out-of-band port amnesia attacks are detected
by the latency added in the relaying process that would not
exist in a regular switch-to-switch connection. The adversary
can still avoid CMM if it has access to an out-of-band chan-
nel through which it can relay the packets. However, it gener-
ates additional latency due to the signal propagation over the
channel and the time needed for encoding and decoding the
packets.

In the situation that the adversary manages to avoid the
CMM, the LLI module of the TopoGuard+ should be able to
identify the attack. LLI measures the latency of the switch-
internal links during the LLDP propagations in order to flag
the anomalies that may indicate the fabricated links. The la-
tency between two target switches is measured by calculating
the overall LLDP propagation time between them and the de-
lays produced by the control links. The overall LLDP Propa-
gation Delay is calculated using an extra optional field added
to the LLDP packets during the link discovery procedure that
stores the timestamp of the departure time of the packet in an
encrypted format that later the controller can decrypt and use
to compute the propagation delays. The Control Link Latency
is calculated using echo messages that measure the round-trip
delays between the controller and a switch by using packet-
out messages to send probe messages to the target switch and
set the next-hop to the controller. The controller computes
the round-trip time delay by considering the elapsing time
between the probe message being sent and the moment it ar-



rived at the controller, and it is averaged over the last three
measurements of the control links to minimize the variance.
The link updates are verified considering the latency since it
would increase abnormally if extra devices or channels are
relaying the packets. In the situation that suspicious latency
values of an internal switch link are found, the LLI raises an
alert and may optionally block the topology update.

The evaluation of TopoGuard+ presented by [13] was a
prototype of it in the Floodlight controller. More specifically,
they extended the LinkManager application to inspect con-
trol messages during the propagation and measure the delays
of the LLDP packets. Furthermore, they also added a new
application to track real-time the latencies between the con-
troller and the switches. They used Mininet to simulate the
SDN testbed where all the data plane links were configured
with 5ms latency and an out-of-band link between two com-
promised hosts with 10ms latency. The evaluation took place
regarding security provided and the performance overhead in-
troduced in the network.

In terms of the security evaluation, they first measured the
latency of all the links, which proved consistent with the setup
of the mock network environment to be at approximately
5ms. These low-latency measurements may have a conse-
quence on the threshold value for detecting the fake links,
which makes it easier to detect the fake ones. The maxi-
mum latency of those links provided micro-burst character-
istics, which may introduce false positives for the solution,
but it was considered to be tolerated in the controllers. At
the startup of the controller, they recorded the measured link
latencies and computed the threshold for the anomalous link
detection. Then, they control the two compromised hosts to
build up fake links through a side-channel one minute af-
ter the bootstrap of the controller. This experiment proves
that TopoGuard+ effectively located all the fake links. The
detection threshold was raised in the beginning because of
the bootstrapping of the controller which added a significant
delay to the measurement of the link latencies. However,
this threshold converged once the controller reached a steady
state, proving it could tolerate a small number of anomalous
link latencies. In terms of the in-band port amnesia attacks,
they launched multiple attacks, all of which were detected by
TopoGuard+.

Considering the performance overhead added by the solu-
tion, they used the system.nanoTime Java API to measure the
time stamps with the precision of 1 nanosecond. It was ob-
served that the most significant overhead generated by To-
poGuard+ was in the extra security inspections during the
processing of the packets and not on any data plane opera-
tions. The paper shows that the overhead introduced by To-
poGuard+ was of 0.299ms to the LLDP processing logic in
the controller and of 0.134ms to the LLDP packet construc-
tion through the addition of the extra encrypted field con-
taining the timestamp. This evaluation concluded that To-
poGuard+ adds negligible overhead to the Floodlight con-
troller.

The experiment proposed for the TopoGuard+ solution in
[20] was run using a Mininet simulator built on the Raspberry
Pi 3 Mold B switches acting as OpenFlow switches, and a
controller ran on an Apple computer and several hosts. For

the communication between the switches and the controller,
they used the L2 Ethernet switch to forward the OpenFlow
packets. The controller was based on the Floodlight con-
troller because most topology defences were built on it while
the switches were working on the Open vSwitch 2.5.5 LTS.

In the experiment of [20], there were identified two new
vulnerabilities of the solution in the mechanism of tracking
the latencies of the links but also in the LLDP packet gen-
eration. One of the exploits is based on overloading the
switches in order for the latency between the inter-switch
links to increase. This vulnerability can be present in the
real-world SDN because the hardware switches in the SDN-
enabled switches contain simple CPUs which restrict the ca-
pabilities of parsing and processing the packets. However,
also, these switches have small flow table space that can ac-
commodate up to a few thousand flow rules only, and their
update rate is limited to 100-200 rules updates per second.
These limitations are encountered because of the wire-speed
packet processing achieved by the Ternary Content Address-
able Memory (TCAM). The paper also proved that the hosts
could overload the switches by triggering the controller into
sending enough packets to overload the switches. The second
limitation related to the generation of the LLDP packets is
the lack of freshness in the generation of LLDP packets. The
controller appends a MAC tag to all the LLDP packets, but
the integrity of the packets proposed by the TopoGuard+ is
not tackling the issue of reusing MAC tags for creating valid
LLDP packets resulting in a vulnerability in stopping the port
amnesia type of attack.

SecureBinder
This solution discussed in [20] and introduced by [23] is
proposing a defence system for the port probing and persona
hijacking attacks. It does it by modifying the authentication
protocol in order to verify if the MAC addresses are valid.
Authentication is now part of the controller’s tasks. To ver-
ify the MAC addresses, the authenticator server connected
to the controller contains a database that binds all the MAC
addresses to their certificates. This solution also binds all
the control traffic to the controller instead of being broadcast
through the network, which results in a prevention measure
against adversaries that try to sniff the packets.

According to [23] this solution leverages SDN and IEE
802.1x to target the facilitating factors of the persona hijack-
ing attack. SecureBinder supports the SDN in separating the
identifier binding control traffic from the regular data plane,
protecting it from the adversaries, and creating a binding me-
diator which can perform additional security checks on iden-
tifier bindings. This approach enables the SDN to not trust
the insecure protocols for identifier bindings anymore. It val-
idates the changes of the identifier bindings by leveraging the
global view of the network and the identifiers provided by the
SDN, thus leveraging the distinguishment between the cre-
ation of new bindings and changes to existing ones unless
there is a confirmation that the old binding is no longer active.
This solution also prevents illegal binding changes at higher
layers by using lower layer bindings to validate messages. It
also protects against readily changed but supposedly unique
identifiers by supporting IEEE 802.1x to provide a root-of-



trust for network identifiers by binding the MAC address to
the authentication process and eliminating the disconnected
host race conditions.

The solution makes use of the multiple flow tables in Open-
Flow 1.3 as follows: the first table (table 0) separates identi-
fier binding traffic from regular data-plane traffic, and the rest
of the tables are used for routing and other applications as
usual. Then on table 0, egress filtering is applied by inserting
flow rules into the table such that flows with expected source
identifiers (MAC and IP addresses) are sent directly to table 1
to be routed normally, while all other traffic is rate-limited
and sent to the controller. By doing this, SecureBinder is
acting as a privileged SDN controller application which con-
figured itself to handle all packet in events before any other
application and looks for packets sent to it as a result of the
set rules in table 0. Any identifier binding traffic is validated
and used to update the binding information and sent to the
relevant applications. In contrast, any other packets sent to
the controller based on the rules in table 0 will be logged and
dropped.

The authors of [23] proposed an emulated SDN testbed net-
work using Mininet 2.2.1 with Open vSwitch 2.4.0 switches
on which three separate identifier binding attacks are being
launched at a controller of type ONOS 1.5.1 with and with-
out SecureBinder. They repeated the attacks ten times to
ensure valid results. The topology used in the evaluation
was having a single switch of three hosts (an adversary, a
victim, and a user that wanted to reach out to the victim).
The experiments were run in an Ubuntu 14.04.4 VM with 2
cores of an Intel i7 CPU 2.70GHz and 15GB of RAM. The
ONOS 1.5.1 controller provides shortest-path routing, prox-
yARP, and DHCP. The attacks launched were: persona hi-
jacking attack, ARP poisoning, and host location hijacking
attack; SecureBinder identified all these three attacks, and an
alert was thrown while the attacks were blocked immediately.
The evaluation of this solution also indicated that it increases
the latency of the host join, which refers to the latency for
a host to join the network and the network link detection,
DHCP negotiation, 802.1x authentication by 3 seconds due
to the 802.1x authentication and additional flow rule inser-
tions required by the solution. During the experiments, it was
also noticed that the number of packet in messages sent to
the controller increased by 47%. The SecureBinder solution
requires additional flow rules, which are a limited resource
in OpenFlow switches; the number of additional flow rules is
equal to: 26 + 13 ∗ edge ports+ internal ports.

While in the discussion of the solution by [20] a different
experiment was run where two new vulnerabilities were iden-
tified. Consider that the authors used the same setup for the
system as the one presented in the discussion of TopoGuard+.

An issue of this solution would be that the authentication
process takes place only when connecting a host to the net-
work or a host changes its location disregarding the packets
sent over the network. This vulnerability could result in a se-
curity breach considering that the solution is based on detect-
ing the possible threats solely on the port-down and port-up
messages. The attack proposed for exploiting this vulnera-
bility could not be implemented using the Mininet simulation
because it works differently than the real OpenFlow switches.

Considering that the security of the solution is based on the
port-down and port-up notifications, it would result in the fu-
ture in a security breach which should be avoided because
there is the opportunity of disconnecting an authenticated
host and connecting a malicious one without the switch notic-
ing the difference if the swap is happening fast enough.

The second vulnerability of this solution identified was re-
lated to the fact that the bindings between the MAC addresses
and the host location in terms of connection to the switch and
the port in the network are not taken into account in the ver-
ification process. The vulnerability is presented based on an
attack model that aims to connect a new host replaying the
victim host closer to the controller in order to convince the
real host is at the closest location (malicious host’s location).
This attack would not only intercept all the traffic of the le-
gitimate host but could also make the real host unreachable
since the controller would think that the malicious host is the
real one.

Correlation-based Topology Anomaly Detection
In [14] the Correlation-based Topology Anomaly Detection
(CTAD) mechanism in the controller is proposed as a solu-
tion for the Topology Discovery Man-in-the-middle attack.
This mechanism consists of three modules: Topology Man-
agement module, LLDP Handling module, and Correlation-
based Topology Anomaly Detection module.

The Topology Management module monitors the LLDP
packets received from the switches and maintains the real-
time network topology information. In addition, this module
is responsible for identifying injection attacks and the topol-
ogy discovery flooding attacks.

The LLDP Handling module converts the LLDP packets
into a specific format generating the verification information
and encapsulating it into the packet that will be sent to the
specific switch.

Lastly, the correlation-based Topology Anomaly detection
module measures the time of the round trip time for each
packet and analyzes the correlation of the traffic of the net-
work for each link to identify the topology discovery man-in-
the-middle attack.

The mechanism is composed of the three modules men-
tioned above, and the process would look like this: the Topol-
ogy Management module converts the LLDP packets to link
information and verifies the current topology; in the case that
the link is already in the topology information, it is transferred
to the Time-Difference Analyzer in the Topology Anomaly
detection module; otherwise the mechanism is started for
topology discovery attack analysis. Then, the time difference
analysis and the correlation analysis are run on the network
to identify whether there is a topology discovery man-in-the-
middle attack. These checks are run as follows: the round-trip
time of the transfer of a LLDP packet is calculated, and after
that calculates the shortest path using the Dijkstra algorithm
between two switches to only filter the round-trip time of the
packets sent via the shortest path; followed by the correlation-
analysis are run by sending a large number of random rate
LLDP packets to the specific port of the switch collecting all
the traffic of the ports of the specific switch, thus, by per-
forming Spearman’s rank correlation coefficient analysis on



the collected traffic of the source port and all the target ports
results in the correlation coefficient. If the obtained correla-
tion coefficient is greater than 0.7 will indicate that there is a
topology discovery man-in-the-middle attack.

The experiment proposed in the paper is based on a Mininet
simulation of 8 Open vSwitches and 40 Host built on an
ASUS/RS100-E9-PI2 server as the hypervisor, with a Ryu
controller provided by Ryu SDN Framework Community that
uses OpenFlow version 1.3. There will be two hosts that
will simulate the adversaries for the experiment. The LLDP
generator, TCPdump, and TCPreplay are used for the topol-
ogy discovery attacks. In the experiment, they compared the
CTAD to the statistical analysis of link latencies(SALL) solu-
tion proposed by [24] and KHMAC[7] authentication mecha-
nism solution. After simulating the man-in-the-middle attack,
the CTAD generated LLDP packets with different sending
rates for being able to do the correlation analysis. The Cor-
relation Analyzer proposed by the CTAD managed to detect
this type of attack of high-speed replay LLDP packet starting
from a 40ms replay time which is a great improvement com-
pared to the detection time of SALL which was 100 ms, and
of KHMAC with 900 ms.

4 Discussion and future research directions
4.1 Discussion on the solutions
Considering the identified types of attacks and solutions pro-
posed in the state-of-the-art, Table 1 represents a comparison
overview of the different types of topology attacks.

As it was previously presented, the attacks are aiming for
different vulnerabilities of the SDN, thus the solutions pro-
posed are performing checks on different parts of the SDN.
Therefore, the presented known vulnerabilities in the table
are not to be considered a complete list since further research
is needed to establish the severity of the known vulnerabil-
ities and identify possible new attacks. Furthermore, more
research is needed to confirm that the two solutions consid-
ered not to have any vulnerabilities are entirely secure.

4.2 Future research
Considering the identified types of attacks and their proposed
solutions in the state-of-the-art, multiple research directions
can help in the prevention of serious topology poisoning
threats in the SDN paradigm.

An excellent research opportunity would be further re-
searching the impact of the Silent Relay Detector solution on
the discovery process and how it can be reduced thus it could
increase the usability of the solution in an extensive SDN.

Other points of possible future research would be regarding
the vulnerabilities identified for TopoGuard+. One of the pos-
sible directions of the research would be identifying possible
upgrades in the switches in order to convert the simple CPUs
to more complex ones that can combat the processing limita-
tions of the current switches. A secondary research could aim
to identify a way to remove the old MAC tags from memory
in order to prevent the reusability of the tags. A possibility to
remove the old MAC tags would be that once the host con-
nected to that MAC tag goes offline, the list of certified MAC
addresses to be updated to contain only the active ones.

As mentioned in the solution subsection of the paper, the
SecureBinder solution could benefit from identifying the im-
pact on the memory consumed by the network by extending
the list of bindings of the host to include as well the loca-
tion of the connection (to which switch and port is the host
connected). Considering that the impact of this addition to
the solution would not increase by a substantial amount the
memory needed to be allocated to the SDN it could help the
solution to tackle one of the known vulnerabilities and make
the SDN more secure.

A possible improvement to the existing solutions could be
the result of combining the TopoGuard/TopoGuard+ with the
SecureBinder in order to create a universal solution to tackle
the different risks imposed by the topology poisoning attacks.
Furthermore, this combination would make it easier for the
SDN users to better protect their networks with a standard
solution instead of having to implement multiple separate so-
lutions and ensure they are keeping their security system up
to date. This combination could be possible if a partnership
is established between the developers since this should not be
overly complicated to achieve since both solutions are already
tackling the problem of the MAC address validation.

5 Responsible research
This paper aims to survey the different types of topology at-
tacks in an SDN. The survey was conducted on state-of-the-
art attacks and solutions proposed in reliable conference pa-
pers published and cited by different authors. By using reli-
able sources, there are clear descriptions of how the attacks
and solutions proposed are functioning, making sure it offers
the users of the SDN networks the opportunity to protect their
system against the known types of attacks.

Even though this paper may offer an adversary a hand of
help in further improving his attacks, it also offers the oppor-
tunity for the users to protect their system accordingly and
also the researchers the possibility to continue the develop-
ment of the solutions in order to cover the limitations of the
existing solutions.

6 Conclusion
This paper surveyed the existing types of topology attacks
and the proposed solutions to these attacks on the state-of-
the-art. In the first part of the paper, background about the
Software Defined Network paradigm was introduced and ex-
plained what the topology attacks influence on the network.
Then, the identified solutions were compared based on the
verifications they are processing in order to detect the specific
attacks and the known vulnerabilities present. Finally, further
research directions were presented to optimise the solutions’
efficiency and solve the solutions’ known vulnerabilities.



Solution Attack(s) solved Description Checks conducted Known vulnerabilities
Silent
Relay

Detector
Silent Relay Attack It sends probe messages of different sizes

on the newly identified links.

It verifies the latency of the transfer of the packets,
more exactly between the packet in and packet out messages,

but also possible drops of the large packets.
None known yet

TopoGuard+
Link fabrication attacks

Port Amnesia
Host-Location Hijacking

Extension of the TopoGuard solution
aiming to protect against
different types of attacks.

Verifies the traffic at the moment of receiving
a Port-up/Port-down message during

the transfer of a LLDP packet, and also constantly keeps track
of the latencies of the links in the network.

Mechanism to track link latencies

LLDP packet generation

SecureBinder

Port Probing
Persona Hijacking

Host-Location Hijacking
ARP poisoning

Modifies the authentication protocol
in order to verify the MAC addresses
by binding them to their certificates.

Verifies the MAC addresses of the hosts
that are connected to the SDN.

Possibility to disconnect
a good host and connect

a malicious one if quick enough

Lack of detail in the bindings,
more exactly the hosts location

and the traffic not binded

Correlation-based
Topology
Anomaly
Detection

Topology Discovery
Man-in-the-middle attack

Topology Discovery
Injection attack

Topology Discovery
Flooding attack

Composed by three modules that aim
to tackle the different attacks.
It detects the attacks based on

a correlation between the network traffic
based on the links by using

Spearman rank correlation coeficient.

Verifies the latency of the LLDP packet replays
and makes a correlation with

the network traffic between the links.
None known yet

Table 1: Comparison between the different solutions identified
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