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SUMMARY

Shock wave-boundary layer interactions are prevalent in many aerospace applications
that involve transonic or supersonic flows. Such interactions may lead to boundary layer
separation, flow unsteadiness and substantial losses in the total pressure. Flow control
techniques can help to mitigate these adverse effects and stabilize the interaction. This
thesis focuses on passive flow control techniques for oblique shock wave reflections on
flat plates and presents experimental results for both laminar (part I) and turbulent inter-
actions (part II). Particle image velocimetry (PIV) measurements were used as the main
flow diagnostics tool throughout this thesis, where especially the laminar case proved to
be challenging due to its very small boundary layer thickness of ∼0.2 mm.

Laminar boundary layers are extremely prone to separation and long separation bub-
bles (∼50δ99) were recorded even for relatively weak shock waves (p3/p1∼1.2). The bub-
ble has a flat / triangular shape and extends mostly upstream of the incident shock wave.
The incoming boundary layer is lifted over the bubble and remains in an apparent quasi-
laminar state up to the incident shock wave, after which the boundary layer quickly tran-
sition into a turbulent state (30-40δ99). Only for very weak shock waves it was found that
the boundary layer can remain laminar up to reattachment.

The separation bubble for laminar interactions can be removed by enforcing bound-
ary layer transition a short distance upstream of the interaction. Transition strips that
introduce three-dimensional features in the flow were found to be more effective at this
task than purely two-dimensional trips (e.g. a step) and could therefore be placed closer
to the interaction while still maintaining their effectiveness. Forced boundary layer tran-
sition, however, comes at the price of having a substantially thicker (∼50%) turbulent
boundary layer downstream of the interaction, which is the result of losses at the trip,
a larger portion of turbulent flow and higher shock-induced losses. It therefore appears
that there is no added value to tripping the boundary layer for laminar flat plate interac-
tions, especially given the fact that the untripped laminar interaction shows no signs of
any large-scale type of unsteadiness.

For the turbulent interactions, micro-ramp vortex generators were studied as flow
control devices. Micro-ramps transport high-momentum fluid towards the near-wall
region of the flow by the action of streamwise vortices, thus creating a fuller boundary
layer profile that is less prone to separation. A net transport of streamwise momentum
has been observed up to 5-7δ99 downstream of the micro-ramp, after which a plateau
level is reached in which, on average, no momentum is added or removed from the near-
wall region of the flow. Consequently, a similar distance between the trailing edge of the
micro-ramp and the onset of the interaction is required to ensure a maximum reduction
in separation bubble size and shock unsteadiness. The application of micro-ramps leads
to a spanwise modulation of the separation bubble, with the micro-ramp being most
effective along its centreline. The control effectiveness of the micro-ramp is virtually
independent of the Reynolds number and is slightly reduced for higher Mach numbers.

v





SAMENVATTING

Schokgolf-grenslaag interacties komen veel voor in lucht- en ruimtevaart toepassingen
waarbij sprake is van transsone dan wel supersone snelheden. Dergelijke interacties
kunnen leiden tot een loslating van de grenslaag, stromingsinstabiliteiten en verliezen
in de totale druk. Stromingscontrole technieken kunnen helpen om deze negatieve ef-
fecten te beperken. Deze thesis bespreekt passieve stromingscontrole technieken voor
schuine schokgolf reflecties op een vlakke plaat, waarbij zowel laminaire (deel I) als tur-
bulente interacties (deel II) zijn bestudeerd. Particle image velocimetry metingen dien-
den als belangrijkste meettechniek in deze thesis, waarbij vooral de laminaire interactie
uitdagend was door de zeer geringe grenslaagdikte van ∼0.2 mm.

Laminaire grenslagen zijn extreem gevoelig voor loslating en lange loslatingsbubbels
(∼50δ99) zijn waargenomen zelfs voor vrij zwakke schokgolven (p3/p1∼1.2). De bubbel
heeft een vlakke / driehoekige vorm en strekt zich vooral uit in stroomopwaartse richting
van de schokgolf. De inkomende grenslaag wordt over de loslatingsbubbel heen getild en
blijft in een quasi-laminaire staat tot aan de impact locatie van de inkomende schokgolf,
waarna de grenslaag snel omslaat (30-40δ99) en een turbulente staat bereikt. Enkel voor
zeer zwakke schokgolven is een volledig laminaire interactie waargenomen.

De loslatingsbubbel kan geëlimineerd worden door de grenslaag geforceerd om te
laten slaan enige afstand voor de inkomende schokgolf. Transitie-elementen die drie-
dimensionale structuren in de stroming introduceren presteerden hierin beter dan twee-
dimensionale elementen (zoals een 2D stap) en konden zodoende dichter op de interac-
tie geplaatst worden zonder hun effectiviteit te verliezen. Het forceren van transitie zorgt
echter wel voor een dikkere (∼50%) turbulente grenslaag stroomafwaarts van de inter-
actie. Deze waarneming kan teruggeleid worden op verliezen in de directe nabijheid
van het transitie-element, de eerdere omslag van de grenslaag en schok geïnduceerde
verliezen. Het forceren van grenslaag transitie heeft daarom weinig toegevoegde voor
laminaire interacties op een vlakke plaat, vooral ook omdat de laminaire interactie geen
tekenen van grootschalige instabiliteit vertoont.

Micro-ramp wervel generatoren zijn gebruikt als stromingscontrole elementen voor
turbulente schuine schokgolf grenslaag interacties. Deze elementen introduceren wer-
vels in de stromingsrichting, waardoor hoog impulsieve lucht naar de wand wordt ge-
transporteerd. Een netto transport van impuls is waargenomen tot 5-7δ99 achter de
micro-ramp, waarna een plateau wordt bereikt waarin, gemiddeld genomen, geen im-
puls wordt toegevoegd of weggenomen uit de grenslaag vlak aan de wand. Een verge-
lijkbare afstand is daarom nodig tussen de achterzijde van de micro-ramp en het begin
van de schokgolf grenslaag interactie, om zodoende een maximale reductie in loslatings-
bubbelgrootte en schokinstabiliteit te bewerkstelligen. Micro-ramps introduceren een
spanwijze modulatie in de bubbel, waarbij de beste resultaten zijn geregistreerd in het
symmetrievlak van de micro-ramp. De effectiviteit van de micro-ramp is vrijwel onaf-
hankelijk van het Reynolds getal en neemt lichtelijk af voor hogere Mach getallen.
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1
INTRODUCTION

1.1. HISTORICAL BACKGROUND
Research on high-speed flows started with the basic observation that sound takes a fi-
nite amount of time to travel from one location to the next. Although mankind was
aware of this phenomenon since the stone age, Isaac Newton was the first to system-
ically investigate the speed of sound by analysing artillery test data and formulating a
theory around the propagation of sound waves. He described this theory as part of his
world-changing Principia Mathematica in 1687. The speed of sound that followed from
Newton’s theory was, however, systematically 15% lower than the values measured dur-
ing the artillery tests. At the time, Newton could not find a proper explanation for this
discrepancy and assumed that it was due to dust particles present in the air. It was not
until Laplace (1816), more than one century later, that the error in Newton’s theory was
found. Newton incorrectly assumed the propagation of sound waves to be an isothermal
process instead of being an adiabatic process. Laplace corrected this mistake and finally
experimental data and theory were found to be in good agreement.

The work on compressible flows continued in the 19th century, although mostly from
a mathematical point of view. Rankine (1870) and Hugoniot (1887) independently de-
rived the equations describing the change in flow properties over a normal shock wave.
It was, however, not until half way the 20th century that their mathematical model could
be validated against experimental wind tunnel data. Their work is still being used in
todays engineering practice, where the equations governing the flow across a normal
shock wave are called the Rankine-Hugoniot equations, in honour of these two pioneer-
ing scientists.

The first convincing experimental evidence of shock waves came from the work of
Mach (1887), who performed for the very first time shadowgraphy measurements on a
bullet travelling at supersonic speeds. This classical image is presented in Fig.1.1 and
provided a wealth of information for researchers at that time. A bow shock is present at
the leading edge of the bullet and further downstream expansion waves can be distin-
guished at the bullets expansion corner. Shock waves are formed at the trailing edge of
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the bullet to again realign the flow and a clear turbulent wake is formed downstream of
the bullet.

Figure 1.1: Shadowgraph of a bullet flying at supersonic speed, imaged by Mach (1887)

It was not long after the work of Ernst Mach that a second major discovery was made
in the field of fluid dynamics. This time it was the discovery of the boundary layer by
German physicist Ludwig Prandtl in 1904. The boundary layer concept divides the flow
around a body in two parts: 1) a thin layer of fluid in the direct vicinity of the body where
viscous effects play an important role and 2) an outer flow where viscous effects can be
neglected. This idea provided a major simplification compared to the full Navier-Stokes
equations and also provided answers to many yet poorly understood flow phenomena,
such as flow reversal and the lift / drag distributions of airfoils.

However, at that time no one could imagine the interaction between these two re-
cently discovered phenomena: shock waves and boundary layers. The first evidence for
such interactions to exist came from World War I airplanes. The airplanes itself at that
time were still flying in the low subsonic regime, but the propellers that were used could
under some conditions reach transonic or locally supersonic speeds at the tips. It was
noticed by pilots that there would be a sudden drop in propeller performance when op-
erating them at high rotational speeds. After World War I this was also confirmed by the
lab experiments of Caldwell and Fales (1921) for a range of different airfoils. They no-
ticed a significant drop in lift and a rise in airfoil drag when passing a certain ‘critical
speed’. The physical explanation for this critical speed was, however, still missing.

In the 1930’s it became a top priority at NACA to better understand compressible
flows and the problems encountered by airplanes at high speed. A young NACA engineer,
John Stack, led the way on high-speed flight and shock wave-boundary layer research in
those early days. Fig.1.2 shows one of the first schlieren visualization of a shock wave-
boundary layer interaction on a transonic airfoil, when operated above the critical speed.
It was realized by Stack (1933) that shock waves were responsible for the sudden change
in airfoil characteristics when passing the critical speed (see Fig.1.3). The adverse pres-
sure gradient induced by the normal shock wave would separate the incoming boundary
layer (see Fig.1.4), thus reducing the lift production of the airfoil and increasing its pres-
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sure drag. Also the centre of pressure was found to shift downstream substantially when
operating the airfoil beyond the critical Mach number.

Figure 1.2: Schlieren photograph of the air flow over a NACA 0012 airfoil, when operated above the critical
speed. The image was acquired by John Stack in 1934 and modified from the work of Anderson (1999)

Figure 1.3: Aerodynamic characteristics of the 3C6 airfoil, showing the lift-coefficient (a), drag-coefficient (b)
and moment-coefficient (c). The flow speed V on the horizontal axis is normalized with the speed of sound
Vc , thus effectively showing the Mach number M . The picture was modified from the work of Stack (1933).

The potential dangers of shock wave-boundary layer interactions during in-flight sit-
uations were experienced first-hand by German Luftwaffe pilot Guido Mutke. Although
not validated, Mutke was probably the first pilot to break the sound barrier during a steep
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Figure 1.4: A schematic representation of the flow field over a transonic airfoil operated above the critical
speed.

dive with his Messerschmitt Me-262 airplane in the year 1945. Mutke reported that his
speedometer was stuck against its limit of 1100 km/h, with a speed of sound of ∼1060
km/h at an altitude of 12 km. The airplane was shaking violently during the dive and
Mutke temporarily lost control of his airplane. Mutke was trying to pitch up his airplane,
but the elevator flaps were not providing him with any control authority. To regain con-
trol of his airplane he therefore decided to take advantage of one of the Messerschmitt’s
special features: a fully movable horizontal tail plane. By changing the incidence angle
of the entire horizontal tail plane he was able to again pitch up and reduce the speed of
his airplane.

The loss of control authority can be traced back to the occurrence of shock wave-
boundary layer interactions on the wings and horizontal tail plane. These interactions
can lead to a sudden shift in the centre of pressure (see also Fig.1.3(c)), therefore dras-
tically changing the stability characteristics of the airplane. The movable horizontal tail
plane proved to be of life-saving quality and was later also implemented in the design
of the Bell X-1 airplane, which was used by Chuck Yeager in 1947 to reach supersonic
speeds, for the first time, during horizontal flight conditions.

In the late 1940’s most aerospace engineers were aware of the dangers of shock wave-
boundary layer interactions and systematic studies were performed on transonic wings,
oblique shock wave reflections, compression surfaces, axi-symmetric bodies and sev-
eral other configurations. These experiments provided a wealth of information and also
formed the basis of the celebrated free-interaction theory by Chapman et al. (1957). The
free-interaction theory states that the first part of the interaction should only depend on
upstream flow properties and not on the downstream flow conditions. The initial pres-
sure rise through the interaction should therefore, in principle, be independent of the
shock strength and the type of interaction (e.g. oblique shock wave reflection or com-
pression corner).

Experimentalists in the 1950’s mostly focused on the mean flow properties of shock
wave-boundary layer interactions. The unsteady aspects could not be resolved with the
technology available at that time and shock wave-boundary layer interactions were typi-
cally thought of as stable phenomena with very little shock unsteadiness (Chapman et al.
(1957)). This turned out to be incorrect and in the 1960’s, with the advancements in high-
speed pressure transducers and data acquisition systems, it became possible to also
study the unsteady properties of shock wave-boundary layer interactions. Kistler (1964)
found that the turbulent shock-separation bubble system displays some low-frequency
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(0.1 - 1 kHz) large amplitude oscillations over time; low-frequency in the sense that the
recorded frequencies are approximately two orders of magnitude smaller than those
encountered in the incoming turbulent boundary layer (∼U /δ99). The low-frequency
shock motion can interact with the eigenmotion of structural elements, potentially lead-
ing to aero-structural fatigue and an early failure of the particular component (Clemens
and Narayanaswamy (2014)).

Therefore, in recent decades there has been made a tremendous effort by the re-
search community to better understand turbulent SWBLI unsteadiness. This develop-
ment has been aided by major advancements in both experimental and numerical tech-
niques, with the latest evidence suggesting that for large separation bubbles the process
is mostly driven by downstream instabilities, whereas for smaller separation bubbles it is
affected by upstream disturbances (Clemens and Narayanaswamy (2014)). A more elab-
orate description of shock wave-boundary layer unsteadiness is provided in section 1.4.

From this brief historical perspective it is clear that shock wave-boundary layer inter-
actions can have a major impact on the performance of transonic and supersonic flight
vehicles. Flow control devices are therefore crucial for ensuring the safe and efficient
operation of engines, airplanes or rockets under transonic or supersonic conditions. A
summary of recent flow control efforts for SWBLIs is provided in section 1.5. This thesis
builds further on this work by analysing a range of flow control devices for laminar, tran-
sitional and turbulent oblique shock wave reflections. A full outline of the objectives of
this thesis is provided in section 1.6.

1.2. SHOCK WAVE-BOUNDARY LAYER INTERACTIONS IN THE EN-

GINEERING PRACTICE

Shock wave-boundary layer interactions can be encountered in a wide range of applica-
tions relevant to the high-speed flight regime, such as transonic wings (see the previous
section), compressor and turbine blades of turbomachinery (Figs.1.5-1.6) and in super-
sonic jet intakes (Fig.1.7). This section provides a short description of the last three ap-
plications and highlights how shock wave-boundary layer interactions impact the design
choices of engineers.

Fig.1.5(a) shows a Schlieren visualization of the transonic compressor cascade tun-
nel at the DLR in Cologne (Germany). The inlet Mach number was set to 1.09 and the
stage pressure ratio to 1.45 (Weber et al. (2002)). The supersonic inflow conditions lead
to the formation of a near-normal shock wave at the leading edge of each blade. This
shock wave impinges on the lower blade at an approximately half-chord location. Since
the flow is accelerated over the blade, relatively high Mach numbers of ∼1.4 are recorded
directly upstream of the shock wave (see Fig.1.5(b)). The shock separates the laminar
incoming boundary layer and a separation bubble is formed that extends over approxi-
mately 20% of the chord length.

Boundary layer separation is typically hard to avoid in the compressor environment,
which is characterized by strong adverse pressure gradients. A high pressure ratio per
stage is desirable, since it limits the number of stages required to reach the operating
pressure of the combustion chamber, thereby reducing both the size and the weight of an
engine. On the other hand, the larger the pressure ratio per stage, the harder it becomes
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to avoid the formation of large shock-induced separation bubbles. In general, such large
separation regions are to be avoided, because of their associated total pressure losses
and high levels of flow unsteadiness (Dolling (2001)). It is therefore often necessary to
make a trade-off between the compactness and the efficiency of an engine. Of course,
this is just one of the many trade-offs that turbomachinery experts are faced with.

Figure 1.5: A schlieren visualization of a transonic compressor cascade operated at M∞ = 1.09 (a) and the
results of a numerical simulation for the same configuration with DLR’s Navier-Stokes code TRACE (b). Images
were taken from the work of Weber et al. (2002)

Fig.1.6 shows a schlieren visualization of a turbine cascade that was tested at DLR’s
rectilinear cascade wind tunnel in Göttingen (Graham and Kost (1979)). The exit Mach
number was set to a low supersonic value of M = 1.15 and the inlet angle with respect
to the horizontal was set to 60 degrees. The supersonic exit speed leads to the forma-
tion of oblique shock waves at the trailing edge of the turbine blades. These shock waves
impinge on the neighbouring turbine blade and result in the formation of a substantial
separation bubble. The bubble itself cannot be observed from the schlieren visualiza-
tions, but its impact on the overall flow field is clearly visible. The black lines mark the
separation and reattachment shock waves and the vague white region marks an expan-
sion fan that emanates from the top of the separation bubble (see also the topological
discussion of oblique shock wave reflections in section 1.3). The trailing edge shocks
become stronger with increasing Mach numbers and larger separation bubbles are ob-
served. Consequently, Graham and Kost (1979) found that total pressure losses can in-
crease by ∼50% for the tested blade profiles when changing the exit Mach number from
1 to 1.4.

Blade cooling is another factor that needs to be taken into account when analysing
the performance of turbine blades. Due to the high thermal loading of the turbine blade
it is often necessary to apply some type of film cooling. The injection of cold air has a
stabilizing effect on the boundary layer that develops over the turbine blade. Laminar
boundary layer interactions are therefore more likely to occur and large separation bub-
bles may result because of that (Janke and Wolf (2010)).

Finally, Fig.1.7(a) shows a bi-cone, mixed-compression, axi-symmetric inlet, which
was designed by NASA (Wasserbauer et al. (1975)) to be used on the TF30-P-3 turbofan
engine (used on the F111 Aardvark jet fighter). The inlet is of a mixed-compression type,
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Figure 1.6: Schlieren visualization over a turbine blade for an exit Mach number of 1.15. Image was modified
from the work of Graham and Kost (1979).

which implies that supersonic compression is achieved both internally (downstream of
the cowl lip) and externally (upstream of the cowl lip). The bi-cone configuration al-
lows for a supersonic compression of the incoming flow by means of two oblique shock
waves. The angle of the second cone can be varied, as such allowing for a variation in the
contraction ratio of the inlet. The two oblique shock waves impinge on the leading edge
of the cowl and a further compression is achieved by means of isentropic compression
waves formed at the smoothly curved surface of the cowl. A weak normal shock wave is
formed at the throat of the inlet and further subsonic compression is obtained by means
of a smoothly diverging channel.

Multiple shock wave-boundary layer interactions are encountered throughout the
supersonic inlet. A compression corner is formed on the vertex between the first and
second cone of the inlet. Boundary layer separation may occur at this location, depend-
ing upon the state of the boundary layer (i.e. laminar / turbulent) and the strength of
the oblique shock wave (i.e. the relative flow deflection angle between both cones). Fur-
ther downstream we find the interaction between an axi-symmetric boundary layer and
oblique shock waves / isentropic compression waves. Finally, an interaction between a
normal shock wave and a boundary layer is recorded in the throat of the inlet.

To ensure the safe and efficient operation of the inlet it is usually necessary to ap-
ply flow control techniques to counter the potential adverse consequences of separated
shock wave-boundary layer interactions. For the inlet of Fig.1.7(a) use was made of
both boundary layer bleed and vortex generators. Boundary layer bleed is applied on
the center-body cone only, close to the impingement location of the normal shock wave
on the surface. Bleeding slots are provided, which remove the low-momentum part of
the boundary layer and as such reduce the extent of the separation bubble. The vortex
generators (half a NACA-0012 airfoil) were installed both on the inlet’s centre-body and
on the cowl’s inner surface. The purpose of these devices is to re-energize the boundary
layer by transporting high momentum fluid from within the freestream towards the wall.
This leads to a fuller turbulent boundary layer, which is less prone to separation.

The effects of boundary layer bleed are clearly demonstrated in Fig.1.7(b), which
shows the total pressure recovery ratio p5/p0 over the inlet for a range of bleed mass
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Figure 1.7: A detailed drawing of a mixed-compression supersonic jet inlet (a) and the total pressure recovery
over the inlet as a function of bleed mass flow ratio (b). Images were modified from the work of Wasserbauer
et al. (1975).

flow ratios mbl /m0. At least 1.4% of the capture mass flow m0 should be bled from the
inlet to achieve a satisfactory total pressure recovery ratio of 0.95. A strong decrease in
the total pressure recovery ratio can be observed for lower bleeding ratios (p5/p0 = 0.88
for mbl /m0 = 1.2%).

Boundary layer bleed furthermore has a very pronounced effect on the stability mar-
gin of the inlet. The results of Fig.1.7(b) were obtained for a zero incidence angle of
the inlet and a Mach number of 2.0. Results may vary significantly when altering one
of these parameters and the inlet might unstart under certain conditions. Wasserbauer
et al. (1975) reported that the unstart incidence angle is 2.55◦ for a bleed mass flow ratio
of mbl /m0 = 2% and an operating Mach number of 2.5. This angle can be increased to
6.85◦ by increasing the bleed mass flow ratio to 5%. Boundary layer bleed therefore not
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only impacts the efficiency of the inlet, but also its stability margin.
The goal of this thesis is not to simulate the flow throughout an entire engine or over

a row of compressor / turbine blades. Instead it will focus on describing the details of
laminar and turbulent oblique shock wave reflections and investigating the potential
benefits and limitations that flow control devices may pose in this respect. The next
sections will cover in more detail the topology of laminar / turbulent oblique shock wave
reflections (sections 1.3 and 1.4) and the topic of flow control (section 1.5).

1.3. LAMINAR OBLIQUE SHOCK WAVE REFLECTIONS
Laminar boundary layers are more prone to separation than turbulent boundary layers
(White (2005)) and even weak shock waves (flow deflection angles of θ ≈ 1◦ − 2◦) can
already result in the formation of a large separation bubble. Gadd et al. (1954), Hakki-
nen et al. (1959) and Chapman et al. (1957) were among the first workers to experimen-
tally investigate laminar oblique shock wave reflections. Their work provided a wealth
of data and insight into the topology of such interactions. Fig.1.8 has been derived from
the work of Hakkinen et al. (1959) and presents the flow field typically encountered for
laminar oblique shock wave reflections.

Figure 1.8: A sketch of the typical flow field encountered for laminar oblique shock wave reflections (a) and the
corresponding pressure distribution (b). The images were modified from the work of Hakkinen et al. (1959).

The incident shock wave imposes a strong adverse pressure gradient on the flow and
this information is communicated upstream via the subsonic channel of the incoming
laminar boundary layer. This pressure rise leads to a thickening of the subsonic chan-
nel, which in itself again leads to the formation of a series of compression waves. The
compression waves induce an adverse pressure gradient on the boundary layer, which
leads to a further dilatation of the subsonic channel. So, clearly there is a mutual inter-
action between the viscous boundary layer and the inviscid freestream. At some mo-
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ment though a balance will be obtained between the pressure rise in the freestream and
the frictional effects in the thickening boundary layer. This process can be described
as a free-interaction process (Chapman et al. (1957)) and is completely independent of
downstream flow properties (e.g. shock strength, interaction type).

As a consequence of this free interaction concept, a stronger incident shock wave will
not affect the plateau pressure, but it will lead to a higher pressure rise at reattachment,
which necessitates the formation of a longer pressure plateau. The longer the pressure
plateau, the more momentum will be present on the dividing streamline (the streamline
connecting the separation and reattachment point) and the more capable the boundary
layer will be to overcome the pressure rise at reattachment ∆pR . If one neglects the ef-
fects of compressibility and approaches the problem from an incompressible Bernoulli
type of perspective (a major simplification), then one can write down the following con-
dition for the dividing streamline (see also Babinsky and Harvey (2011)):

∆pR = 0.5ρV 2
di v (1.1)

Here Vdi v is the velocity along the dividing streamline. Starting from the separation
point, Vdi v is found to increase gradually when moving in the downstream direction.
Reattachment sets in (approximately) when Vdi v satisfies the condition given by Eq.1.1.

The laminar interaction of Fig.1.8 displays a long and flat separation bubble with a
near-triangular type of shape. The incident shock wave reflects from the top of the sep-
aration bubble as a centred expansion fan which turns the flow towards the wall. At
reattachment a series of compression waves is formed to again realign the flow with the
wall. The laminar boundary layer during this process is lifted over the bubble and typ-
ically remains in a laminar state up to the incident shock wave (Hakkinen et al. (1959)),
after which transition sets in (see also chapter 5).

However, for weak shock waves and low Reynolds numbers, it is possible for the
boundary layer to remain laminar throughout the entire interaction region. The work of
Le Balleur and Délery (1973) showed that the transition front gradually moves upstream
with increasing shock strength. For pressure jumps larger than 1.4 they found that, in-
dependent of the Reynolds number, transition sets in at the impact point of the incident
shock. A mixed type of interaction is then obtained, with a laminar boundary layer up-
stream of the shock and the downstream part of the interaction exhibiting a transitional
behaviour. This transitional behaviour of the boundary layer results in increased mixing
and supports the boundary layer to overcome the pressure rise at reattachment, there-
fore reducing the size of the separation bubble. The size of the separation bubble shows a
near-linear dependence with the driving pressure coefficient (total pressure jump minus
pressure required for incipient separation) and the local displacement thickness (Gadd
et al. (1954); Hakkinen et al. (1959); Katzer (1989)). Typically, researchers have recorded
only weak Reynolds number effects on the size of the separation bubble. For a fully lami-
nar interaction the separation bubble is found to increase in size with Reynolds number,
while for the mixed type of interaction this trend is reversed.

Most experimental studies have dealt with the mean flow properties of laminar shock
wave-boundary layer interactions. Its unsteady features were mainly touched upon by a
series of recent numerical studies by, amongst others, Robinet (2007) and Sansica et al.
(2014). The DNS study of Robinet (2007) showed that the laminar interaction can be-
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come unstable under certain conditions. Key factors here are the shock strength and the
spanwise extent of the computational domain. Computations performed on a wide do-
main were found to become unsteady for weaker shock waves than computations per-
formed on a narrow, near 2-D domain. For relatively wide domains (Lz > 0.8xsh , with
xsh the distance from the leading edge to the shock impingement location) it was found
that the interaction becomes unsteady for shock angles of β> 31.7◦, which for their test
conditions (M = 2.15, Rexsh = Re∞ · xsh = 105) corresponds to flow deflection angles of
θ > 4.8◦.

The laminar separation bubble was found to exhibit some complex unsteady be-
haviour, with patches of attached and separated flow in the spanwise direction of the
domain. A strong waterspout type of vortex was furthermore discovered that connects
the flow at the wall in the separation bubble with the downstream shear layer. This vor-
tex shows self-sustained low-frequency (700 Hz) oscillations and is expected to be one
of the main causes of laminar SWBLI unsteadiness.

The simulations of Robinet (2007) were performed for a noise-free environment to
study the global instability mechanisms of the interaction. In practice, freestream dis-
turbances will always be present and are known (Van Driest and Blumer (1962)) to have
a significant impact on the stability of the boundary layer. The simulations of Sansica
et al. (2014) therefore focused on studying the receptivity of the laminar separation bub-
ble to outside disturbances. Their DNS simulations showed the development of Kelvin-
Helmholtz vortices on the detached shear layer, which are expected to be responsible
for the onset of boundary layer transition. Similar to the findings of Robinet (2007), also
a low-frequency type of unsteadiness was discovered at the separation point of the in-
teraction. This type of low-frequency behaviour appears to be very similar to what has
been recorded for turbulent interactions (Sansica et al. (2014)). Therefore studying the
unsteadiness of laminar shock wave-boundary layer interactions may, indirectly, also
shed some light on the unsteadiness of turbulent interactions.

1.4. TURBULENT OBLIQUE SHOCK WAVE REFLECTIONS
Turbulent boundary layers are much less prone to separation than their laminar coun-
terparts, because of their fuller velocity profile and higher skin friction coefficient. Con-
sequently, stronger shock waves are required to separate turbulent boundary layers. Many
criteria exist for predicting the separation onset, but in this thesis we will rely upon the
following well-validated criterion (Babinsky and Harvey (2011)), which has been derived
from the free-interaction theory:

pi nc

p∞
= 1+CsepγM 2

0

√

2C f0

(M 2
0 −1)0.5

(1.2)

With M0 and C f0 the freestream Mach number and skin friction coefficient at the in-
teraction onset, respectively. For laminar interactions it is found that Csep ≈ 1 (Hakkinen
et al. (1959)) and for turbulent interactions Csep ≈ 3 (Babinsky and Harvey (2011)). Eval-
uation of Eq.1.2 for the experimental conditions considered in chapters 3 - 6 (M0 = 1.7,
Rexsh = 1.8× 106) yields incipient separation pressure ratios of 1.11 (θ = 1.0◦) and 1.77
(θ = 5.7◦) for the laminar and turbulent interaction, respectively. This simple calculation
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again highlights the laminar boundary layers extreme sensitivity to adverse pressure gra-
dients.

Fig.1.9 shows the typical flow topology for an unseparated turbulent oblique shock
wave reflection. The presence of the incident shock wave propagates upstream via the
subsonic channel of the boundary layer. The upstream influence is very limited though
compared to that of the typical laminar interaction (see Fig.1.8), which to a great extent
is due to the much thinner subsonic channel for turbulent boundary layers. The thick-
ening boundary layer leads to the formation of a series of compression waves, which
quickly coalesce to form the reflected shock wave. The slope of the compression waves
is not constant, but changes throughout the boundary layer as the Mach number varies.
The same behaviour is also observed for the incident shock wave which curves and be-
comes more normal as it gets closer to the sonic line, where it is reflected as an expansion
fan. The boundary layer recovers downstream of the interaction and the flow is again
aligned with the wall by means of a series of weak compression waves.

θ

δ9999

Subsonic channel

Incident shock Reflected shock

Compression waves Expansion 

waves

Compression

waves

Figure 1.9: Flow topology of an attached turbulent oblique shock wave reflection, based upon the work of
Délery and Bur (2000).

Fig.1.9 provides a simplified description of the flow topology of an attached oblique
shock wave reflection. In reality, the flow field will be further complicated by the effects
of shock wave refraction, which occurs when an oblique shock wave enters a rotational
layer of fluid (i.e. the boundary layer). The process of shock wave refraction is schemat-
ically represented in Fig.1.10, where the boundary layer is divided in a series of parallel
constant-pressure streams of varying Mach number. Shock wave refraction occurs at
the intersection of these streams and leads to the formation of both a transmitted and
a reflected wave (very similar to the process of light refraction). The nature of the re-
flected waves depends, to a great extent, upon the fullness of the incoming boundary
layer profile (Henderson (1967)). Empty profiles typically lead to a mix of expansion and
compression waves, whereas full velocity profiles result in a refraction pattern of mere
compression waves. In reality this pattern of discrete expansion / compression waves
will be replaced by a smooth continuous shock refraction pattern. A more elaborate de-
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scription on the topic of shock refraction can be found in the work of Henderson (1967).

Figure 1.10: Shock refraction inside of a turbulent supersonic boundary layer. Adjusted from the work of Hen-
derson (1967).

Fig.1.11 presents the flow topology for a separated turbulent oblique shock wave re-
flection. The formation of a separation bubble results in a strong upstream shift of the
reflected shock wave, which now intersects the incident shock wave at some distance
outside of the boundary layer. This intersection leads to the formation of a slip line,
across which the flow direction and pressure are equal, but entropy and density levels
may differ. The transmitted incident shock impinges on the top of the separation bub-
ble and reflects as a series of expansion waves, because of the near-constant pressure
level in the separation bubble. Afterwards the flow is deflected towards the wall and
compression waves are formed at reattachment.

Figure 1.11: Flow topology of a separated turbulent oblique shock wave reflection, based upon the work of
Délery and Bur (2000).
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The boundary layer thickness increases substantially over the shock system and the
same holds true for the velocity fluctuations in the boundary layer. This is very clearly
depicted in the Particle Image Velocimetry (PIV) measurements of Humble et al. (2007),
who investigated an incipiently separated turbulent oblique shock wave reflection (M∞
= 2.1 and Reδ99 = 7.0×105). Fig.1.12 shows the mean velocity field and Fig.1.13 the veloc-
ity fluctuations throughout the interaction. Very high velocity fluctuations are recorded
in the detached shear layer, with < u′ >∼ 0.2U∞ and < v ′ >∼ 0.05U∞; thus showing the
strongly anisotropic nature of turbulence in the interaction region. The very high values
of < u′ > are mostly due to the pulsating motion of the separation bubble. The bubble
shows a low-frequency oscillatory motion (Clemens and Narayanaswamy (2014)), which
leads to strong local variations in the streamwise velocity component. This pulsating
motion has a much weaker effect on < v ′ >, since the variations in v are much smaller in
the streamwise direction than those recorded for u. Further downstream much stronger
fluctuations of < v ′ > are recorded, which show very little recovery over the region from
x = 0−2δ99 and are caused by vortex shedding in the shear layer of the interaction (Hum-
ble et al. (2007)). These vortices can have a very long life time and elevated turbulence
levels are expected to survive at least O(10) boundary layer thicknesses downstream of
the interaction (Wu and Martin (2007b)).

High velocity fluctuations are also recorded in the vicinity of the reflected shock
wave. These fluctuations can be traced back to the pulsating motion of the separation
bubble, which moves the reflected shock wave back and forth and results in high values
for < u′ > and < v ′ > in Fig.1.13. Slightly elevated fluctuation levels are also recorded in
the vicinity of the incident shock wave. These fluctuations are, however, not physical but
can be traced back to the higher PIV measurement uncertainties in regions with strong
velocity gradients.

One of the most puzzling aspects of separated turbulent shock wave-boundary layer
interactions is the low-frequency unsteadiness behaviour of the reflected shock wave
(Clemens and Narayanaswamy (2014)). The oscillation frequency of the reflected shock
wave increases with freestream velocity U∞ and decreases with the length of the sepa-
ration bubble Lsep . This behaviour can be expressed in terms of a Strouhal number St
and it was found by Dussauge et al. (2006) that St = fc ·Lsep /U∞ = 0.03−0.05 for a wide
range of operating conditions. In this definition, fc denotes the dominant frequency in
the pre-multiplied power spectrum of the pressure fluctuations, as measured at the lo-
cation of the reflected shock foot. Alternatively one could also define a Strouhal number
based on the oscillation amplitude Li of the shock system. This delivers typical Strouhal
numbers of StLi = 0.01−0.03 (Clemens and Narayanaswamy (2014)).

However, the fluctuations that are recorded in the incoming boundary layer are of a
much higher frequency: O(U∞/δ99) Hz; and typically two orders of magnitude higher
than the oscillation frequency of the reflected shock. So, the puzzling part here is the
conversion of high-frequency boundary layer fluctuations to low-frequency shock oscil-
lations. The physical mechanism behind this behaviour has long been unclear and there
were basically two alternative explanations for this behaviour. The low-frequency un-
steadiness is either caused by large-scale upstream disturbances or it is a downstream
phenomenon coupled with the dynamics of the separation bubble.

Many studies (Erengil and Dolling (1993), Ganapathisubramani et al. (2007), Wu and
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Figure 1.12: The mean velocity field of an incipiently separated turbulent oblique shock wave reflection (after
Humble et al. (2007)). Streamwise velocity component u/U∞ (a) and the wall-normal velocity component
v/U∞ (b)

Martin (2007a), Humble et al. (2009)) have shown that there is a clear correlation (0.4-0.5)
between the instantaneous fullness of the velocity profile and the size of the separation
bubble. A full boundary layer with a large amount of momentum in the near-wall re-
gion typically leads to a smaller separation bubble and a downstream displacement of
the reflected shock wave. Furthermore, experimental evidence by Ganapathisubramani
et al. (2007) revealed the existence of very long (L > 8δ99) low and high-speed streaks in
supersonic turbulent boundary layers. The passage of a high-speed streak pushes the
separation onset location downstream and results in a spanwise rippling of the separa-
tion bubble and the reflected shock wave (see Fig.1.14). This evidence therefore suggests
that the recorded shock unsteadiness is mostly due to upstream effects.

The LES simulations of Touber and Sandham (2009), however, shed a different light
on this discussion. Their LES simulations showed a low-frequency unsteadiness of the
reflected shock wave even without the presence of very long streaks in the incoming
boundary layer. This would suggest that the low and high-speed streaks might not be the
driving factor for interaction unsteadiness. This idea was further substantiated by the
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Figure 1.13: RMS velocity fluctuations measured within the interaction region (after Humble et al. (2007)).
Streamwise fluctuating component < u′ > /U∞ (a) and the wall-normal fluctuating component < v ′ > /U∞
(b)

experimental work of Piponniau et al. (2009), who developed a model based upon mass
flow entrainment rate in the separation bubble. On average, there should be a constant
amount of mass contained within the separation bubble, however, instantaneously there
will be a transfer of mass between the bubble and the shear layer. The latter can result in
a flapping motion of the shear layer and under some conditions the complete collapse
of the separation bubble (Priebe and Martin (2012)). Piponniau et al. (2009) defined a
characteristic time scale for the entrainment process by dividing the amount of mass in
the reverse flow region by the rate of mass flow entrainment. This characteristic time
scale was found to be closely related to the flapping motion of the shear layer and the
low-frequency unsteadiness found for the reflected shock wave.

The work of Touber and Sandham (2009), Piponniau et al. (2009) and Priebe and
Martin (2012) provides compelling evidence for the existence of a downstream mecha-
nism driving the low-frequency unsteadiness. However, their work did not yet provide a
satisfactory answer to the high correlations measured between the upstream boundary
layer and the separation bubble by many other researchers. This open question was ad-
dressed in the recent numerical work of Touber and Sandham (2011). They artificially in-
troduced velocity fluctuations in the upstream turbulent boundary layer by white noise
forcing. First, they used a broadband white-noise spectrum and next they used a high-
pass filtered white-noise spectrum. The first simulation again triggered low-frequency
oscillations of the reflected shock wave, whereas in the second simulation these oscil-
lations were absent. An upstream forcing of the low-frequency dynamics of the system
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Figure 1.14: A physical description of turbulent shock wave-boundary layer interaction unsteadiness by Hum-
ble et al. (2009). The incoming boundary layer features low- and high-speed streaks, which lead to a rippling
of the reflected shock wave and a spanwise modulation of the separation bubble. Low-momentum in the in-
coming boundary layer is correlated with an upstream movement of the reflected shock and high-momentum
is correlated with a downstream movement.

therefore appears to be necessary, but the forcing does not have to appear in the form of
coherent high-speed streaks. The presence of weak incoherent low-frequency features is
sufficient for triggering the low-frequency dynamics of the interaction. This view of the
shock wave-boundary layer interaction as a forced dynamical system also explains the
high correlations that have been recorded between the incoming boundary layer and the
separation bubble for relatively weak interactions (Souverein et al. (2010)).

1.5. FLOW CONTROL FOR OBLIQUE SHOCK WAVE REFLECTIONS

The previous sections showed that shock wave-boundary layer interactions can severely
compromise the efficiency and safety of transonic and supersonic flight vehicles. Evi-
dently there is a need for flow control, which is the ability to change the flow for the bet-
ter by using either passive or active flow control devices (Gad-el Hak (2000)). The term
‘better’ is relatively vague and depends upon the specific application and requirements
of the user. For a supersonic inlet it is of prime importance to have low total pressure
losses, whereas for transonic wings one would like to have a high lift to drag ratio for a
wide range of operating conditions. Many of these requirements can be traced back to
the occurrence of a shock-induced separation bubble.

This central role of boundary layer separation within the chain of events is depicted
in Fig.1.15, which shows the relations between some key flow control goals. Fig.1.15
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has been derived from the work of Gad-el Hak (2000) and has been extended to also
include ‘total pressure recovery’, ‘flow unsteadiness’ and ‘shock smearing’, which are im-
portant factors when considering shock wave-boundary layer interactions. Separation
is of course strongly connected with the process of boundary layer transition. Laminar
boundary layers are prone to separation and large separation bubbles are formed even
for very weak shock waves. The detached shear layer on the other hand also forms a
region of high receptivity where transition is more likely to occur (Saric et al. (2002)). If
transition occurs on the shear layer, then this results in an increased mixing and an early
reattachment of the boundary layer.

Large separation bubbles are typically to be avoided, because they can lead to a loss
in lift, a drastic increase in drag, high total pressure losses and high levels of flow un-
steadiness. However, under certain circumstances it may also be beneficial to have a
large separation bubble. That is because the presence of a separation bubble tends to
smear the shock system. The gradual thickening of the boundary layer leads to the for-
mation of a series of compression waves, which introduce lower total pressure losses
than those caused by a single concentrated shock wave. So, aiming for complete separa-
tion removal may not always be the best approach. This statement will be substantiated
further in Chapter 6, which shows that a large shock-induced laminar separation bubble
can be less harmful than an attached turbulent interaction, under the same test condi-
tions.

Clearly, a good understanding of separation is of major importance when developing
flow control applications for shock wave-boundary layer interactions. In this context it
is useful to review the streamwise boundary layer momentum equation for a steady flow,
given by:
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Evaluation of this equation at the wall delivers the following relation:
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Where ρw , vw and µw define the density, wall-normal velocity and the dynamic vis-
cosity at the wall, respectively.

The term ∂2u
∂y2

∣

∣

∣

y=0
on the right-hand side of the equation can be viewed as a separa-

tion indicator. A large negative value indicates a full profile that is far from separation,
whereas a positive value indicates a profile that is either separated or close to separa-
tion (see also Fig.1.16). So, in order to prevent separation, one should try to make one or
more terms on the left-hand side of Eq.1.4 negative as well.

The first term on the left-hand side of Eq.1.4 is the pressure gradient. A favourable

pressure gradient (
∂p
∂x < 0) will prevent separation, whereas an adverse pressure gradi-

ent promotes separation. For some applications it might be possible to prevent bound-
ary layer separation by correctly shaping the aerodynamic surfaces. However, for many
other applications, the adverse pressure gradient is a ‘given factor’, which cannot be
changed easily. The adverse pressure gradient in a supersonic jet intake is for instance
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Figure 1.15: Connections between the different flow control goals. The image is inspired upon the work of
Gad-el Hak (2000) and extended to also include features typical for shock wave-boundary layer interactions
(dashed lines).

governed by the strength of the oblique shock waves. Weaker shocks are less likely to
introduce flow separation, but more shocks are needed to reach the same level of flow
compression, thus increasing the length of the inlet, which is often not acceptable.

An alternative approach is offered by the second term on the left-hand side of Eq.1.4:
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, which defines flow control by means of suction or blowing. Suction (vw <

0) removes the low-momentum portion of the boundary layer and thus yields a fuller
velocity profile, which is less prone to separation. Blowing (vw > 0) on the other hand
has the opposite effect and promotes separation.

A third option of control is offered by the term − ∂µ
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Figure 1.16: Typical boundary layer profiles for an attached profile (a) incipiently separated profile (b) and a
separated profile. From left to right, the streamwise velocity component u, the first derivative ∂u/∂y and the
second derivative ∂2u/∂y2.

has a stabilizing effect on the boundary layer and tends to postpone separation. The
defining factor here is the ratio of the wall temperature Tw to the adiabatic wall temper-
ature Taw , where the adiabatic wall temperature is calculated as:

Taw = Te
(

1+0.5r (γ−1)M 2
∞

)

(1.5)

With Te the temperature in the freestream, γ the ratio of specific heats and r the
recovery factor of the boundary layer. For laminar boundary layers r ≈ 0.84 and for tur-
bulent boundary layer r ≈ 0.89.

If Tw /Taw < 1 (cold wall), then the gradient ∂T
∂y

∣

∣

∣

y=0
becomes positive and separation

will be postponed according to Eq.1.4. For a hot wall (Tw /Taw > 1) the opposite holds
true and separation will be promoted.

The three flow control methods that were identified in the foregoing discussion work
for both laminar and turbulent flows. Now to gain some extra insight in the control of
turbulent flows it is useful to revisit the streamwise momentum equation presented in
Eq.1.3. This equation only holds true instantaneously for turbulent flows. A discussion
of the mean flow properties is therefore only possible by Favre averaging (Wilcox (1994))
Eq.1.3, which delivers the following result for a 2D turbulent boundary layer:
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Where [¯] denote mean quantities and [ ]′ denote fluctuating quantities. The equa-
tion looks very similar to Eq.1.3, except for the addition of the Reynolds shear stress term
ρu′v ′ on the left-hand side of the equation. The Reynolds shear stress is the most impor-
tant dynamic quantity in turbulent boundary layers and to a great extent responsible for
the mixing processes taking place in the turbulent boundary layer. Mixing is important
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for the redistribution of low and high-momentum fluid throughout the boundary layer
and makes the boundary layer more resistant to separation. This can readily be seen by
integrating Eq.1.6 over the boundary layer thickness (only excluding the near-wall vis-
cous sublayer from the integration procedure, below δv ):

d

d x

∫δ99

δv

ρ̄ū2d y +
[

ρu′v ′(δ99)−ρu′v ′(δv )
]

≈−
d p̄

d x
(δ99 −δv ) (1.7)

Here it has been assumed that the wall-normal velocity component v is small with
respect to the streamwise velocity component u and can be neglected upon integration.
Also it has been assumed that the viscous stresses are small compared to the Reynolds
shear stresses. The latter assumption is only valid outside of the viscous sublayer for
attached turbulent boundary layers. From Eq.1.7 it is clear that boundary layer momen-
tum and Reynolds shear stresses compete with the pressure gradient. Boundary layer
separation can therefore be prevented, or at least reduced, if the incoming turbulent
boundary layer has a full velocity profile and shows a high degree of mixing. A fuller
boundary layer profile, however, does not translate one-on-one to a reduced separa-
tion probability of the flow. A fuller boundary layer profile has a smaller sonic channel,
which limits the propagation of the pressure rise imposed by the shock system in the up-
stream direction. The same pressure rise will therefore be felt by the boundary layer over

a shorter distance in space and thus the
d p̄
d x term in Eq.1.7 will increase in magnitude, as

such partially cancelling the positive effect of the high momentum fluid present close to
the wall (Delery and Marvin (1986)).

A full velocity profile can be obtained by means of boundary layer suction, which re-
moves the low-momentum portion of the boundary layer from the flow, thus leaving a
fuller velocity profile that is rich in momentum. Although proven to be highly effective
(Gad-el Hak (2000)), this system does have the disadvantage of removing part of the in-
coming mass flow. In the case of supersonic inlets this implies that a larger (heavier) inlet
is needed to obtain the same amount of mass flow through the engine core. An attrac-
tive alternative to boundary layer bleed is offered by vortex generators (VGs). A vortex
generator redistributes streamwise momentum throughout the boundary layer by intro-
ducing a macro scale type of vortex. Low-momentum fluid is transported away from
the wall, whereas high-momentum fluid is transported towards the wall, thus creating a
fuller velocity profile that is less prone to separation.

Vortex generators come in different shapes and sizes. Typically they are shaped as
small airfoils of low aspect ratio which are mounted normal to the wall of the object.
They are often placed under a small angle of attack with respect to the incoming flow,
thus causing a pressure difference between the suction and pressure side of the airfoil
and the formation of a streamwise vortex. This process is nicely illustrated in Fig.1.17,
which shows vorticity contour levels downstream of a pair of straight rectangular-shaped
vortex generators. The VGs were positioned such that a counter-rotating vortex pair is
generated that re-energizes the near-wall region of the flow. A region of strong down-
wash is created along the symmetry plane of the VG pair, whereas upwash occurs away
from the symmetry plane.

Although VGs energize the near-wall boundary layer they are also responsible for a
considerable drag contribution. In the early days of vortex generators it was common to
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Figure 1.17: Simulation of the flow field downstream of two straight rectangular vortex generators. Iso-vorticity
contours are plotted and coloured according to the turbulent kinetic energy. Image was modified from the
work of Florentie (2015).

use VG heights on the order of the boundary layer thickness δ99. However, over the past
two decades research has focused on relatively small vortex generators with heights of
about 0.1–0.5δ99 (Lin (2002)), which have a considerably lower drag contribution. Vor-
tices generated by these so-called sub-boundary layer VGs stay close to the surface for
a longer distance downstream, whereas vortices generated by large VGs quickly lift off
from the surface. Small VGs can therefore still be effective at preventing separation, since
energizing the near-wall region is most critical in separation control.

The development of the vortex strength downstream of vortex generators of differ-
ent heights in low-speed incompressible flows (U∞ = 10− 40 m/s) was investigated by
Ashill et al. (2001). Fig.1.18 shows the normalized circulation strength Γ/he f f uτ of the
primary vortex as measured 5h downstream of the device. The horizontal axis shows the
Reynolds number Rehe f f

= uτhe f f /ν based upon the effective height he f f of the vortex
generator and the friction velocity uτ. The effective height is a non-physical parame-
ter that has been introduced by Ashill et al. (2001) to collapse the data of different VG
configurations. A larger he f f therefore implies that a stronger vortex is induced for the
same physical height h of the vortex generator. From the analysis of Ashill et al. (2001)
it follows that joined CFU (Common Flow Up) vanes are the most effective at gener-
ating strong vortices. Common flow up in this context describes the formation of two
counter-rotating vortices that generate a ‘common’ upwash component along the sym-
metry plane of the two devices. Another important finding of their work is that vortex
strength scales linearly with the height of the vortex generator for Rehe f f

> 1.4×103.

Vortex strength is, however, not the only parameter to consider when choosing a vor-
tex generator for the purpose of separation control. Factors that also should be consid-
ered are 1) the location of the vortex with respect to the wall, 2) the longevity of the vortex
and 3) the robustness of the vortex generator. Ashill et al. (2001) showed that although
strong vortices are generated by the joined CFU vane pair, they also tend to migrate away
from the surface much faster than the vortices generated by for instance the non-joined
CFU vane pair (n > 0) or one of the wedge configurations. Additionally, the vortices gen-
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Figure 1.18: A correlation between the vortex circulation strength Γ and vortex generator height h, measured
5h downstream of the trailing edge of the devices. The axes are normalized with the friction velocity uτ and
the effective height he f f , where the latter is a non-physical scaling parameter introduced by Ashill et al. (2001)
to collapse the data of different types of VGs. The figure was reproduced from the work of Ashill et al. (2001)
and Nolan and Babinsky (2012).

erated by the joined CFU vane pair tend to decay very rapidly, therefore quickly losing
their ability to transport momentum towards the near-wall region of the flow. These ob-
servations can be traced back to the close proximity of the two vortices with respect to
each other for the joined CFU vane pair. The mutual interference between the vortices is
the main reason for the vortices to migrate away from the wall and to lose their strength.

An additional factor that needs to be taken into account is the robustness of the vor-
tex generator. Although vanes are typically more effective at generating strong vortices
than wedges (Ashill et al. (2001)), they are also relatively fragile. Especially when ap-
plied in supersonic jet intakes, where pressure and thermal loads can be very high, it
is important to have a robust device that is unlikely to fail and to be ingested by the
compressor stage of the engine. Micro-ramp vortex generators (see Fig.1.19(a)) fit these
requirements very well and have been designed specifically to deliver optimal perfor-
mance (i.e. a low incompressible shape factor) under supersonic operating conditions
(Anderson et al. (2006)). Micro-ramps have therefore been selected as the method of
choice for the control of turbulent oblique shock wave reflections described in part II of
this thesis.

A micro-ramp is a small triangular, wedge-shaped type of vortex generator, with
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Figure 1.19: Micro-ramp geometry (a) and the corresponding flow topology (b). (Adjusted from the work of
Babinsky et al. (2009))

a typical height of ∼0.5δ99. The main flow features of the micro-ramp are presented
schematically in Fig.1.19(b). Since the flow field is, on average, symmetrical around the
centreline of the micro-ramp, only the right-half of the flow field is depicted. The con-
trol authority of the micro-ramp comes mostly from the two counter-rotating (CFU) pri-
mary vortices it introduces in the boundary layer. These vortices create a strong upwash
component along the symmetry plane of the micro-ramp and a downwash component
towards the edges of the ramp (see Fig.1.20). This leads to a redistribution of stream-
wise momentum and an influx of high-momentum fluid in the centreline region of the
micro-ramp.

Figure 1.20: Redistribution of streamwise momentum downstream of the micro-ramp. (Adjusted from the
work of Babinsky et al. (2009))

The strong primary vortices induce secondary vortices at the side-wall / tunnel-wall
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junction and at the side-wall / top surface junction. These secondary vortices are signif-
icantly weaker than the primary vortices and rotate in the opposite direction (Lu et al.
(2012)). Additionally, multiple studies on micro-ramp vortex generators (Babinsky et al.
(2009); Herges et al. (2009); Saad et al. (2012); Lu (2015)) have recorded the presence of a
weak horseshoe vortex that wraps around the leading edge of the micro-ramp and that
trails downstream along its edges. A detailed description of the horseshoe vortex is pro-
vided in section 7.1 of this thesis, which presents oil-flow visualizations for a number of
micro-ramp flow deflection angles and for different initial oil distributions.

In the recent work of Sun et al. (2012) tomographic particle image velocimetry mea-
surements were performed on the flow field downstream of a micro-ramp positioned
in a turbulent supersonic boundary layer. The tracer particles are imaged by multiple
cameras during a tomographic PIV measurement, thus allowing for a three-dimensional
reconstruction of the velocity field in a small volume downstream of the micro-ramp.
Sun et al. (2012) thoroughly analysed this dataset and were able to visualize the two
primary vortices and an overarching train of Kelvin-Helmholtz vortices (see Fig.1.21).
The Kelvin-Helmholtz vortices are instabilities that are formed in the shear layer of the
low-momentum wake downstream of the micro-ramp (see also Fig.1.20). The Kelvin-
Helmholtz vortices introduce strong local mixing effects and are, to a great extent, re-
sponsible for the high Reynolds shear stresses that have been recorded by researchers
(Sun et al. (2014); Herges et al. (2010)) within the shear layer of the low-momentum wake.

Figure 1.21: Conditional average of the vorticity distribution downstream of a micro-ramp vortex generator.
The streamwise vortex pair is depicted in green and the overarching Kelvin-Helmholtz vortices in blue. From
the work of Sun et al. (2012).

Although the shedding of Kelvin-Helmholtz (K-H) vortices affects the transfer of stream-
wise momentum towards the low-momentum wake, K-H vortices are not expected to
substantially influence the micro-ramp’s ability to reduce flow separation. Referring
back to Eq.1.7, separation can be prevented by either having a full velocity profile or
by having large negative values for the Reynolds shear stress near the wall. The stud-
ies of Sun et al. (2014) and Herges et al. (2010) revealed that although Reynolds shear
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stresses can be large on the bottom (u′v ′ > 0) and top (u′v ′ < 0) shear layer of the low-
momentum wake, the Reynolds shear stresses that are recorded near the wall are typ-
ically not much higher than those recorded for the undisturbed boundary layer. The
main mechanism by which micro-ramps affect shock-induced separation therefore is
the transportation of high-momentum fluid towards the wall, by which a fuller velocity
profile is obtained.

Micro-ramps have been used as flow control devices for oblique shock wave reflec-
tions in a number of studies (Anderson et al. (2006); Babinsky et al. (2009); Blinde et al.
(2009); Lee et al. (2010); Ghosh et al. (2010)). In the landmark study of Babinsky et al.
(2009) micro-ramps were used to control an oblique shock wave reflection (flow deflec-
tion angle: θ = 7◦) in a M∞ = 2.5 flow. For the same conditions, Ghosh et al. (2010)
performed a series of Reynolds-averaged Navier Stokes computations, for which the re-
sults were found to be in reasonable agreement with the experimental data of Babinsky
et al. (2009). Fig.1.22 shows a side-by-side comparison of their results, with and without
the presence of a micro-ramp. The left hand side of the figure shows oil-flow visualiza-
tions performed by Babinsky et al. (2009) and the right-hand side a streamwise velocity
contour level extracted 2.5 µm from the wall by Ghosh et al. (2010).

Figure 1.22: The wall flow topology for an oblique shock wave reflection without (a-b) and with (c-d) the pres-
ence of a micro-ramp positioned upstream of the interaction. The left column (a,c) presents the oil-flow visu-
alizations by Babinsky et al. (2009) and the right column (b,d) the near-wall velocity contours by Ghosh et al.
(2010). The experiment by Babinsky et al. (2009) and the numerical simulation by Ghosh et al. (2010) were
conducted for the same test configuration and tunnel operating conditions.

Without the presence of micro-ramps a large separation bubble is formed that spans
a substantial portion of the tunnel. The interaction of the oblique shock wave with the
sidewall boundary layer leads to a crossflow type of separation, which results in a thick-
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ening of the side-wall boundary layer and the formation of a series of compression waves
upstream of the interaction. The bottom wall boundary layer therefore experiences a
more gradual compression towards the edges of the domain, which precludes boundary
layer separation and leads to the occurrence of channels of attached flow.

Installing micro-ramps upstream of the interaction does not lead to a complete re-
moval of the separation bubble, but instead breaks up the bubble in a number of indi-
vidual cells. The oil-flow visualizations of Babinsky et al. (2009) show that a channel of
attached flow is created around the centreline region of the micro-ramp. The separation
bubble that is formed between the centrelines of the two micro-ramps appears to be
highly three-dimensional with strong waterspout type of vortices forming at the edges
of the reversed flow region. These vortices are clearly visible in Fig.1.23, which shows
a selection of near-surface streamlines for this particular interaction. The waterspout
vortices that are created in-between the micro-ramps are found to entrain momentum
from both the centreline region of the tunnel and from the region close to the side-walls.

Figure 1.23: Near-surface streamlines for an oblique shock wave reflection controlled with micro-ramp vortex
generators. From the work of Ghosh et al. (2010).

Babinsky et al. (2009) furthermore performed a series of pressure measurements and
laser Doppler anemometry (LDA) measurements. The LDA measurements were used to
track the state of the boundary layer throughout the interaction. Fig.1.24(a) shows the
incompressible displacement thickness δ∗i and the incompressible shape factor Hi for
the baseline case (without a micro-ramp) and for the case of a h = 3 mm (∼0.5δ99) micro-
ramp installed ∼ 17h upstream of the shock impingement location. Measurements with
a micro-ramp were performed at three different spanwise locations: the centreline (z = 0
mm), 25% span (z = 4.5 mm) and 50% span (z = 9 mm).

The highest values of the displacement thickness are found at the shock impinge-
ment location, which is due to the thickening of the boundary layer experienced when
crossing the shock system. Downstream of shock impingement, all cases show a pro-
nounced recovery of the boundary layer and thus lower values for the displacement
thickness. The micro-ramp introduces a strong spanwise modulation in the boundary
layer downstream of the shock system. This is because the two primary counter-rotating
vortices yield a strong upwash component along the centreline region of the micro-ramp
and a downwash component towards its edges, which leads to a thickening / thinning of
the boundary layer, respectively.



1

28 1. INTRODUCTION

Fig.1.24(b) shows the incompressible shape factor Hi , which is a measure of the full-
ness of the velocity profile and thus an indicator of how close the boundary layer is to
separation. It is therefore promising to see that the shape factor has been reduced in
the interaction region over the entire span of the micro-ramp, compared to that of the
baseline case. The strongest reduction in shape factor is obtained along the centreline
of the micro-ramp, which agrees with the oil-flow visualizations of Babinsky et al. (2009)
and the CFD simulations of Ghosh et al. (2010) presented earlier in Fig.1.22.

Figure 1.24: Development of the incompressible displacement thickness δ∗i (a) and the incompressible shape
factor Hi (b) throughout an oblique shock wave reflection. Modified from the work of Babinsky et al. (2009).

The foregoing discussion shows that micro-ramps can reduce the size of the sepa-
ration bubble and that the strongest control effect is obtained along the centreline of
the micro-ramp. As discussed earlier in this section, separation control is strongly con-
nected to several other flow control goals (see Fig.1.15). Separation may trigger transi-
tion or cause large losses in lift and an increased pressure drag contribution. However,
if we consider the case of a turbulent flat plate boundary layer (e.g. a supersonic jet in-
take) then our main concerns are 1) the (un)steadiness of the interaction and 2) the total
pressure recovery over the shock system.

The unsteadiness of a micro-ramp controlled oblique shock wave reflection was in-
vestigated by Blinde et al. (2009), who performed Stereo PIV measurements in planes
parallel to the wall. Similar to Babinsky et al. (2009), they also found a pronounced span-
wise modulation of the separation bubble, where regions with a high separation prob-
ability were found to be correlated with high levels of shock unsteadiness. On average,
the separation probability was reduced by 20%–30% and the reflected shock oscillation
amplitude by 20%, compared to the uncontrolled case.

The total pressure recovery downstream of a normal shock wave boundary layer in-
teraction (M∞ = 1.6) controlled by Wheeler vortex generators was investigated by Mc-
Cormick (1993). Fig.1.25 is extracted from his work and shows total pressure profiles
20δ99 downstream of the shock impingement location. Compared to the baseline case,
vortex generators were found to improve the total pressure recovery in the near-wall re-
gion of the flow, but worsen the recovery further away from the wall. Both observations
can be traced back to the smaller separation bubble that is present when vortex genera-
tors are installed. Viscous losses will be lower for a smaller separation bubble and conse-
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quently lower total pressure losses will be recorded close to the wall. A large separation
bubble on the other hand is beneficial because it leads to the formation of isentropic
compression waves in the freestream. By reducing the size of the separation bubble,
these waves are replaced by a single shock wave which introduces higher total pressure
losses. Finally, the vortex generator case displays an additional total pressure loss in the
region of 0.6 < Y /R < 0.8, which is the imprint of the low-momentum wake. Y in this
definition is the wall-normal coordinate and R the local test section radius.

Figure 1.25: Total pressure recovery downstream of a normal shock wave boundary layer interaction, with and
without flow control techniques. Adjusted from the work of McCormick (1993).

It is therefore often not directly clear if the application of vortex generators will im-
prove or deteriorate the total pressure recovery over a shock wave-boundary layer in-
teraction. In the numerical work (LES) of Lee et al. (2010) micro-ramps of 0.25δ99 and
0.5δ99 were used to control an oblique shock wave reflection at a Mach number of 3.0.
They integrated the total pressure losses over a spanwise plane far downstream of the
interaction and found that total pressure recovery was, on average, improved by 7% for
the small 0.25δ99 micro-ramps and worsened by 5% for the larger 0.5δ99 micro-ramps.
They also found that the smaller micro-ramps are more effective at reducing the size of
the separation bubble than the larger micro-ramps. The latter finding is, however, not
in agreement with the work of Babinsky et al. (2009), who found the opposite trend. The
main disadvantage of larger micro-ramps is that they also introduce higher total pres-
sure, as a result of the stronger downstream wake. In practice, one could therefore select
an optimal micro-ramp height, which provides the right balance between the control of
the separation bubble size and the incurred total pressure losses. The recent review of
Titchener and Babinsky (2015) showed that the best performance is typically obtained
for vortex generators heights h in the order of 0.2−0.5δ99.

The review of Titchener and Babinsky (2015) also looked into the connection be-
tween the location of the vortex generator (VG) and its effectiveness at reducing the size
of the shock-induced separation bubble. In general it appears that the best results are
obtained for VG-to-separation bubble distances in the order of 15− 30h. However, it
should be noted here that these results were obtained for widely varying VG configu-
rations under widely varying test conditions. Chapter 8 of this thesis will look further
into the positioning of the micro-ramp with respect to the shock wave and will try to es-
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tablish the connection between vortex-induced momentum transport and the optimal
micro-ramp location.

1.6. THESIS OBJECTIVES
The governing theme of this PhD thesis is that of flow control for oblique shock wave
reflections at relatively low supersonic Mach number (M∞ = 1.5−3). Within the scope
of this work, both laminar and turbulent interactions will be treated, with and without
the presence of flow control devices.

1.6.1. FLOW CONTROL FOR LAMINAR OBLIQUE SHOCK WAVE REFLECTIONS

Since turbulent interactions are more often found in flight conditions (Babinsky and
Harvey (2011)), most researchers have focused their attention to this particular type
of interaction. However, with the economic and environmental challenges facing the
aerospace sector there has been an ongoing effort for laminarizing both the internal and
external components of aircraft and spacecraft. Laminar / transitional SWBLI are there-
fore expected to become more prevalent in the decades to come and additional research
is needed on the potential drawbacks of these interactions when compared to turbulent
ones.

Although laminar boundary layers have the advantage of a low skin friction, they are
also more prone to separation than turbulent boundary layers. A turbulent boundary
layer carries more momentum in the near-wall region of the flow, which is beneficial
for overcoming the adverse pressure gradient imposed by the shock system. Turbulent
boundary layers can therefore withstand stronger shocks without separation than lam-
inar boundary layers. Boundary layer separation in general is to be avoided, because
of the associated unsteadiness and potential system performance losses in terms of drag
and total pressure. From a performance point of view it therefore would seem optimal to
trip the laminar boundary layer a short distance upstream of the impinging shock wave.
This concept, however, raises the following questions:

1. How detrimental is the baseline laminar SWBLI?

2. How far should the transition control devices be placed upstream of the interac-
tion to completely avoid separation?

3. What is the most effective way of tripping the boundary layer?

These questions are being addressed within the collaborative research framework of
TFAST (as part of the European FP7 program), which investigates the effects of bound-
ary layer transition on a SWBLI in the low supersonic regime. Several test cases are con-
sidered within the project, ranging from fundamental flat plate interactions (normal /
oblique SWBLIs) to SWBLIs on more complex geometries, such as compressor / turbine
cascades and on transonic wings. This PhD thesis focuses on the fundamental flat plate
case with a reflecting oblique shock wave.

An additional goal here was to further develop particle image velocimetry as a mea-
surement technique for small-scale flow features in supersonic flows. Laminar super-
sonic boundary layers are extremely thin (∼0.2 mm for the test conditions considered in
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this thesis) and difficult to measure by means of particle image velocimetry due to the
very high shear rates and typical strongly non-uniform particle seeding distributions.
Advancements were made here both on the software (data analysis) and hardware side
of the experimental approach.

1.6.2. FLOW CONTROL FOR TURBULENT OBLIQUE SHOCK WAVE REFLECTIONS

The goal of flow control for turbulent SWBLIs is to have a fuller boundary layer profile
at the onset of the interaction, which is more capable of withstanding the imposed ad-
verse pressure gradient by the shock system. To this end, micro-ramp vortex generators
were investigated in this PhD thesis. The micro-ramps were placed a short distance up-
stream of the interaction and redistribute low- and high-speed momentum throughout
the boundary layer, as such yielding a fuller boundary layer profile. The most important
questions here were:

1. How do micro-ramp height and location affect the size of the shock-induced sep-
aration bubble and the interaction unsteadiness?

2. What is the physical mechanism behind the (in)effectiveness of micro-ramp vortex
generators?

3. How do the Mach and Reynolds number affect the flow mixing properties of micro-
ramp vortex generators?

1.7. THESIS OUTLINE
The thesis is divided into two parts, the first part (chapter 3 to 6) focuses on the under-
standing and control of laminar / transitional oblique shock wave reflections, whereas
the second part (chapter 7 to 9) focuses on the control of fully turbulent oblique shock
wave reflections.

The oblique shock wave reflections were studied with a range of experimental tech-
niques. Chapter 2 discusses the working principles of these techniques, followed by a
brief description of the experimental setup and the subsequent data processing steps.

Chapter 3 describes the experimental setup that was designed for investigating lam-
inar oblique shock wave reflections. An important part of the setup was the installation
of a full-span flat plate in the wind tunnel for growing a laminar boundary layer. A ded-
icated study was carried out to characterize the undisturbed boundary layer, the results
of which are summarized in chapter 4.

Chapter 5 continues on this topic by installing a shock generator in the flow and hav-
ing an oblique shock wave impinge on the surface of the flat plate. The shock wave was
positioned in the laminar, transitional or turbulent region of the boundary layer for a
range of shock strengths and Mach numbers. Experimental data was acquired via par-
ticle image velocimetry measurements, oil-flow visualizations and schlieren visualiza-
tions. A large experimental database has been obtained, providing new insights into the
relation between separation and transition in oblique shock wave reflections.

After having obtained a good understanding of the baseline laminar interaction, the
next step was to apply flow control techniques to reduce the size of the shock-induced
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separation bubble. In chapter 6 three tripping devices were investigated that were in-
stalled a short distance upstream of the interaction. Particle image velocimetry mea-
surements were used to study the size of the shock-induced separation bubble and the
overall development of the boundary layer.

Chapter 7 forms the start of part II of this PhD thesis and introduces the micro-ramp
vortex generator as flow control device for turbulent oblique shock wave reflections. Al-
though this part of the PhD thesis focuses mostly on the application of micro-ramp vor-
tex generators for SWBLI control, also some new insight were gained in the fundamental
flow topology of these devices. In particular, Chapter 7 discusses the presence / absence
of a horseshoe vortex at the leading edge of the micro-ramp and the formation of Kelvin-
Helmholtz vortices in the low-momentum wake of the ramp.

Chapter 8 continues on the ‘control’ aspect of micro-ramps and presents the results
of a parametric study that has been conducted into the effects of micro-ramp height
and location on the size of the separation bubble and the associated shock unsteadi-
ness. Some configurations were found to work very well, whereas other configurations
only tend to make the system more separated and unsteady. To better understand the
(in)effectiveness of micro-ramp vortex generators, a study was performed into the flow
mixing properties of micro-ramp vortex generators.

Chapter 9 builds further upon this description by also studying the effects of Mach
and Reynolds number on the flow mixing and wake properties of micro-ramp vortex
generators of various heights.

Chapter 10 concludes this work by summarizing the most important findings and
discussing their physical relevance in relation to the engineering practice. Finally, chap-
ter 11 gives an outlook for the future, identifying several interesting research opportuni-
ties.
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2.1. SCHLIEREN VISUALIZATIONS
Schlieren is an optical technique which can be used to visualize density gradients in air
flows. The technique is an excellent tool for visualizing shock waves, expansion waves,
boundary layers and even the process of boundary layer transition. Although it can be
used as a quantitative tool to measure density variations in flows (Elsinga et al. (2003)),
it is still most often used as a qualitative technique for better understanding the general
flow topology.

Schlieren visualizations rely upon the principles of light refraction in a medium with
varying indices of light refraction n:

n =
cv

c
(2.1)

Where cv in the speed of light in vacuum and c the speed of light through the medium
under investigation. For air the index of refraction n has a typical value of ∼1.00029, with
n being a function of the air density ρ:

n = 1+Kρ (2.2)

Where K is the Gladstone-Dale constant, which for air equals approximately K =
0.2274 cm3/g (for a wavelength λ= 0.5 µm).

A light ray is bend (refracted) when it encounters a gradient in the refractive index of
the medium along its lateral plane (x,y). On the other hand, gradients in the refractive
index n in the direction of light ray propagation (z) do not lead to a bending of the light
ray. The curvature of the light ray can be expressed by the following relations for the two
directions lateral to the light ray:

∂2x

∂z2
=

1

n

∂n

∂x
and

∂2 y

∂z2
=

1

n

∂n

∂y
(2.3)
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Upon integration this leads to the following relations for the deflection angle ǫ of the
light ray:

ǫx =
1

n

∫

∂n

∂x
d z and ǫy =

1

n

∫

∂n

∂y
d z (2.4)

From Eq.2.4 it follows that light rays deflect towards the region with the higher den-
sity. These deflections can be visualized by means of a Z-type of schlieren setup (as also
used in the ST-15 and TST-27 wind tunnels) presented schematically in Fig.2.1.

Figure 2.1: Sketch of a Z-type of schlieren setup

A light source in combination with lenses and a pinhole is used to create a point-
like light source. The pinhole is placed in the focal point of the first parabolic mirror,
which therefore creates a collimated beam of light that passes through the wind tunnel
test section. A second parabolic mirror then focusses the beam of light on a knife edge
(schlieren knife) and the generated image is recorded by means of a camera. The knife
edge typically blocks about half on the incoming light, when not operating the wind
tunnel. When running the tunnel, part of the light rays will be deflected by the density
gradients present in the fluid. The deflected light rays will either pass or be blocked by
the knife edge, depending upon its orientation. Density gradients will therefore either
show up as white or black features in the produced schlieren visualizations.

The sensitivity of the system depends to a great extent upon the size of the pinhole.
An infinitely small pinhole would in principle lead to an infinitely sensitive schlieren
system. Even the weakest density gradients would cause light rays to be blocked com-
pletely by the knife edge or to pass completely. This type of behaviour is not desirable
and therefore finite size pinholes (typically in the order of 3 mm for the visualizations
performed in the TST-27) are used to improve the measurement range of the flow visu-
alization. The larger the size of the pinhole, the smaller the change will be to a particular
density gradient encountered by the light rays in the test section.
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The schlieren system can be operated both with a continuous light source or with a
spark light source. The spark light source generates a very short pulse (∼20 ns), which
freezes the flow field in the schlieren visualization and thus captures the instantaneous
features of the flow. This approach was used to capture boundary layer transition (sec-
tion 4.2) and to capture the vortices introduced by micro-ramp vortex generators (sec-
tion 7.2).

2.2. OIL-FLOW VISUALIZATIONS
Surface oil-flow visualizations are widely applied in the field of fluid dynamics (Merzkirch
(1987)) and provide the experimentalist with a powerful tool to quickly examine the sur-
face flow topology of their model. The technique relies upon the application of a thin
layer of a carrier fluid (oil, kerosene, etc...) to the surface of the test object. The carrier
fluid is typically mixed with a colouring agent to improve the contrast of the measure-
ment and to allow for a clear visualization of the surface flow topology. The oil film layer
is subjected to the following forces during a wind tunnel experiment

• Shear stresses

• Pressure forces

• Gravity

• Surface tension

The effects of gravity and surface tension are typically very small and play a negligible
role in the development of the oil film layer during wind tunnel experiments. Squire
(1961) furthermore showed that the pressure forces for most applications can also safely
be neglected. It is only in the presence of large pressure gradients (e.g. separation) that
the pressure forces are expected to play a substantial role in the flow of the oil-film layer.
The dominant term in the description of oil-flow visualizations is therefore the wall shear
stress exerted by the boundary layer on the oil sheet. The oil flows in the direction of the
local skin friction vector (Squire (1961)) and as such maps out skin friction lines. Since,
the oil flowing between two skin friction lines must be conserved (for non-evaporating
fluids) it follows that the oil film height can increase by two factors: 1) a reduction of the
skin friction coefficient, which reduces the convection speed of the oil and 2) converging
skin friction lines. A large accumulation of oil therefore does not necessarily have to be
associated with a low skin friction coefficient or the presence of a vortex, instead it can
also be the result of closely spaced skin friction lines.

The oil moves downstream at a speed of Uo = τx ho/µo , where τx is the wall shear
stress in the streamwise direction, ho the height of the oil-film and µo the dynamic vis-
cosity of the oil (Brown and Naughton (1999)). The convection speed of the oil thus varies
proportionally with the wall shear stress and inversely proportional with the viscosity of
the oil. For experiments on laminar boundary layers it is therefore recommendable to
use a low-viscosity oil mixture, whereas for turbulent boundary layers one should use a
higher viscosity mixture. A high viscosity mixture has the advantage of not being influ-
enced substantially by tunnel start-up and shut-down effects. On the otherhand, high-
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viscosity mixtures may lead to excessive tunnel run times and may not capture some of
the weaker features of the flow.

For the oil-flow visualizations performed in this thesis a mixture of Shell Tellus type
22 oil and TiO2 particles (Sachtleben UV-TITAN L-530, 30 nm crystal size) was used. To
this mixture a couple of drops of oleic acid were added in order to obtain an oil film layer
with the right viscosity for the intended application. The typical tunnel run time while
performing an oil-flow visualization would be approximately 15 seconds.

2.3. INFRARED THERMOGRAPHY MEASUREMENTS
Infrared thermography measurements are commonly used to assess the state of a bound-
ary layer developing over a surface. By measuring the temperature development of the
model, information can be inferred about the local state of the boundary layer. This
section will first give a brief description of the infrared thermography camera and the
camera calibration procedure. Next, the data reduction procedure will be outlined for
converting the measured temperature maps to surface heat flux maps.

2.3.1. EQUIPMENT AND CALIBRATION

All infrared thermography experiments in this thesis were performed with a CEDIP Tita-
nium 530L infrared camera, which uses a MCT sensor having 320x256 pixels. The camera
is sensitive in the spectral range of 7.7 - 9.3 µm. A Stirling cycle is used to cool the sen-
sor, which brings down the noise equivalent temperature difference (NETD) to 25 mK.
An integration time of 340 µs was used and images were recorded at a frequency of 25
Hz. During the experiments the camera was placed under an angle with respect to the
window and the model (see Fig.2.2(a)), in order to avoid any self-reflections from the
camera.

The camera records the thermal radiation level emitted by the wind tunnel model.
A calibration procedure is as such necessary to convert the measured thermal radiation
to surface temperatures. This calibration is accomplished by using a black body simula-
tor: a box with a small opening on the top, painted black from the inside and equipped
with a series of tubes with hot water to allow the uniform heating of the simulator (see
Fig.2.2(b)). The emissivity ǫ of the black walls equals ∼0.9, however, due to the design
of the simulator (narrow opening, wide cavity) multiple reflections will occur inside the
cavity and the emissivity of the complete system will be close to 1 (Mayer (2000)), there-
fore making it a suitable calibration object. In the calibration process, also the germa-
nium window is included, which during the measurements will be located between the
camera and the model in the tunnel. In this way the reduced transmissivity (τ∼0.8, Schri-
jer (2010)) of the germanium window is also included in the calibration. The black body
simulator is then heated to a range of different temperatures and a calibration curve is
obtained which links the thermal radiation recorded by the camera with the temperature
of the black body simulator.

The flat plate model that is used during the wind tunnel experiments is, however, not
a perfect black body radiator. The thermal energy budget states that:

ǫ+τ+ρ = 1 (2.5)
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For an opaque object the transmissivity τ equals zero and consequently the reflectiv-
ity ρ equals ρ = 1−ǫ. The thermal radiation Im that is measured by the camera therefore
consists of two components: the radiation emitted by the object Io and the radiation of
the ambient environment Ia that is reflected by the test object. This can be expressed by
the following formula:

Im = ǫ · Io + (1−ǫ) · Ia (2.6)

If the emissivity of the test object and the radiation from the ambient environment
are known, then the following relation can be used to determine Io .

Io =
Im − (1−ǫ) · Ia

ǫ
(2.7)

Via the earlier determined calibration curve, these values can then be converted to
surface temperatures.

Figure 2.2: Sketch of the infrared thermography measurement setup in the wind tunnel (a) and while perform-
ing the calibration (b).

2.3.2. DATA REDUCTION

Turbulent boundary layers display a higher rate of convective heat transport than lam-
inar boundary layers (White (2005)) and consequently larger variations are expected in
the measured wall temperatures for the turbulent boundary layer. So, in principle, it is
possible to infer the transition location of a boundary layer directly from the tempera-
ture distribution on the model. In practice this analysis might, however, be complicated
when the model has a non-uniform thickness. The thinner parts of the model tend to
cool down more rapidly, obscuring the representation of the transition location. Fur-
thermore, the temperature distribution provides only a delayed representation of the
transition location due to the temporal variation in the surface heat flux and the effects
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of lateral conduction. Therefore to obtain the instantaneous transition location it is nec-
essary to directly have access to the value of the convective heat flux.

To obtain the heat flux from the measured time-transient temperature distribution,
various data reduction techniques are available, which can be grouped in three classes
according to Walker and Scott Walker and Scott (1998). Type 1 methods solve the un-
steady one-dimensional (1-D) heat conduction equation in closed form and deliver an
analytical solution for the convective heat flux as function of the surface temperature.
Well-known examples of this type of method are the approaches from Cook and Felder-
man (1966) and Kendall et al. (1967). Although robust and fast, these methods assume a
1-D semi-infinite slab, and so it is not possible to take into account the effect of the finite,
non-uniform thickness of the model nor the effect of lateral conduction. Type 2 meth-
ods are more flexible and the convective heat fluxes are derived from a direct numerical
solution of the unsteady two- or three-dimensional heat conduction equation inside the
discretized geometry of the wind-tunnel model. Finally, type 3 methods solve the full-
inverse problem, usually via an adjoint-type solution (Özisik and Orlande (2000)) which
also provides the sensitivities of the solution.

The data reduction method used in this thesis can be classified as a type 2 method.
The unsteady heat conduction equation is solved in a 2-D slice of the flat plate model
(see Fig.2.3), with prescribed time-dependent surface temperatures as a boundary con-
dition (BC). On the top of the flat plate, the measured surface temperatures are ap-
plied. Because there is no measurement data available for the bottom side (which is
not watched by the camera during the experiments), the same measured temperature
signal is also applied there. On the rear face of the plate, a uniform temperature condi-
tion is applied, equal to the values measured at the trailing edge of the plate. As initial
condition it is assumed that the temperatures measured before starting the tunnel are
constant throughout the thickness of the plate.

Figure 2.3: Coarse version of the mesh used for solving the unsteady heat conduction equation

The aforementioned assumptions are not perfect and there will be temperature dif-
ferences between the top and bottom of the plate, both at the start and during the run,
which are not taken into account. However, the goal of calculating the surface heat flux
is not to obtain quantitative information about the state of the boundary layer (skin fric-
tion, thickness, etc.), but to get an estimate of the transition location and its behaviour
in time.

The 2-D heat equation is solved on an unstructured grid with triangular cells. The
mesh has 80 cells in the y direction and 1200 cells in the x direction. The surface heat
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flux is calculated from the temperature gradient at the surface, which is estimated using
a second-order-accurate stencil. A mesh convergence study was performed and essen-
tially no variations in the calculated surface heat flux were found when using more than
40 cells in the y direction.

2.4. HOT WIRE ANEMOMETRY MEASUREMENTS
Hot wire anemometry (HWA) systems allow for the measurement of mass flux (ρu)′ and
total temperature fluctuations T ′

0 in supersonic flows at a high acquisition frequency (10
- 100 kHz). The working element is a thin metallic wire (see Fig.2.4), which is heated by
passing an electric current through it. Cooling is provided by the effects of convection
when performing a wind tunnel experiment. Higher velocities yield a stronger cooling
effect, which translates into a higher output voltage when the wire is operated at a con-
stant temperature. The voltage signal can therefore be used to infer information on the
flow conditions in the wind tunnel.

First, a description is given of the wire’s energy balance in section 2.4.1, discussing
the input by Joule heating and loses induced by convection, conduction and radiation
effects. The HWA system can be operated as a constant current anemometer (CCA), a
constant voltage anemometer (CVA) or as a constant temperature anemometer (CTA)
system. Section 2.4.2 provides a short description of these different operating modes and
highlights the pros and cons of the different modes. Next, the static and dynamic calibra-
tion procedure of the HWA system are discussed in sections 2.4.3 and 2.4.4, respectively.
Finally, section 2.4.5 covers the conversion of freestream mass flux fluctuations (ρu)′ to
freestream pressure fluctuations p ′.

Figure 2.4: Dimensions of the Dantec 55P11 single-wire probe

2.4.1. ENERGY BALANCE

The energy balance for the hot wire can be written as:

C ·
dTw

d t
=W − (Qconv +Qcond +Qr ad ) (2.8)

Where C is the heat capacity of the wire and Tw the wire temperature. The hot wire
gains thermal energy by the effects of Joule heating W and loses heat via the mechanisms
of convection Qconv , conduction Qcond and radiation Qr ad . All four contributions will
be discussed shortly in this section.
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JOULE HEATING

The heat that is added to the wire W can be expressed in terms of the current flowing
through the wire Iw and the resistance of the wire Rw :

W = I 2
w Rw (2.9)

Iw =
E

Rw +Rs
(2.10)

Where Rs is the resistance of all components that are connected in series with the hot
wire and E the operating voltage of the system.

CONVECTION

The effects of heat convection can be described by the following equation:

Qconv =π · lw ·dw ·h · (Tw −Tr ) (2.11)

Where lw is the length of the wire, dw the diameter of the wire, h the convective heat
transfer coefficient and Tr the recovery temperature. The recovery temperature Tr is the
temperature that the wire would reach during a wind tunnel experiment when not being
heated. The recovery temperature is related to the total temperature T0 by the following
simple relation: Tr = ηT0, where η is the recovery factor. For the hot wire experiments
presented in this thesis a recovery factor of η= 0.95±0.01 was found. This value is very
comparable to the recovery factor η = 0.94± 0.01 found by Smits et al. (1983) in their
supersonic (M = 2.9) hot wire experiments.

Eq.2.11 will now be rewritten in a more standardized form by introducing some com-
monly used definitions in the field of HWA measurements. The wire temperature Tw is
often expressed in terms of the overheat ratio aw :

aw =
Tw −Tr

Tr
(2.12)

And the convective heat transfer coefficient h is often normalized by the wire diam-
eter dw and the heat conductivity of the fluid k f0 evaluated at total temperature condi-
tions, giving the Nusselt number:

Nu =
h ·dw

k f0

(2.13)

Substituting Eqs.2.12 and 2.13 in Eq.2.11 delivers the following general relation for
heat losses due to convection:

Qconv =π · lw ·Nu ·k f0 ·aw ·Tr (2.14)

The Nusselt number is a function of the wire Reynolds number (Rew = Re∞ ·dw ) and
the Mach number (Dewey (1965)). Based upon the work of Dewey (1965) it is expected
that the Nusselt number will equal approximately Nu ∼ 5 for the hot wire experiments
presented in this thesis.
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END-CONDUCTION LOSSES

A portion of the energy that is generated by Joule heating leaks away via the prongs of the
hot wire by the effects of conduction Qcond . This is undesirable, since it is well-known
(Bruun (1995)) that large end-conduction effects lead to a strong attenuation of the mea-
sured output signal, which is unwanted when studying the properties of a turbulent flow
field. For end-conduction effects to have a negligible impact on the output voltage, the
following criterion (after Hultmark et al. (2011)) needs to be satisfied:

Γ=
lw

dw

√

4(aw +1)k fw Nu

kw
> 14 (2.15)

Where k fw is the heat conductivity of the fluid evaluated at the wire temperature and
kw is the heat conductivity of the wire evaluated at the wire temperature. The parameter
Γ scales linearly with the aspect ratio (lw /dw ) of the wire and with the square root of the
overheat ratio. It is therefore benificial to work with long thin wires operated at a high
overheat ratios, when trying to avoid wire end-conduction effects. The measurements
that are described in this thesis were performed at overheat ratios aw of 0.4 and 0.93, for
which Γ equals 18 and 25, respectively. End-conduction effects are therefore expected to
have a negligible effect on the recorded output voltage.

RADIATION LOSSES

The heat radiated by the wire can be calculated via Stefan-Boltzmann’s law:

Qr ad = ǫ ·σ ·π ·dw · lw · (T 4
w −T 4

e ) (2.16)

Where ǫ in the emissivity of the wire, σ= 5.67×10−8 W/m2/K4 the Stefan-Boltzmann
constant and Te the freestream temperature. The radiation losses are less than 0.1% of
the convective heat losses for the experiments described in this thesis and can therefore
safely be neglected when considering the thermal balance of the hot wire.

2.4.2. OPERATING MODES

The hot wire can be operated as a constant temperature anemometer (CTA), a constant
current anemometer (CCA) or as a constant voltage anemometer (CVA). The latter two
operating modes have the disadvantage that the wire temperature depends on the flow
conditions. The wire temperature is therefore not known (exactly) in advance and con-
sequently there is a risk of overheating and burning the wire. Also not having the hot wire
temperature fixed puts a limit on the frequency response characteristics of the hot wire
system. Although the wire is very thin (∼5 µm) it still has a non-negligible thermal ca-
pacity. The speed with which the hot wire system can respond to turbulent fluctuations
in the flow is as such limited by the thermal inertia of the hot wire. However, this can
at least partially be compensated for by using in-line frequency compensation modules,
which allow for obtaining an excellent frequency response (>100 kHz) even when the hot
wire is operated in CCA or CVA mode (Tropea et al. (2007)).

In CTA mode one runs a much smaller risk of overheating the hot wire, since the
operating temperature of the wire is set directly by the experimentalist and is not the
outcome of unknown flow conditions. In the electrical circuitry a Wheatstone bridge



2

42 2. EXPERIMENTAL METHODS

is used to keep the resistance of the hot wire Rw at a constant value, where the wire
resistance is a direct function of the wire temperature:

Rw = R0(1+α0(Tw −Ta)) (2.17)

With R0 the resistance of the wire at given reference conditions and α0 the tempera-
ture coefficient of resistance. Therefore by fixing the wire resistance, also the wire tem-
perature is kept at a constant value and a good frequency response can be obtained due
to the absence of thermal inertia effects, which are compensated for by using the Wheat-
stone bridge setup.

A drawback of the CTA operating mode is the non-linear response of the wire to tem-
perature fluctuations at low overheat ratios, which makes the linear modal analysis de-
scribed in section 2.4.3 no longer adequate. Smits et al. (1983) therefore argued that the
hot wire should only be operated in CTA mode for overheat ratios larger than 0.4.

2.4.3. LINEAR MODAL ANALYSIS AND STATIC CALIBRATION

All hot-wire measurements described in this thesis were performed in CTA operating
mode. In CTA mode the wire temperature is fixed and Eq.2.8 can therefore be simplified
to:

W = H (2.18)

Now substituting Eqs.2.9-2.10 and Eq.2.14 for heat addition and convection losses
delivers, respectively:

E 2 = pi · lw ·Nu ·k f0 ·aw ·Tr ·
(Rw +Rs )2

Rw
(2.19)

Applying logarithmic differentation to Eq.2.19 and assuming small disturbances [ ]’
with respect to a mean state [¯] , one can write:

E ′

E
= ST0

T ′
0

T0

+Su
u′

u
+Sρ

ρ′

ρ
(2.20)

Here ST0 , Su and Sρ are the sensitivity coefficients to fluctuations in the total temper-
ature, velocity and the density, respectively. Morkovin (1956) showed that Eq.2.20 can be
simplified for Mach numbers larger than 1.2. For M > 1.2, the Nusselt number becomes
virtually independent (Dewey (1965)) of the Mach number, from which it can be derived
that Sρ = Su = Sρu . The hot wire is therefore only sensitive to fluctuations in the total
temperature T0 and to fluctuations in the mass flux ρu:

E ′

E
= ST0

T ′
0

T0

+Sρu
ρu′

ρu
(2.21)

The calibration of a hot wire for supersonic applications consequently involves the
determination of the two sensitivity coefficients: ST0 and Sρu . The sensitivity coeffi-
cient Sρu can be determined fairly easy by varying the total pressure in the tunnel and
thus the mass flow rate in the test section, of course while keeping the total temper-
ature constant. The sensitivity coefficient ST0 is, however, harder to determine, since
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most supersonic wind tunnels do not provide the capability to actively control the total
temperature. Morkovin (1956) therefore proposed a different procedure, where the to-
tal temperature of the wind tunnel is kept constant, but instead the wire temperature is
varied. The sensitivity coefficient ST0 can then be calculated by means of the following
equation:

ST0 =
1

2

(

n0 +1−
1+ Aw

Aw
χ′−

1

2
m0

)

(2.22)

Where n0 = ∂ln(k f0 )/∂ln(T0) ≈ 0.91 and m0 = ∂ln(mu f0 )/∂ln(T0) ≈ 0.79 for air at a
total temperature of T0 = 278 K. The coefficient χ′ defines the logarithmic differential of
the temperature coefficient of resistance α0 evaluated at total temperature conditions.
The Dantec 55P11 single-wire probe used in this thesis has an α0 = 0.0036 K−1, which
translates into χ′ ≈ 1.0. Finally, Aw defines the generalized overheat ratio which is calcu-
lated by the following relation:

Aw =
1

2

Iw

Rw

∂Rw

∂Iw
(2.23)

The experimentally determined sensitivity coefficients Sρu and ST0 are presented in
Fig.2.5 for a range of overheat ratios. The figure furthermore shows a comparison with
the theoretical model described by Tropea et al. (2007) for a typical hot-wire system op-
erated in supersonic flow in CTA mode. Notice that Sρu is positive, whereas ST0 is neg-
ative. That is, an increase in the mass flux leads to a stronger cooling of the wire and
consequently a higher voltage is necessary to keep the wire at the same temperature.
An increase in the total temperature on the other hand reduces the cooling of the wire
and leads to a reduced output voltage. The sensitivity coefficient Sρu reaches a value of
∼0.26±0.01 for overheat ratios larger than 0.5, which is in good agreement with the theo-
retically predicted value of 0.25. The sensitivity coefficient ST0 is also in good agreement
with the theoretical model and shows a near-hyperbolic behaviour when approaching
aw = 0.

From Fig.2.5 it is clear that the fluctuations in the total temperature are best mea-
sured at a low overheat ratio, whereas the fluctuations in the mass flux should be deter-
mined at a high overheat ratio. For measuring the fluctuations in the total temperature
an overheat ratio of aw = 0.4 is used, for which the hot wire is 5.0 times more sensi-
tive to fluctuations in the total temperature than to fluctuations in the mass flux. Lower
values of the overheat would yield an even more favourable factor, but as described in
section 2.4.2, linear modal analysis breaks down for hot wires operated in CTA mode for
aw < 0.4. For measuring the fluctuations in the mass flux an overheat ratio of aw = 0.93
is used, for which the hot wire is 3.1 times more sensitive to fluctuations in the mass flux
than to fluctuations in the total temperature. Higher overheat ratios were not considered
safe, given the risks of overheating and burning the wire.

2.4.4. DYNAMIC CALIBRATION

The frequency response of the hot wire setup can be investigated by performing a square-
wave test. A step change in the bridge voltage is applied, simulating a near-discrete
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Figure 2.5: Sensitivity coefficients of the hot wire anemometer system for a range of overheat ratios, when op-
erated in CTA mode. System: Dantec 55P11 single-wire probe in combination with a DISA 55M10 CTA bridge.
Tunnel operating conditions: M = 1.7 and Re∞ = 35×106 m−1.

change in the velocity. The recorded output voltage (usually via a connected oscillo-
scope) then gives the user critical information on the stability and cut-off frequency of
the hot-wire system. Fig.2.6 shows the response of the hot wire system to a square wave
test for tunnel-off and tunnel-on (M = 1.7, Re∞ = 35×106 m−1) conditions. All exper-
iments were performed with a Dantec 55P11 single-wire probe in combination with a
DISA 55M10CTA bridge, which was set to an overheat ratio aw = 0.93. The Dantec sys-
tem allows for an adjustment of the servo loop’s amplifier gain. A high value of the gain
results in a fast response of the system, but also leads to a large undershoot in the hot
wire response. For a stable operation of the hot wire system it is important that the am-
plitude of the undershoot is less than 15% of h, which is the amplitude of the initial volt-
age overshoot (Bruun (1995)). This is only the case when operating the hot wire system
at a gain of G = 222, for which an undershoot of 0.12h is recorded. The cut-off frequency
fc can be calculated from the width τw of the initial overshoot by the following relation:

fc =
1

1.3τw
(2.24)

For a gain setting G = 222 and tunnel-on conditions the wire response time equals
τw = 11µs and the cut-off frequency thus equals fc = 70 kHz. The cut-off frequency of
the wire is much smaller under tunnel-off conditions ( fc = 15 kHz), but on the other
hand also more stable, in the sense that the undershoot is smaller (<5%). Under tunnel-
off conditions it is therefore possible to operate the system at higher gains, while still
keeping a stable response (undershoot less than 0.15h). It is therefore important to al-
ways perform the dynamic calibration procedure while running the wind tunnel.
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Figure 2.6: Square-wave test for tunnel-on (M = 1.7, Re∞ = 35× 106 m−1) and tunnel-off conditions, using
different gain settings.

2.4.5. DATA REDUCTION

Hot wire anemometer measurements are used in this thesis to study the freestream tur-
bulence spectrum of the wind tunnel. In section 2.4.3 it was shown that, depending
upon the overheat settings, the hot wire is sensitive to either fluctuations in the mass
flux and/or to fluctuations in the total temperature. For describing the freestream con-
ditions it would, however, also be useful to have the freestream pressure fluctuations
available. The pressure fluctuations can be derived from the mass flux fluctuations un-
der the assumption of having a purely acoustic disturbance field. This a reasonable as-
sumption for most supersonic wind tunnels, for which the fluctuations in the freestream
are mostly caused by the acoustic waves radiated by the turbulent wall boundary layers
(Laufer (1961)).

The goal of this section is therefore to find an explicit relation between the mass flux
and pressure fluctuations. The first step here is to linearize the equation for the mass
flux m:

m∞+m′ = (ρ∞+ρ′) · (U∞+u′) (2.25)

m′

m∞
=

ρ′

ρ∞
+

u′

U∞
(2.26)

From the isentropic relations it is known that:

p =C ·ργ (2.27)

Which upon linearization and substitution in Eq.2.26 gives:

m′

m∞
=

1

γ

p ′

p∞
+

u′

U∞
(2.28)
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The next step is to rewrite u′/U∞ in terms of the acoustic pressure fluctuations. For
that, consider the flow field sketched in Fig.2.7(a) for a stationary acoustic source placed
in a supersonic flow field. The envelope of the acoustic waves forms a Mach wave, which
is inclined under an angle µ with respect to the freestream. The Mach angle µ is calcu-
lated as:

µ= asi n

(

a · t

M∞ ·a · t

)

= asi n

(

1

M∞

)

(2.29)

In a supersonic turbulent boundary layer noise is radiated by large-scale pressure-
carrying eddies (Duan et al. (2014)), which are not stationary in time, but convect with
the flow at a bulk Mach number Mb . Laufer (1964) showed that the bulk Mach number
Mb varies in a near-linear fashion with the freestream Mach number, with Mb = 0.34 for
M∞ = 2 and Mb = 0.57 for M∞ = 5. From the extrapolation of this trendline it is found
that at a Mach number of 1.7, the bulk Mach number equals Mb ≈ 0.32.

Figure 2.7: The formation of the Mach envelope for a stationary (a) and moving acoustic source (b)

Given this information it is necessary to correct Eq.2.29 for the effects of the non-
stationary acoustic sources. Fig.2.7(b) shows an updated sketch of the flow field. From
this figure an updated Mach angle µ∗ is calculated as follows:

µ∗ = asi n

(

1

M∞−Mb

)

(2.30)

The pressure jump p ′ over the acoustic wave can be related to the velocity jump nor-
mal to the wave u′

n by the following relation (Liepmann and Roshko (1957)):
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u′
n

U∞
=−

1

γM∞

p ′

p∞
(2.31)

The hot wire is, however, only sensitive to fluctuations in the streamwise direction u′

of the flow:

u′

U∞
= si n(µ∗)

u′
n

U∞
=

−1

γM∞(M∞−Mb)

p ′

p∞
(2.32)

Substitution of Eq.2.32 in Eq.2.28 delivers a direct relation between the pressure and
mass flux fluctuations in a supersonic flow for acoustic disturbances:

p ′

p∞
=

(

γM∞(M∞−Mb)

M∞(M∞−Mb)−1

)

m′

m∞
(2.33)

2.5. PARTICLE IMAGE VELOCIMETRY
Particle Image Velocimetry (PIV) is an essentially non-intrusive technique which relies
upon the addition of small tracer particles to the fluid. A sketch of a typical PIV arrange-
ment is presented in Fig.2.8. The camera in Fig.2.8 acquires two images in short succes-
sion of each other (the time delay is typically ∆t ∼ 1µs in supersonic flows), such that
the same particles are recorded in both images although shifted by a small amount. To
capture these tiny and fast moving particles on film, a large amount of light is required,
which is typically delivered by a laser that can produce two high-energy pulses for the
given time separation ∆t and ‘freezes’ the location of the particles in both frames. Using
computer algorithms the particle movement from the first to the second image can be
obtained. Since the time separation between both images is known, the velocity of the
particle and thus of the flow can be computed.

Within this measurement chain three critical components can be identified: the flow
seeding (section 2.5.1), particle imaging and illumination (section 2.5.2) and the data
processing techniques (section 2.5.3). All three components will be addressed in the
following sections.

2.5.1. FLOW SEEDING

The selection of the right seeding particles is of great importance when performing a PIV
experiment. A key parameter here is the diameter of the particle dp , which impacts both
the light scattering properties of the particles and the response time of the particle τp .
The amount of light scattered by the particles varies with d 2

p in the Mie scattering regime
(Raffel et al. (2007)). Mie scattering occurs when the diameter of the particle dp is larger
than the wavelength λ of the light it is reflecting, which is the case for most PIV exper-
iments. Larger particles are therefore much easier to detect by camera and this conse-
quently eases the requirements on the sensitivity of the camera and/or the power output
of the laser. It should be mentioned here though that the light scattering properties of
tracer particles are not solely determined by their diameter. Also their refractive index
with respect to the surrounding fluid and their orientation of the camera with respect to
the laser can greatly affect the recorded light intensity.
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Figure 2.8: Schematic overview of a particle image velocimetry arrangement in a wind tunnel (Raffel et al.
(2007))

Unfortunately, however, larger particles also suffer from having a longer response
time. This is an important characteristic to take into account, especially in supersonic
flows where sharp discontinuities and strong velocity gradients may occur. The motion
of small spherical particles is governed by two major factors: inertia and viscous drag, as
expressed by the following first order differential equation (after Melling (1997)):

dUp

d t
=−

3

4
cd Redp

µ f

ρp d 2
p

(Up −U ) =−K (Up −U ) (2.34)

with cd being the drag coefficient of the particle, ρp the density of the particle, Redp

the Reynolds number based on the particle diameter dp and µ f the dynamic viscosity
of the fluid. Up presents the velocity of the particle and U the actual velocity of the
flow. The difference between Up and U presents the slip velocity and the factor K can be
viewed as the ‘gain’ of the system. The smaller the particle diameter, the larger the gain
K and the faster the particles will respond to sudden accelerations in the flow.

In this PhD thesis, two types of seeding were used: Di-ethyl-hexyl-sebacate (DEHS)
and Titaniumdioxide (TiO2, 30 nm grain size). DEHS is an oil-based type of seeding with
a particle life time of several hours. The particles were generated by a PIVTEC PIVpart45
seeding generator. The seeding generator consists of a container with oil and a series of
45 Laskin nozzles which are dipped into the oil reservoir. The Laskin nozzles are con-
nected via a pressure regulator to the high-pressure air supply of the laboratory. For an
effective operation of the Laskin nozzles typically an overpressure of 1 bar is provided
compared to the settling chamber pressure of the wind tunnel. The Laskin nozzles in-
troduce sonic jets inside the oil reservoir, which result in the formation of small bubbles.
The bubbles contain even smaller (∼1 µm) DEHS droplets, which are carried to the sur-
face of the oil reservoir by the bubbles. Typically an impactor plate is installed inside of
the seeder to block the larger particles and only allow the smaller particles to enter the
wind tunnel.

TiO2 particles are of a solid nature and readily available due to their many applica-
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tions in industry (for instance sun screen). They have the advantage of reflecting signif-
icantly more light than the DEHS particles, while typically only having a slightly larger
particle response time (Ragni et al. (2010)). The particles are injected in the tunnel by
means of a home-built pressurized cyclone seeder. The advantage of a cyclone type of
seeder is that a much higher seeding concentration can be obtained than with the DEHS
seeder, which especially for the experiments described in part I of this thesis on thin
(∼0.2 mm) laminar boundary layer turned out to be of critical importance. The disad-
vantage of TiO2 particles is that they do not evaporate like DEHS particles and remain in
the tunnel for an indefinite amount of time. This can be problematic when, for instance,
performing hot-wire experiments in a later stage of an experimental campaign. Large
TiO2 particles can easily break a thin hot wire. Another disadvantage of TiO2 particles
is that they tend to form agglomerates, which have a much larger response time than
the original particles. These agglomerates can be broken up, at least partially, by heating
(120◦C for 40 minutes) the particles prior to usage.

The particle response time was assessed by means of an oblique shock wave test
(Ragni et al. (2010)). A shock wave provides a near-discontinuous (∼102 nm) jump in
the flow velocity and is therefore ideal to check the response time of the particles. The
shock tests on the DEHS and TiO2 tracer particles were performed for the same tunnel
operating conditions (M∞ = 1.7, Re∞ = 35×106 m−1, θ = 3◦), but during two separate
experimental campaigns with a different experimental setup. For the DEHS test case
a 16 megapixel Lavision Imager Pro LX camera was used, which was operated in auto-
correlation mode (i.e. both laser pulses were acquired in the first frame). For the TiO2

test case a 2 megapixel Lavision Imager LX camera was used, which was operated in
cross-correlation mode. More details on the experimental setups can be found in Table
2.1.

The particle images were rotated over the shock angle and the interrogation windows
were aligned with the oblique shock wave. Processing was done by means of a home-
built PIV code (Fluere), using the ensemble correlation technique and 32x128 windows
(75% overlap), the windows being stretched in the direction that is tangential to the
shock wave. The particle response over the shock for DEHS and TiO2 tracer particles
is presented in Figs.2.9(a) and 2.9(b), where u∗

n is defined as:

u∗
n =

un −un,post

un,pr e −un,post
(2.35)

un being the velocity component normal to the shock wave and un,pr e and un,post

the normal velocity component before and after the shock, respectively.

Fig.2.9(a) shows the velocity drop over the shock (xn = 0 mm) in linear scaling. Close
to the shock wave location some oscillations are observed in the velocity profile recorded
for the DEHS particles, which can be attributed to aero-optical aberrations due to varia-
tions in the refractive index field (Elsinga et al. (2005a)). These distortions are less clearly
present in the data acquired for the TiO2 particles, due to a different viewing angle α

of the camera with respect to the shock wave (DEHS: α = −0.6◦, TiO2: α = −3.1◦) . A
more elaborate discussion on how optical aberrations are affected by the viewing angle
is provided in section 3.6.2. It is worth mentioning though that the estimated particle
response time is virtually independent of the used camera viewing angle.
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Figure 2.9: Results of the shock test in (a) linear scaling (b) semi-logarithmic scaling

In Fig.2.9b the same data as Fig.2.9a is plotted but now using a logarithmic scaling
which allows for obtaining an unambiguous value of the particle response time (Ragni
et al. (2010)). The exponential behaviour of the velocity decay is clearly visible and a
fitting procedure delivers particle response lengths ξp of 0.57 mm and 0.68 mm for the
DEHS and TiO2 tracer particles, respectively. This translates into particle response times
τp of 1.91 µs and 2.48 µs, respectively. These values agree reasonably well with the parti-
cle response time measurements performed by Ragni et al. (2010). For DEHS they mea-
sured typical response times of 1.92 - 2.02 µs and for TiO2 (30 nm crystal size) slightly
longer response times of 2.13 - 2.27 µs were reported.

Ragni et al. (2010) also found that for an accurate estimate of ξp and τp , one has to
satisfy the following conditions: W S/ξp < 1 and ∆t/τp < 1, with WS being the window
size and ∆t the pulse separation. These conditions are satisfied for both the measure-
ments on the DEHS and TiO2 seeding particle (see Table 2.1).

Table 2.1: Experimental settings for the seeding assessment

DEHS TiO2

Camera
Lavision Imager Lavision Imager
Pro LX (16 MP) LX (2MP)

Operation mode Auto-correlation Cross-correlation
Object focal distance f 200 mm 105 mm
F-number f# 11 16
Magnification 1.02 0.57
Spatial resolution 138 pix/mm 130 pix/mm
Pulse separation time ∆t 250 ns 430 ns
W S/ξp 0.41 0.18
∆t/τp 0.13 0.17

2.5.2. PARTICLE IMAGING

The tracer particles are projected on the CCD chip of the camera by means of a single
lens or a series of lenses. The resolution of any finite sized lens is limited by the effects of



2.5. PARTICLE IMAGE VELOCIMETRY

2

51

Fraunhofer diffraction. That is, a point-like feature will not be imaged as a point on the
CCD chip, but as an Airy disk of finite diameter ddi f f :

ddi f f = 2.44 f#(M +1)λ (2.36)

Where f# defines the ratio of lens focal distance to aperture, M defines the magnifi-
cation of the recording and λ defines the wavelength of the recorded light. The recorded
diameter of a finite size tracer particle dτ is therefore the combined result of both geo-
metric (dg ) and diffraction limited imaging (ddi f f ), and is calculated as:

dτ =
√

d 2
g +d 2

di f f with dg = Mdp (2.37)

Where dp is the physical size of the tracer particle. Since most PIV applications in-
volve very small particles (dp∼1 µm) it usually holds true that ddi f f >> dg and thus
dτ∼ddi f f . The recorded particle diameter can therefore be tuned by altering the mag-
nification of the measurement or by operating the camera at a higher / lower f#. The
wavelength λ can usually not be changed and is fixed by the available laser system. The
ideal particle diameter for PIV measurements is on the order of ∼2 pixels (Raffel et al.
(2007)), because sub-pixel interpolation schemes usually fail for particles that are of a
much smaller or larger diameter, as such limiting the accuracy of the velocity measure-
ments.

Another important factor to consider in setting up a PIV experiment is the depth of
focus δz of the system, which can be estimated by the following relation:

δz = 4.88λ

(

f#(M +1)

M

)

(2.38)

In-focus imaging of the particles is only possible when the lasersheet thickness is
smaller than the depth of focus of the imaging system. From Eq.2.38 it follows that for
high-magnification measurements it is typically necessary to also use a high value for f#,
in order to maintain a sufficient depth of focus to image all particles in the laser sheet in
focus. However, a high value for f# also implies a smaller aperture and thus a reduced
light intensity for the recording, which can have a negative impact on the signal-to-noise
ratio of the measurement.

2.5.3. DATA REDUCTION

A PIV experiment delivers the user a series of raw PIV image pairs. Before these images
can be used for the extraction of velocity field data, usually first some pre-processing
steps are required to improve the quality of the recorded particles. The required pre-
processing steps are tailored to the specific application and may differ from experiment
to experiment. For some experiments one might want to correct for wall reflections by
applying a sliding minimum filter over time (see section 8.1.3), whereas in other exper-
iments one needs to correct for camera read-out noise or oscillating walls (see section
3.4). The specific pre-processing steps will therefore be discussed per experiment.

The pre-processed images in this thesis were further analysed by the commercially
available software package Davis and / or by our in-house built PIV code Fluere. The
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core of both codes is formed by the cross-correlation operator, which allows for the cal-
culation of particle displacements from the raw PIV image pairs. To apply the cross-
correlation operator, the image pairs are first divided in a 2D array of rectangular inter-
rogation windows of size MxN pixels. Per interrogation window one velocity vector is
calculated based upon the average motion of the particles contained within the volume.
Most of the particles recorded in frame 1 (acquired at time t1) should therefore also be
present in frame 2 (acquired at time t2 = t1 +∆t ), though shifted by a number of pix-
els (d x,d y) in the horizontal and vertical direction, respectively. The particle shift per
interrogation window can be calculated by evaluating the cross-correlation coefficient
between frame 1 and frame 2 for a range of particle shifts (the search radius):

C (d x,d y) =

∑M
i=0

∑N
j=0

(

I1(i , j )−µI1

)(

I2(i +d x)( j +d y)−µI2

)

σ1σ2
(2.39)

Here I presents the intensity map of the interrogation window and µI presents the
average intensity of that particular interrogation window. The correlation coefficient is
normalized with the standard deviation σ, defined as:

σ=

√

√

√

√

M
∑

i=0

N
∑

j=0

(

I (i , j )−µI
)2

(2.40)

The location (d x,d y) with the highest correlation coefficient corresponds to the cor-
rect particle displacement for that particular interrogation window. Although correla-
tion coefficients are usually only calculated for integer pixel shifts, sub-pixel accuracy
can still be obtained by fitting a 3-point Gaussian curve to the correlation peak and its
direct neighbours (Willert and Gharib (1991)). This approach typically delivers correct
particle displacements within a 0.1 pixel accuracy range Raffel et al. (2007).

The size of the interrogation windows in this approach is limited by the rule-of-
thumb that not more than 25% of the particles may leave the interrogation window be-
tween frame 1 and 2 (Raffel et al. (2007)). However, smaller interrogation windows and
thus higher spatial resolutions are possible if a multi-grid approach is used. The particle
displacements are first calculated for large interrogation windows, as such delivering the
global movement of the flow. These global displacement vectors then act as a predictor
for the next iteration, for which smaller interrogation windows can be used without run-
ning the risk of losing an excessive number of particles between frames. The multi-grid
approach therefore makes it possible to combine the requirements of having 1) a large
dynamic measurement range and 2) recording particle displacements at high resolution.

In shear flows it is furthermore very useful to apply the window deformation tech-
nique described by Scarano and Riethmuller (2000). A strong in-plane velocity gradient
leads to a stretched correlation peak, for which it is harder to determine with sub-pixel
accuracy the location of the peak. This can be improved by not working with rigid rectan-
gular interrogation windows, but by deforming the windows with the local shear rate of
the flow. A further decrease in correlation noise can be obtained by applying (Gaussian)
window weighting to the interrogation windows (Astarita (2007)). As such putting more
emphasis on the movement of the particles in the centre of the interrogation window,
instead of those at the edges.
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The measurement and processing uncertainties related to PIV measurements are
discussed in detail in section 3.6 of this thesis, where special emphasis is placed on the
difficulties involved with measuring thin (∼0.2 mm) laminar supersonic boundary lay-
ers.
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3
EXPERIMENTAL SETUP AND DATA

REDUCTION TECHNIQUES

This part of the thesis focuses on a series of experiments that were performed on laminar
and transitional oblique shock wave reflections. All the experiments were performed in
the TST-27 transonic / supersonic blowdown wind tunnel of the TU Delft. The tunnel
and flow conditions are discussed in section 3.1 of this chapter, where special attention
is given to the characterization of the freestream fluctuations.

The study of laminar shock wave-boundary layer interactions necessitated the de-
sign of a new experimental setup (see section 3.2), which consists of a flat plate for grow-
ing a new laminar boundary layer and a shock generator for generating an impinging
oblique shock wave. The models can be translated with respect to each other and the
angle of attack of the shock generator can be changed, therefore allowing the study of
laminar, transitional and turbulent interaction for a wide range of shock strengths.

Particle Image Velocimetry (PIV) served as the main flow diagnostics tool in this
study, supported by oil-flow visualizations, schlieren visualizations and infrared ther-
mography measurements. Measuring supersonic transitional boundary layers with PIV
for high Reynolds number supersonic flows proved to be very challenging due to the ex-
tremely thin laminar boundary layer (∼0.2 mm), the high shear rates (∼0.9 pixel/pixel)
and the non-uniform seeding distribution. Special attention has therefore been given to
the experimental setup and the subsequent data (pre-)processing, which are described
in section 3.3 and 3.4-3.5, respectively. Finally, section 3.6 provides an overview of the
main sources of uncertainty and their impact on the recorded velocity field, the reversed
flow region and the main boundary layer parameters.

Parts of this chapter have been published in Experiments in Fluids 56(6) (Giepman et al. (2015b)) and parts
were presented at the 44th AIAA Fluid Dynamics Conference (Giepman et al. (2014c)) and the 17th Interna-
tional Symposium on Application of Laser Techniques to Fluid Mechanics (Giepman et al. (2014a)).
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3.1. FLOW FACILITY
The experiments were carried out in the TST-27 blowdown transonic / supersonic wind
tunnel of Delft University of Technology, see Fig.3.1. The facility is able to generate flows
in the Mach number range of 0.5 to 4.2 in the test section. The Mach number is set by
means of a continuous variation of the throat section and flexible nozzle walls. The air
is supplied from a storage vessel of 300 m3 charged to 42 bar and stored at ambient tem-
perature, which allows a blow-down operating use of the tunnel of approximately 300
seconds maximum (depending on operating conditions), before recharging is required.
Typical run times applied in practice are restricted to less than 30 sec. Due to the emp-
tying of the storage vessel the total temperature decreases slightly during the course of
a run, by approximately 4-5 K for a 30 second wind tunnel run. On average, test section
total temperatures of T0 ≈ 278 K were recorded.

In the present experiments, tunnel operation is in the low-supersonic regime with
freestream Mach numbers in the range of 1.6 - 2.3. The freestream Reynolds was fixed to
a value of Re∞ = 35×106 m−1, which corresponds to stagnation pressures of 2.2 bar and
3.0 bar for freestream Mach numbers of 1.6 and 2.3, respectively.

The settling chamber of the wind tunnel has a square cross section of 800 mm × 800
mm. In the first section of the converging nozzle the flow channel contracts in lateral
direction only, to the final (constant) channel width of 280 mm. Subsequently, the noz-
zle upper and lower walls provide the (continuously adjustable) contoured converging-
diverging shape, symmetrical with respect to the tunnel centre line, to produce the re-
quired Mach number in the test section. The distance from the throat to the centre of the
test section measures approximately 2 meters. The major components and dimensions
of the nozzle and test section are indicated in the technical drawing of Fig.3.1.

Figure 3.1: Geometry of the TST-27 transonic / supersonic blowdown wind tunnel.

As this study deals with boundary layer transition, which is sensitive to external flow
disturbances (Van Driest and Blumer (1962)), hot-wire measurements were performed
to quantify the freestream turbulence level of the tunnel at the baseline operating con-
ditions (M∞ = 1.7 and Re∞ = 35× 106 m−1). The hot wire was operated at a relatively
high overheat ratio of 0.93, in order to make sure it is mostly sensitive to fluctuations in
the mass flux (ρu)′ and not to fluctuations in the total temperature (see the discussion



3.1. FLOW FACILITY

3

59

in section 2.4). From the measurements it followed that the r.m.s. level of the freestream
mass flux equals 7.7×10−3ρ∞u∞.

The measured mass flux fluctuations can be converted to pressure fluctuations un-
der the assumption that the disturbances in the tunnel are purely acoustic (Laufer (1964)),
which is a reasonable assumption for a non-quiet supersonic wind tunnel (Laufer (1961)).
Following the approach outlined in section 2.4.5 it is found that the r.m.s. level of the
pressure fluctuations equals 1.9×10−2p∞.

To further investigate the nature of the freestream disturbances, the shape of the
spectrum of the pressure fluctuations has been compared to the spectra measured in the
works of Laufer (1964) and Duan et al. (2014) (see Fig.3.2). Duan et al. (2014) performed
DNS simulations on a supersonic (M = 2.5) turbulent boundary layer and analysed the
radiated acoustic pressure field. Laufer (1964) performed hot wire measurements in the
freestream of a M = 2 supersonic wind tunnel and converted the measured mass flux
fluctuations to pressure fluctuations. Fig.3.2 presents the normalized power spectral
density. The data of Laufer (1964) and Duan et al. (2014) is not available for ωδ/U∞ <
0.2. Therefore to allow a fair comparison with the current dataset, the spectrum nor-
malization is performed such that the integral over the frequency range ωδ/U∞ > 0.2
equals unity for all three cases. For the current measurements pr ms (ωδ/U∞ > 0.2) =
1.06×10−2p∞. The non-dimensional frequency bound of 0.2 corresponds to a dimen-
sional frequency of 0.7 kHz. This is based upon a freestream velocity of U∞ = 452 m/s
and a tunnel wall boundary layer thickness of δ= 2.0 cm.
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Figure 3.2: Energy spectrum of the freestream pressure fluctuations

In the work of Laufer no exact values were given for the boundary layer thickness δ. It
is only mentioned that δ varies from 2.5 to 5.6 cm when increasing the freestream Mach
number from 1.5 to 5. Duan et al. analysed the data of Laufer and came to the conclusion
that the boundary layer thickness should have been ∼3.1 cm for a Mach number of 2.
This value has also been used here for presenting the data of Laufer in Fig.3.2.

The spectral data of the current experiment is in good agreement with the numerical
data of Duan et al. Both datasets display a ω−7/3 frequency dependence for 1 <ωδ/U∞ <
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10. For higher frequencies the data from the current measurement starts to deviate from
the -7/3 scaling and starts approximating a -4.5 scaling. The data from Duan et al. breaks
away from the -7/3 scaling for slightly higher frequencies (ωδ/U∞ > 30) and then shows
a -5 scaling. The data from Laufer shows a reasonable agreement with the data from the
current experiment and the data of Duan et al. in the lower frequency range, but starts
to deviate for ωδ/U∞ > 4.

Finally, it may be observed that the data of the current experiment shows a relatively
large low-frequency portion (ωδ/U∞ < 0.2), which contains 44% of all the energy. This
low-frequency noise cannot be attributed to the tunnel wall boundary layers and is prob-
ably related to a form of valve noise. Although the energy that is contained in this low-
frequency band is not insignificant, it is not expected that it drastically alters the tran-
sition behaviour of a flat plate boundary layer. A stability analysis (Groot et al. (2014))
performed for this particular case shows that the growth rate of the most unstable mode
in the laminar boundary layer is four orders of magnitude larger than the growth rate of
modes with a frequency of ωδ/U∞ < 0.2.

3.2. WIND TUNNEL MODELS
The experimental setup consists of two models, a full-span flat plate with a sharp leading
edge (R∼0.15 mm), which is used to generate a laminar boundary layer, and a partial-
span shock generator (see Fig.3.3). The shock generator is connected to the tunnel with
a fixed support, underneath which sloped blocks can be fitted allowing for a discrete
variation of the flow deflection angle θ. Experiments were carried out for angles in the
range of θ = 1− 5◦. The holders of the full-span flat plate contain holes and a sliding
mechanism that allows for an accurate placement of the impinging shock wave in the
laminar, transitional or turbulent part of the flat plate the boundary layer.

The models were designed to be as slender as possible to limit the amount of block-
age and to ensure a steady operation of the wind tunnel at this relatively low supersonic
Mach number of 1.7. Schlieren visualizations were used to verify that the tunnel was
started properly. Fig.3.4 shows a case where the oblique shock wave is impinging ap-
proximately 31 mm from the leading edge of the flat plate. The flat plate itself creates a
very weak leading edge shock wave (θ∼0.1◦), which first reflects on the shock generator
and then on the flat plate (sufficiently far downstream of the area of interest).

3.3. PIV ARRANGEMENT
The PIV measurements were performed with two Lavision Imager LX cameras, placed on
either side of the tunnel. The fields of view (12.5×5 mm2) of the two cameras overlap by
approximately 3 mm, to allow for the proper recombination of the images. The cameras
have a CCD chip of 1624×1236 pixels, which is cropped in the wall normal direction from
1236 to 651 pixels to increase the data acquisition rate (acquisition frequency of 10.2 Hz).
The cameras were equipped with a 105 mm micro Nikkor lens ( f# = 16), resulting in a
magnification of 0.57 and a spatial resolution of 130 pixels/mm. At this resolution a 0.2
mm thick laminar boundary layer (conditions at x = 40 mm) is imaged onto 26 pixels. An
even higher spatial resolution therefore might seem beneficial, however, increasing the
magnification also implies a smaller depth of focus, which has to be compensated for by
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Figure 3.3: Side view (a) and bottom view (b) of the wind tunnel configuration (in grey: flat plate model, in
black: shock generator)

an increase of the f# to avoid out-of-focus particles. The latter has the disadvantage of
lower intensity particles with a larger particle diameter. A trade-off was made between
these conflicting requirements and the presented settings were found to be optimal for
these particular measurement conditions.

An important advantage of the cameras that are used is the short interframe time
of 430 ns that can be achieved. At the given spatial resolution, this value results in a
freestream particle displacement of ∼24 pixels between two successive frames and a
shear ratio of ∼0.9 pixel/pixel for conditions that apply to a laminar boundary layer at
40 mm from the leading edge. Although this is a relatively high value for the shear ratio
(typically it is preferred to keep it below 0.3 (Meunier and Leweke (2003)), the correlation
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Figure 3.4: Schlieren visualization of the wind tunnel configuration

peak can still be constructed with good accuracy. For an overview of the camera settings
see Table 3.1.

Illumination is provided by a double-pulse Nd:YAG Spectra Physics Quanta Ray PIV-
400 laser, which is operated at a laser power of 140 mJ per pulse. The pulse duration
is less than 7 ns, which translates into a particle displacement during illumination of
less than 0.4 pixel and therefore introduces negligible particle blur. The flow was seeded
with TiO2 particles (30 nm crystal size), which have a response time of τp = 2.48 µs after
dehydration (the seeding was heated for 40 minutes at 120◦C before usage). In the region
of the incident shock wave this translates into a response length of ξp = 0.7 mm. The
response time / length were determined by performing an oblique shock wave test (see
also section 2.5.1).

Table 3.1: Viewing configuration of the PIV cameras

Parameter Value

Measurement area 12.5 x 5.0 mm2

1624 x 651 pixel2

Laser sheet thickness 1.5 mm
Digital imaging resolution 130 pixels/mm
Object focal length f = 105 mm
F-number f# = 16
Laser pulse separation 430 ns
Freestream particle displacement 24 pixel
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3.4. PRE-PROCESSING THE PIV DATA

3.4.1. CORRECTION FOR FIXED-PATTERN CAMERA READ-OUT NOISE

The mean noise level of the Lavision Imager LX cameras is approximately 150 counts
with a random component of 13 counts. Superimposed on this random noise is a con-
stant fixed-pattern noise caused by the progressive-scan readout of the CCD chip. This
noise is very weak in individual images (1-3 counts) and exhibits a negligible effect on
the correlation peak for single-pair correlation. The situation is, however, different when
employing the ensemble correlation technique Meinhart et al. (2000). The ensemble cor-
relation of constant fixed-pattern noise builds up to yield a coherent component of the
correlation whose height is of the order of the correlation peak resulting from the particle
displacement.

Fig.3.5(a) shows an example of a typical correlation peak without the removal of the
fixed-pattern noise. Diagonal lines are present in the correlation plane running from the
top left to the bottom right part of the image. To estimate the location of correlation peak
with sub-pixel accuracy, a 3-point Gaussian fit is employed, which uses the central peak
and its direct neighbours. The accuracy of this fit is deteriorated by the presence of the
diagonal lines and consequently so is the accuracy of the estimated velocity vector.

The source of these diagonal lines is expected to be related to the progressive scan
read out process of the camera. Therefore, a dark camera image (no laser or particles)
was analysed in the frequency domain to capture the pattern without interference from
the particle images (see Fig.3.6(a)). A number of distinct peaks appear in the frequency
domain, which were found to coincide with secondary peaks present in the images ac-
quired during the experiment (see Fig.3.6(b)). The peaks are spaced by 1/8th of a wave
number in x-direction and by 1/4th of a wave number in y-direction. It is therefore pos-
sible to transform all camera images to the frequency domain, remove the peaks cor-
responding to the read-out noise and to transform the images back using an inverse
Fourier transform. After this processing step the correlation peak looks much cleaner as
can be seen in Fig.3.5(b).

3.4.2. CORRECTION FOR PLATE VIBRATIONS

The plate vibrates slightly during the run (0.03 mm r.m.s.), however, due to the high mag-
nification measurements this corresponds to wall displacements of ∼4 pixels in the im-
ages. As a result, particle reflections from the wall sometimes enter the domain used for
calculating the velocity profiles. While conversely actual particle pairs are sometimes
covered by the mask that is applied to mitigate laser reflections. Therefore a procedure
has been implemented that identifies the wall location in every image and then shifts
all images to a nominal reference position. The wall identification method takes advan-
tage of the particle reflections that are present in the image and positions the wall at the
midpoint between the particles and their reflections.

The determination of the wall location is an iterative process. First, a wall location
is assumed and the particle images below the wall are mirrored and correlated to the
particle images above the wall. Ideally, for the correct wall location, the process should
return a correlation peak in the origin and a correlation coefficient of 1. In practise,
however, the exact location of the peak cannot be determined accurately enough due to
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Figure 3.5: Correlation peaks obtained by means of the ensemble correlation technique in a turbulent bound-
ary layer approximately 90 mm from the leading edge of the flat plate at 0.4δ99. (a) No pre-processing (b)
Read-out noise removed (c) Corrected for wall movements (d) Min-max filtered.

vertical streaks in the reflections and therefore only the correlation peak coefficient is
used as indicator. So, for a range of possible wall locations the correlation coefficients
are computed and the location that results in the highest coefficient is identified as the
best approximation of the wall location.

3.4.3. NORMALIZATION OF PARTICLE INTENSITIES

The raw PIV images contain particles of widely varying intensities. To normalize the im-
age contrast, a min-max filter is employed with a kernel size of 6 pixels, which is em-
pirically found to deliver the best results. Min-max filtering reduces the intensity of
the large / bright particles and increases the intensity of the smaller and weaker par-
ticles. This consequently reduces the average particle image diameter from 3.6 pixels
before filtering to 2.4 pixels after filtering. This effect is clearly visible in the correlation
peak of Fig.3.5(d), which is narrower than the one obtained without min-max filtering
(Fig.3.5(c)). It is generally conceived that the three-point Gaussian peak estimators work
best for particle diameter of 2-3 pixels (Raffel et al. (2007)).

3.5. PROCESSING THE PIV DATA

Because of the very thin boundary layer (∼0.2 mm at 40 mm from the leading edge), only
a limited number of pixels are available that can be used to reconstruct the velocity pro-
file. At the given spatial resolution of 130 pixels/mm (see Table 3.1), this results in 26
pixels. Thin and elongated interrogation windows are therefore required to have a suffi-
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Figure 3.6: Fourier transformed camera images, presented is the normalized magnitude |Y |/|Y |max as a func-
tion of the wave number in x and y-direction, respectively, kx and ky . The red circles mark the read-out noise
peaks that were identified in the dark image. (a) Dark image (b) Typical PIV image (c) Zoom of dark image at
peak location (0.125, 0.25) (d) Zoom of the PIV image at peak location (0.125, 0.25).

cient number of measurement points inside the boundary layer. For the boundary layer
study, windows of 256×8 pixels were used, which corresponds to 1.97 mm in the stream-
wise direction and 0.06 mm in the wall-normal direction. A window overlap of 75% was
used in the streamwise direction and an overlap of 87.5% was used in the wall normal
direction, resulting in vector pitches of 0.49 mm and 7.7 µm, respectively. These settings
are summarized in Table 3.2, together with the settings that were used for processing the
data from the shock wave-boundary layer interaction measurements.

Furthermore (Gaussian) window weighting is applied in order to further decrease
correlation noise (Astarita (2007)). The resulting velocity fields are post-processed with
a normalized median filter to remove spurious vectors (Westerweel and Scarano (2005))
and vector relocation (Theunissen et al. (2008)) is performed on vectors for which the
interrogation window is overlapping the wall mask. The exact implementation of the
vector-relocation algorithm of Theunissen et al. (2008) in our PIV code is discussed in
Appendix A.

Because of the thin elongated interrogation windows and the relatively low seeding
density close to the wall (see section 4.3), single image pair correlation is not well suited
for resolving the laminar / turbulent boundary layer profile. Instead an ensemble cor-
relation approach (Meinhart et al. (2000)) is used, which builds up the correlation plane
by calculating and summing up the correlation results for all the image pairs. For the
boundary layer study a total of 300 image pairs and for the measurements on the shock
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wave-boundary layer interaction 600 image pairs were collected per field of view.
The image pre-processing steps were performed in Matlab and the ensemble cor-

relation technique was implemented in our in-house built iterative multi-grid window
deformation PIV code Fluere, which is based upon the work of Scarano and Riethmuller
(2000).

Table 3.2: PIV processing settings

Configuration Interrogation windows Vector pitch

pixels mm2 x-dir y-dir
[mm/vec] [mm/vec]

Boundary layer study 256×8 1.97×0.06 0.49 7.7×10−3

Oblique shock wave reflection 96×8 0.74×0.06 0.18 15×10−3

3.6. UNCERTAINTY ANALYSIS
The PIV measurements are subject to various sources of uncertainty. This section identi-
fies the main sources of uncertainty and discusses their impact on the measured velocity
fields (sections 3.6.1 - 3.6.3). Special attention is furthermore given to the extraction of
boundary layer data from the mean velocity fields (sections 3.6.4 - 3.6.5).

3.6.1. PARTICLE SLIP AND SHOCK SMEARING

The TiO2 particles that were used for the PIV experiments described in this part of the
thesis have a response time of 2.5 µs, which for the laminar flat plate boundary layer cor-
responds to a Stokes number of ∼5.6. This is a high value, which according to the study
of Samimy and Lele (1991) may result in slip velocities of up to 30% of the instantaneous
local velocity. The present investigation will therefore only address the time-averaged
velocity fields and will not deal with the unsteady effects associated with boundary layer
transition. Also this means that under the present conditions no meaningful velocity
fluctuation statistics can be obtained for the boundary layer and the interaction region.
On the mean flow field, particle slip results in a smearing of flow regions that display a
high streamwise velocity gradient. The incident shock wave is for instance spread over a
region of ∼2 mm in space.

3.6.2. AERO-OPTICAL DISTORTIONS

The presence of a shock wave in the domain of interest results in a sudden change of
the refractive index n of the medium, which typically results in a blurring of the im-
aged tracer particles (Raffel and Kost (1998)). Blurring stretches the particles in the di-
rection normal to the oblique shock wave and significantly increases the width of the
cross-correlation peak, hereby reducing the achievable signal-to-noise ratio. The effects
of blurring can be alleviated by positioning the camera under a small angle with respect
to the shock wave (Elsinga et al. (2005b)). The blurred region shifts downstream in the
image when the camera is looking in the downstream direction (i.e. from low to high
density). The exact opposite holds true when the camera is looking in the upstream di-
rection. Since the field of view of the current measurements is relatively small (12.5×5
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mm2) compared to the viewing distance (∼30 cm) only a small angle (α±3◦) is needed
to shift the blurred region outside of the field of view. This significantly improves the
quality of the PIV images and allows for a more accurate calculation of the velocity field.

However, as has been shown by Elsinga et al. (2005a), the shock wave not only intro-
duces a blurring effect on the particle images, it also results in a systematic error on the
velocity field in the vicinity of the shock wave, which cannot be removed by altering the
angle α of the camera with respect to the shock wave. Fig.3.7 presents the measured ve-
locity profile across the oblique shock wave for a range of different viewing angles. The
viewing angle with respect to the oblique shock wave is obtained by the following gonio-
metric relation: si n(α) = si n(β)si n(αx ), with αx the rotation angle of the camera and
β = 39◦ the shock angle. Un in Fig.3.7 is the velocity component normal to the oblique
shock wave and s the coordinate normal to the shock wave. The camera operating set-
tings for these measurements are listed in Table 3.1 and are the same as those used for
all other experiments presented in this study.

Due to the particle inertia, all velocity profiles in Fig.3.7 show an exponential decay
when crossing the shock wave. Besides this well-known relaxation effect, also some ad-
ditional distortions of the velocity profile are present upstream and downstream of the
shock. For positive viewing angles (looking downstream) the distortion is located down-
stream of the shock wave and for negative viewing angles it is located upstream of the
shock, which has also been observed by Elsinga et al. (2005b). For the current experi-
mental setup a positive viewing angle delivers the worst results, with a large overshoot of
4% on Un approximately 2.7 mm downstream of the shock wave. Slightly better results
are obtained for negative viewing angles, with maximum overshoots of approximately
2.5% on Un . Based upon this result it was decided to use negative viewing angles (α is -1
to -3◦) for all measurements performed in this study.
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Figure 3.7: Aero-optical distortions recorded in the vicinity of the shock wave for a range of camera viewing
angles

3.6.3. CROSS-CORRELATION ERRORS

The ensemble correlation approach (Meinhart et al. (2000)) is used to determine the av-
erage velocity fields for all cases investigated in this study. The quality of the velocity



3

68 3. EXPERIMENTAL SETUP AND DATA REDUCTION TECHNIQUES

field improves when more images are included in the dataset, but is limited by the finite
accuracy of the 3-point Gaussian peak fitting procedure used for locating the correlation
peak. An a-posteriori approach to determine the corresponding uncertainty is possible
by considering the velocity variations in the freestream. In an ideal situation the con-
verged ensemble averaged velocity in the freestream should yield the same value, small
spatial variations with respect to this value can be attributed to the finite accuracy of the
peak-fitting procedure. The r.m.s. value of the velocity variations is found to be 0.096%
of U∞ or equivalently 0.023 pixels for a dataset of 600 images. This value forms a lower
bound on the uncertainty introduced by the ensemble correlation approach.

In a turbulent boundary layer it is much harder to build up a correlation peak than in
the freestream due to the effects of shear and velocity fluctuations, which both tend to
broaden the correlation peak (Scharnowski et al. (2011)). By considering the measured
velocity variations with respect to the log-law an approximate upper bound can be given
for the ensemble correlation uncertainty. For a fully-turbulent boundary layer (x = 100
mm, no impinging shock wave) it is found that the velocity variations with respect to
a fitted Van Driest log-law equal 0.73% of the local U , or equivalently 0.12 pixels. The
uncertainties introduced by the ensemble correlation approach are therefore expected
to fall in between 0.096% and 0.73% of the local velocity U .

3.6.4. UNCERTAINTIES ON THE MEASURED REVERSED FLOW HEIGHT

The laminar boundary layer is prone to separation and consequently many of the in-
vestigated laminar SWBLIs reveal the presence of a long and flat separation bubble. The
height of the reversed flow region (u = 0 isoline) is typically not much more than 0.2 mm,
making it subject to experimental uncertainties. The three main sources of uncertainty
in this respect are: 1) the estimation of the wall location, 2) cross-correlation noise and
3) uncertainties on the wall-extrapolation procedure. These factors will be discussed in
this section.

The accuracy with which the wall location can be determined directly affects the ac-
curacy with which the size of the reversed flow region can be determined. As discussed
in section 3.4.2, a method has been developed that identifies the wall location in every
PIV image and shifts the images to a nominal reference position. The accuracy of this
method is conservatively estimated to be 1 pixel. This corresponds to approximately 8
µm, which translates into a typical uncertainty of ∼4% on the height and length of the
reversed flow region.

The velocity fields were constructed by employing the ensemble correlation tech-
nique on the PIV dataset. The laminar / transitional boundary layer displays a high ve-
locity gradient (∼0.9 pixel/pixel), while seeding conditions are harsh in the near-wall
region and aero-optical distortions are present in the vicinity of the shock wave. It is
difficult to estimate, a priori, how these individual factors will influence the reversed
flow height determination. So, instead an a posteriori estimate of the uncertainty is
given by investigating the amount of scatter on the reversed flow regions, as presented in
Fig.5.18(a). Straight lines were fitted to the upstream portion of the reversed flow region
and the cross-correlation uncertainty is estimated by calculating the r.m.s. difference
between this straight line and the experimental data points. For Mach numbers of 1.6,
1.7, 2.0 and 2.3, uncertainties of, respectively, 2%, 3%, 4% and 6% with respect to max-



3.6. UNCERTAINTY ANALYSIS

3

69

imum reversed flow height, were recorded. The seeding conditions in the interaction
region deteriorate with increasing Mach number and also the aero-optical distortions
were found to become more significant at the higher Mach numbers, as such explaining
the increased uncertainties for the higher Mach numbers.

Due to a very low level of seeding in the near-wall region of laminar separation bub-
bles it was not possible to determine the size of the reversed flow region (u = 0 isoline)
directly from the PIV data (see section 5.1.3). Therefore an extrapolation procedure was
developed (see section 5.1.3 for more details), which fits Falkner-Skan (F-S) velocity pro-
files to the velocity vectors obtained in the range of 0.2− 0.6U∞. The height of the re-
versed flow region is then derived from the F-S fitted velocity profiles. F-S velocity pro-
files have been used before by other researchers (Lees and Reeves (1964)) to approximate
the velocity field of laminar SWBLIs, but it remains questionable to what extent they cor-
rectly capture the flow field. Within the scope of this work it is important to know the
accuracy with which we can determine the height of the reversed flow region, using this
F-S extrapolation procedure.
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Figure 3.8: Application of the Falkner-Skan fitting procedure to the data of Sansica et al. (2014). (a) Velocity
profiles compared at x–xsh /δ∗i ,0 =−7. (b) Comparison of the u = 0 isolines

It was therefore decided to apply the F-S extrapolation procedure to the DNS data
of Sansica et al. (2014), who simulated a laminar oblique shock wave reflection (θ = 2◦)
at a Mach number of 1.5 and Reynolds number of Rexsh = 6.6×105. The reversed flow
region is directly available from the numerical data and is compared with the reversed
flow region that follows from the F-S extrapolation procedure (see Fig.3.8(b)), again us-
ing only the velocity data within the 0.2−0.6U∞ velocity range. The separation location
and the wall distance of maximum reversed flow are predicted correctly by the F-S ex-
trapolation procedure. The height of the reversed flow region is, however, overestimated
by ∼10% when using the F-S extrapolation procedure. The length of the bubble on the
other hand is slightly underestimated by ∼4%. These differences can be traced back to
the relatively high backflow velocities predicted by the F-S velocity profiles, which are
a factor of 2.7 larger than those of the DNS solution (see also Fig.3.8(a)). F-S velocity
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profiles are therefore not well suited to model the details of the (non-similar) flow field
inside the separation bubble, but when used as a basis for extrapolation, they do provide
a reasonable approximation of the reversed flow height and length.

3.6.5. UNCERTAINTIES ON THE SHAPE FACTOR DEVELOPMENT

The incompressible shape factor Hi is used in this study as an indicator of the state of
the boundary layer (laminar/turbulent) developing through the interaction region. The
shape factor is subject to three main sources of uncertainty: 1) The estimation of the wall
location, 2) Cross-correlation uncertainty and 3) uncertainties coming from the power-
law extrapolation procedure for the near-wall region.

As discussed in the previous section, the wall location can be estimated with an ac-
curacy of ∼1 pixel. For the laminar boundary layer upstream of the interaction onset
(x − xsh = −120δ∗i ,0, M∞ = 1.7) this translates into an uncertainty of 6% on the incom-
pressible displacement thickness, 3% on the incompressible momentum thickness and
3% on the shape factor. For a fully turbulent boundary layer downstream of the interac-
tion (x−xsh = 120δ∗i ,0, M∞ = 1.7) this delivers uncertainties of 5% on the incompressible
displacement thickness, 3% for the momentum thickness and 2% on the shape factor.
The slightly lower uncertainties for the turbulent boundary layer are related to the in-
creased boundary layer thickness, which makes the relative impact of a 1 pixel offset on
the integral parameters smaller.

The value of the shape factor is furthermore affected by cross-correlation uncer-
tainties and errors made when performing the near-wall power-law extrapolation of the
data. The latter is necessary because velocity vectors are never available all the way down
to the wall. It is difficult, however, to estimate beforehand how these two factors will af-
fect the shape factor. Therefore a similar approach is taken as in the previous section.
That is, a smoothing spline is fitted to the data of Fig.5.18(b) and the r.m.s. difference
between this spline and the experimental data points is taken as an estimate for cross-
correlation and power-law modelling uncertainties. For Mach numbers of 1.6, 1.7, and
2.0 uncertainties of 4% were recorded on the shape factor. For the M∞ = 2.3 case slightly
higher uncertainties of 6% were recorded, due to the rather adverse seeding conditions.
These uncertainties, though not negligible, are still much smaller than the jump in shape
factor observed (∼45%) at the point of boundary layer transition.



4
BOUNDARY LAYER STUDY

A good characterization of the undisturbed boundary layer and in particular the transi-
tion region is of key importance when aiming to study laminar / transitional shock wave
boundary layer interactions. A combination of measurement techniques has been em-
ployed for this purpose, namely: oil-flow visualizations, spark-light schlieren, particle
image velocimetry and infrared thermography measurements, which are described in
sections 4.1 - 4.4, respectively. The results are found to be in good agreement with each
other (section 4.5), as such delivering accurate estimates for the transition onset loca-
tion, the average transition location and the transition length. The average transition
location is defined as the location where the boundary layer shows a 50% intermittency
level, so where the flow is turbulent / laminar half of the time. The infrared thermogra-
phy measurements furthermore yielded the sensitivity of the transition location to vari-
ations in the wall temperature, with the boundary layer of course becoming more stable
for lower wall temperature.

4.1. OIL-FLOW VISUALIZATION
The oil-flow visualization (Fig.4.1) shows that, on average, the boundary layer transitions
into a turbulent state ∼70 mm from the leading edge of the flat plate. The first streaks
are, however, already formed upstream of this location and the transition onset location
appears to be located around x = 55−60 mm. In this particular visualization two large
turbulent wedges are observed that start almost directly behind the leading edge. These
local regions of turbulent flow are not caused by plate imperfections, as they appear at
different locations for different runs. Instead they are the result of small accumulations
of TiO2 particles that are present in the applied oil film layer. Although these accumula-
tions are strictly spoken unwanted, they do make the distinction between laminar and

Parts of this chapter have been published in Experiments in Fluids 56(6) (Giepman et al. (2015b)) and in AIAA
Journal 53(7) (Giepman et al. (2015c)). Furthermore, parts of the work were presented at the 44th AIAA Fluid
Dynamics Conference (Giepman et al. (2014c)), the 17th International Symposium on Application of Laser
Techniques to Fluid Mechanics (Giepman et al. (2014a)) and the 12th International Conference on Quantitative
Infrared Thermography (Giepman et al. (2014d)).
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turbulent flow very clear. Finally, the transition region is nominally two-dimensional
over ±85 mm from the centreline, which corresponds to approximately 62% of the plate
span.

Figure 4.1: Oil-flow visualization for the undisturbed boundary layer

4.2. SPARK-LIGHT SCHLIEREN VISUALIZATIONS
Spark-light schlieren measurements were performed on the flat plate boundary layer.
The spark-light delivers a short light pulse of 20 ns, thus instantaneously freezing the
flow in the schlieren image. This allows the visualization of the instantaneous turbulent
features in the flow and therefore also to distinguish the laminar from the turbulent part
of the boundary layer. The transition location is shown (see Fig.4.2) to fluctuate between
55 and 65 mm during the course of a wind tunnel run. Such fluctuations are consistent
with the intermittent character of boundary layer transition. Since the schlieren visu-
alizations present a spanwise averaged image of the flow, any turbulent portion of the
boundary layer will conceal the laminar portion of the boundary layer. The lower bound
(x = 55 mm) that is found from the schlieren visualizations should therefore be inter-
preted as the transition onset location of the boundary layer.

4.3. PARTICLE IMAGE VELOCIMETRY
The major challenge of the PIV measurements proved to be the adequate seeding of the
laminar boundary layer. Fig.4.3 illustrates the average seeding distribution in the flow
over the plate and is obtained by stitching together a total of 12 fields of view. From this
figure it is clear that there is a deficiency of seeding in the near-wall region of the flow
up to about 80 mm downstream of the leading edge, which corresponds to the laminar
and transitional region of the boundary layer. This behaviour is attributed to the high
local streamline curvature near the leading edge (1) and the high level of rotation (large
∂u/∂y) in the newly formed laminar boundary layer (2).

Regarding point (2), a particle entering the boundary layer initially moves faster than
the surrounding fluid and under these conditions the particles are subjected to a positive
lift force, pushing them away from the wall. Auton (1987) showed that (for incompress-
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Figure 4.2: Spark-light schlieren visualization of boundary layer transition. Two snapshots are presented to
highlight the intermittent character of the transition region.

ible / inviscid fluid) the acceleration experienced by the particle is proportional to the
velocity gradient ∂u/∂y and the slip velocity, the latter being a function of the particle
size. Larger particles have a longer response time and will experience larger slip veloc-
ities. The boundary layer therefore acts like a filter, with the smallest particles located
closest to the wall and the largest particles pushed away from the wall. Since there is no
mixing taking place in a laminar boundary layer, there is no mechanism that moves the
ejected particles back towards the wall. So, the gap initially present between the wall and
the properly seeded flow region remains and even grows when moving downstream. The
latter is due to the fact that as the boundary layer grows the streamlines move away from
the wall.

Figure 4.3: Average seeding distribution along the plate. The solid red line indicates the wall location.

A further illustration of the seeding distribution is given in Fig.4.4(a), which shows
the average particles per pixel (ppp) per image at 40 mm from the leading edge, where
the ppp level is calculated as the number of maxima that is, on average, detected at a
particular distance from the wall. An intensity threshold was set to avoid the counting of
non-physical background noise peaks, where peaks were considered to be physical when
the peak intensity level was at least three times higher than the random background
noise component.

From Fig.4.4(a) it is clear that virtually no seeding is detected in the first 10 pixels
from the wall (which corresponds to ∼40% of δ95). Just outside of the boundary layer, at
approximately 35 pixels (0.27 mm) from the wall, an accumulation of particles is found
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that is the result of the particles having migrated away from the wall. At 40 mm from
the leading edge δ95 is reached at ∼25 pixels from the wall. The lower 10 pixels provide
virtually no information for reconstructing the velocity field due to the lack of seeding,
but the remaining 15 pixels can still be used to extract the top 60% of the boundary layer
profile.

The resulting boundary layer profile is presented in Fig.4.4(b) together with the theo-
retical compressible Blasius solution (obtained by applying the Illingworth (1950) trans-
formation to the incompressible Blasius solution). For u ≤ 0.95U∞ an excellent agree-
ment is obtained between the experimental data and the Blasius solution. Note here
that the Blasius solution has not been fitted to the experimental data, but follows di-
rectly from theory. For u ≥ 0.95U∞ a small discrepancy can be noted between the exper-
imental data and the Blasius solution. The theoretical Blasius profile quickly reaches its
freestream velocity, whereas the experimental data shows a longer and smoother transi-
tion to the freestream velocity. Some characteristic properties of the laminar boundary
layer are summarized in Table 4.1.

Figure 4.4: Average particle distribution in the laminar boundary layer, 40 mm from the leading edge (a) and
the corresponding velocity profile (b)

Table 4.1: Boundary layer properties at x = 40 mm

PIV Blasius

δ∗i 87±5 µm 80 µm
θi 30±2 µm 29 µm
Hi 2.9±0.1 2.7
δ95 200±8 µm 170 µm

So, even though there is virtually no seeding present in the 10 pixels closest to the
wall, it is still possible to resolve the remaining 60% of the boundary layer profile. Since
the experimental results agree well with the compressible Blasius solution, it can be used
as a basis to extrapolate the experimental data to the wall. In Fig.4.3 one can also see that
the gap without seeding slowly disappears in the region of 60 to 80 mm from the lead-
ing edge. These values agree well with the extent of the transition region as determined
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by means of oil-flow and spark-light schlieren visualizations. Fig.4.3, however, provides
an averaged view of the laminar-to-turbulent transition process. When considering in-
dividual images, taken at the same downstream position, an intermittent behaviour is
observed (see Fig.4.5), in which the empty near-wall region is present in some images
and absent in others. This confirms that in the transition regime the boundary layer is
switching between a laminar and turbulent state. In the images that show a lack of seed-
ing near the wall the boundary layer is likely to be laminar, whereas in images showing
seeding all the way towards the wall as a result of increased mixing the flow is most likely
turbulent.

Figure 4.5: Comparison between laminar / turbulent seeding conditions in the near-wall region of the flow.
The field of view is centered around x = 70 mm from the leading edge.

To further analyse this intermittent behaviour, the ppp levels were calculated in win-
dows covering the region from 5-15 pixels of the wall (256 pixels were used in stream-
wise direction, 75% overlap) for every individual image. If the ppp level in the window
reached a value higher than 30% of the freestream ppp level for that particular image, it
was qualified as turbulent and otherwise it would be qualified as laminar. The threshold
value of 30% is based upon the fact that upstream of the transition region the intermit-
tency γ should approach a value of 0, whereas downstream of the transition region it
should approach a value of 1. Selecting the threshold value too low / high results in too
many samples being classified as turbulent / laminar. The exact level of the threshold
has little effect though on the average transition location. For threshold values in the
range of 15% - 45% a variation of ±2 mm is noted on the estimated average transition
location.

Fig.4.6 shows the results of the intermittency analysis and although there is some
scatter present in the experimental data, one can clearly discern a smooth transition
from laminar to turbulent flow taking place over approximately 35 mm. The distribution
shows an inflection point around x = 71 mm, where the boundary layer is laminar half of
the time and turbulent the other half of the time. The experimental data is compared to
the semi-empirical intermittency distribution of Dhawan and Narasimha (1958), which
is given by the following relation:

γ= 1−e−0.412ξ2
(4.1)

with γ being the intermittency and ξ = (x − xT )/λ. Here xT is the onset location of
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the transition region and λ = xγ=0.75 − xγ=0.25, which denotes the distance between the
x-locations where the flow is turbulent 75% and 25% of the time. Based upon the ex-
perimental data from Fig.4.6, xT = 55 mm and λ = 13 mm. Equation 4.1 is based on
the hypothesis of a localized laminar breakdown and the formation of turbulent spots in
a very small restricted region around xT , an assumption valid for most 2D laminar flat
plate boundary layers (Narasimha (1957)).
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Figure 4.6: Intermittency distribution throughout the interaction region

Both the experimental data and the model of Dhawan and Narasimha (1958) are sub-
ject to a certain degree of empiricism and some discrepancies may be noted near the
onset and the end of the transitional regime. The theoretical model predicts that the
intermittency approaches zero at xT = 55 mm, whereas the experimental data appears
to level off at an intermittency level of γ ≈ 0.04. This is due to the fact that in some of
the images wall reflections are entering the search domain (y = 5− 15 pixels) and are
classified as real particles, resulting in a non-zero intermittency level. Notwithstanding
these differences, it appears that the experimental data and the model of Dhawan and
Narasimha (1958) both deliver the same general trend, which indicates that the seeding
density in the near wall region is a suitable indicator for the state of the boundary layer.

This knowledge can be further exploited to improve the quality of the transitional
velocity profiles as obtained by cross correlation. In the laminar and turbulent regime,
the velocity vectors can be determined in a relatively straightforward manner using the
ensemble correlation technique. However, in the transition region, the flow is switch-
ing between two distinct flow states, which makes it hard to construct a clean ensemble
averaged correlation peak and consequently makes the computation of the location of
this peak unreliable. This has motivated to adopt a data-processing procedure in which
the image pairs are divided into two sets, of assumed laminar and turbulent flow images,
which have a low and high near-wall seeding density, respectively. The ppp level in the
region of 5-15 pixels from the wall is used as the indicator for the laminar / turbulent
character of the boundary layer (following the same procedure as used for Fig.4.6 of the
intermittency distribution). On both datasets the ensemble correlation technique is ap-
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plied separately, delivering two velocity fields. For the velocity field corresponding to the
laminar subset, no velocity vectors can be calculated in the near-wall region of the flow
(≤ 10−15 pixels). The Blasius solution is therefore used to extrapolate the vectors out-
side of this region down to the wall. For the velocity field corresponding to the turbulent
subset, all vectors are used. A weighted average (based on the intermittency level) of the
two velocity fields is subsequently computed to obtain the velocity field in the transition
region.

Fig.4.7 illustrates this weighting procedure on a velocity profile located at x = 66 mm,
where the flow has an intermittency level of approximately 25%. As expected, the sub-
set with the low near-wall seeding density shows an almost laminar profile (Hi = 2.00)
and the subset with high near-wall seeding density shows a turbulent velocity profile
(Hi = 1.40). The velocity profile that is obtained by processing the full dataset is very
close (Hi = 1.95) to the profile that is obtained by processing the images with a low
near-wall seeding density. That is because the flow at x = 66 mm is still mostly lami-
nar, consequently in the ensemble correlation plane the strongest peak will be formed
for the laminar option and not for the turbulent option. The resulting velocity profile
is therefore biased towards the laminar solution if no correction is applied. By divid-
ing the dataset into subsets of low and high seeding density and by applying the proper
weighting a better approximation can be obtained for the transitional velocity profile.
The incompressible shape factor for the weighted solution is Hi = 1.85 in this case. The
same behaviour is also found for intermittency values larger than 50%, but now the bias
is towards the turbulent solution instead of the laminar one.
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Figure 4.7: Intermittency based weighting of a transitional velocity profile (x = 66 mm, γ= 0.25)

The development of the boundary layer profile, from laminar, transitional to turbu-
lent is illustrated in the six frames of Fig.4.8. At x = 50 and 60 mm, the data points are in
good agreement with the compressible Blasius solution. In the region from 70 - 90 mm
the data points start to deviate from the laminar profile and approach the theoretical
turbulent profile. At 100 mm from the leading edge the boundary layer has reached a
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fully turbulent state.

Fig.4.9 shows a semi-logarithmic representation of the latter turbulent profile (x =
100 mm) in terms of the inner variables y+ = yuτ/νw and u+ = ueq /uτ. Here uτ = 19.6
m/s presents the friction velocity, νw the kinematic viscosity evaluated at the wall and
ueq is the Van Driest effective velocity (Van Driest (1951)), where the log-law fitting con-
stants κ and B were set to 0.41 and 5.0, respectively. The log region can be clearly dis-
tinguished in the PIV data and also the start of the viscous sublayer is resolved. Fig.4.9
also highlights the need for vector relocation (Theunissen et al. (2008)) when performing
accurate near-wall measurements. Without relocation, the near-wall velocity vectors are
placed too close to the wall and the resulting velocity is biased towards a higher value.
This trend is clearly visible in Fig.4.9, which shows that without vector relocation a reli-
able estimate of the velocity can be given down to y+ of 27 and with vector relocation it
is possible to reach a y+ of 19. In physical units, this translates into 38 µm and 27 µm
respectively (or alternatively 5 pixels and 3.5 pixels from the wall).
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Figure 4.8: Development of the boundary layer profile along the plate

Finally, the development of the incompressible displacement thickness δ∗i , incom-
pressible momentum thickness θi and the incompressible shape factor Hi are displayed
in Fig.4.10. The shape factor starts at a value of approximately 2.9 at 40 mm from the
leading edge (the Blasius solution predicts a slightly lower shape factor of 2.7 under
these conditions) and from 55 - 85 mm experiences a gradual drop to a value of ∼1.35,
typical for a turbulent boundary layer. The momentum thickness shows a monotonic
increase along the flat plate, whereas the displacement thickness experiences a clear
drop within the transition region. The displacement thickness reaches a local maximum
around x = 64 mm, decreases in value until x = 77 mm, and then starts to rise again.
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Figure 4.9: The undisturbed turbulent boundary layer profile measured at x = 100 mm

Figure 4.10: Development of the integral parameters for the undisturbed boundary layer. Incompressible mo-
mentum θi and displacement thickness δ∗i (a) and incompressible shape factor Hi (b)

4.4. INFRARED THERMOGRAPHY

The infrared thermography measurements were performed on a partial-span flat plate
model (see Fig.4.11), instead of on the full-span flat plate model that was used for the
measurements described in sections 4.1-4.3. A different model was needed because the
full-span model could only be mounted horizontally in the wind tunnel. In this config-
uration it is not possible for the infrared camera to correctly image the top surface of
the model, because the viewing angle is too shallow. It was therefore necessary to de-
sign a new flat plate that could be mounted vertically in the wind tunnel. The latter was
achieved by making the model sting-mounted and by using the same support system
also used for the shock generator (see Fig.3.3).

This new model was designed to have the same leading edge radius (R∼0.15 mm) as
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the full-span flat model and it was given the same surface treatment (polished / painted)
as the full-span model. Infrared thermography measurements on the partial-span model
furthermore revealed a nearly two-dimensional transition front over a region ±40 from
the centerline. The transition data that has been acquired by means of infrared ther-
mography should therefore, theoretically, be in good agreement with the data acquired
by the other three measurement techniques (oil-flow, schlieren and PIV).

The partial-span model was manufactured out of stainless steel T316, which has a
density of ρ = 8000 kg/m3, a thermal conductivity of k = 16.2 W/mK and a specific
heat capacity cp of 500 J/kgK. These values translates into a thermal product of ρcp k
= 64.8 ·106 J2m−4K−2s−1, which is two orders of magnitude higher than that of a typical
polycarbonate material (for example Makrolon has a thermal product of ρcp k = 0.3 ·106

J2m−4K−2s−1). In general a low thermal product is beneficial, because it maximizes the
output temperature signal for a given surface heat flux. However, polycarbonate ma-
terials did not meet the structural and aerodynamic requirements and it was therefore
necessary to construct the model out of stainless steel. (It should be noted here that the
thermal product of stainless steel is still approximately a factor three lower than that of a
typical medium carbon alloy steel)

Figure 4.11: Experimental setup. (a) Sketch of the wind tunnel setup (top view) (b) Dimensions of the model in
mm

The measurements were performed with a CEDIP Titanium 530L infrared camera,
which uses a MCT sensor having 320×256 pixels. The camera is sensitive in the spectral
range of 7.7 - 9.3 µm. A Stirling cycle is used to cool the sensor, which brings down the
noise equivalent temperature difference (NETD) to 25 mK. An integration time of 340 µs
was used and images were recorded at a frequency of 25 Hz. The camera was equipped
with a 25 mm objective, delivering a spatial resolution of 0.64 mm/pixel. During the
experiments the camera was placed under an angle with respect to the window and the
model (see Fig.4.11), in order to avoid any self-reflections from the camera.
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Before the wind tunnel was started, the model was heated by means of a 1 kW lamp
that increased the temperature of the plate to approximately 65◦C. As can be seen in
Fig.4.12a, the initial temperature distribution was approximately uniform, showing max-
imum variations of approximately 5 K. When the wind tunnel is in operation, the flow
cools down the model and Fig.4.12b shows the temperature distribution after 17 sec-
onds of running time (including approximately 3 seconds of tunnel start-up time). For
a preliminary transition characterization, six 0.2 mm thick zig-zag transition strips were
applied at respectively 20, 30, 40, 50, 60 and 70 mm from the leading edge. The purpose
of these strips, which are clearly visible in the IR image, is to trigger transition and guar-
antee a turbulent boundary layer downstream of their location, allowing a qualitative
transition location analysis to be inferred directly from the thermograms.

Figure 4.12: Temperature distribution before starting the tunnel (a) and after running the tunnel for 14 seconds
(b)

From the raw thermograms, spatial temperature profiles can be extracted along the
chord-wise direction of the plate. Fig.4.13 shows some typical temperature distributions
for a unit Reynolds number of 35 ·106 m−1 (a) and 70 ·106 m−1 (b). At the location of the
transition strip the temperature profiles are blanked because the measured temperature
values are considered not to be valid due to the different optical and thermal properties
of the strip with respect to those of the painted stainless steel of the model.

For the case of Re∞ = 35 · 106 m−1 (Fig.4.13a) the temperature profile for the clean
configuration increases up to approximately 43 mm. From that point onwards the tem-
perature decreases in streamwise direction and a plateau exists starting at 59 mm. As
can be seen in Fig.4.11, the thickness of the plate increases until 56 mm from the leading
edge and then maintains a constant thickness until the trailing edge. Therefore, if the
complete boundary layer were laminar one would expect a steep temperature increase
to continue until 56 mm. The fact that the temperature profile deviates from this trend
and begins to decrease already at 43 mm is an indication that the convective heat trans-
fer must increase there.

Furthermore, notice that the temperatures downstream of the trip at 40 and 50 mm
(where a turbulent boundary layer is present) are lower than those of the clean temper-
ature profile, indicating that for the clean configuration the flow is not yet turbulent at
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these locations. After 59 mm the clean and tripped profiles again reach the same tem-
peratures, indicating that the transition process for the clean profile is completed. Based
upon these observations, it is concluded that transition is confined to the region between
x = 43−59 mm from the leading edge (centered around x = 51 mm). The same analysis
can also be carried out for the case of having a unit Reynolds number of Re∞ = 70 ·106

m−1, yielding a transition region from 24 - 32 mm (centered around 28 mm). This cor-
responds to transitional Reynolds numbers of 1.8 ·106 and 1.9 ·106 for the low and high
unit Reynolds case, respectively.

Figure 4.13: Typical temperature profiles measured for unit Reynolds numbers of 35 ·106 m−1 (a) and 70 ·106

m−1 (b)

From the preceding discussion it is clear that the temperature distribution in com-
bination with reference temperature profiles for which the transition location is known
can be useful in providing a first indication of the transition location. However, as was
already noted in section 2.3.2, the temperature distribution is only indirectly affected by
the transition location (by means of the surface heat flux). The exact transition location
may be modulated by a possible movement of the transition front, varying plate thick-
ness and the effects of lateral conduction, which are not accounted for in the analysis of
the thermograms.

In order to get a better estimate of the transition location, it is necessary to obtain
at least a qualitative impression of the instantaneous convective heat transfer distribu-
tion. Therefore, the method outlined in section 2.3.2 is used to calculate the heat flux
from the temperature measurements. Fig.4.14a shows the variation of the heat transfer
distribution as a function of time (for a non-tripped boundary layer), expressed in terms
of the Stanton number: St = qw /ρ∞U∞cp∞ (Taw −Tw ), with qw the wall heat transfer,
ρ∞ the freestream density, U∞ the freestream velocity, cp∞ the specific heat capacity of
the freestream, Tw the wall temperature and Taw the adiabatic wall temperature. As
a reference, also the theoretical values are given for a laminar and turbulent boundary
layer over an isothermal plate. For the laminar boundary layer the reference temperature
concept is used in combination with the correlation of Eckert (1955). For the turbulent
boundary layer Kármán-Schoenherr’s relation (Schoenherr (1932)) is used in combina-
tion with a compressibility correction of Spalding and Chi (1964). For both cases, the
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Reynolds analogy is used to convert the skin friction coefficients into heat flux coeffi-
cients. The Reynolds analogy, however, only strictly holds true for an isothermal wall
and a zero pressure gradient flow. From Fig.4.13(a) it is clear that this does not hold
true for the laminar portion of the flow, which encounters a strong temperature gradient
from x = 0−40 mm. The theoretical heat transfer distribution was therefore also deter-
mined with a compressible laminar boundary layer computation, using the measured
instantaneous wall temperature as boundary condition.

Close to the leading edge (∼ 20 mm) a large discrepancy is found between the the-
oretical laminar estimates and the experiment. Whereas theory predicts a decrease in
surface heat flux due to boundary layer development, the experiments actually show an
increase when moving in the streamwise direction. This is accounted to the fact that
at these locations, the leading edge region is extremely thin (thickness is ∼ 2 mm at 20
mm) and shows a relatively high rate of convective heat transfer due to the thin laminar
boundary layer. The leading edge region of the plate therefore cools down very rapidly,
losing 50 degrees during the start-up phase of the tunnel, complicating the accurate de-
termination of the heat fluxes in this region.
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Figure 4.14: Stanton numbers recorded at various times during the run (a) and the movement of the transition
location xT as a function of the average temperature upstream of the transition location Tav g (b) The grey
vertical lines in (b) correspond to the time instances presented in (a).

Further downstream, the experimental Stanton number can be compared with the
solutions from the laminar boundary layer solver. The experimentally determined values
in the laminar regime are typically 30-50% larger than those predicted by the boundary
layer solver. This is probably due to the assumption that the temperatures are the same
on both the top and bottom of the model when calculating the experimental heat flux.
In reality there will be a temperature difference between the top and bottom surface, due
to the different flow conditions. More in particular, the flow on the bottom surface has
to pass an oblique shock wave first, which will increase the mass flow rate in this part.
The accompanying higher convective heat flux on the bottom establishes a temperature
gradient between the top and bottom surface. This additional heat conduction through
the plate is not correctly accounted for by the data-reduction method, which could ex-
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plain why the experimentally determined heat flux coefficient values are higher than the
values following from the boundary layer solver.

The transition region, which is the main focus, is nevertheless clearly visible for all
measurement times. As time progresses and the temperature of the plate drops, the tran-
sition location is observed to move downstream. Starting at approximately 39 mm from
the leading edge 1 second after the tunnel is fully started and shifting 23 mm downstream
to 62 mm from the leading edge after 21 seconds of run time. Fig.4.14(b) shows the tran-
sition location xγ=0.5 versus the average temperature upstream of the transition location
Tav g , showing a near-linear relation between both quantities (∼ 0.6 mm/◦C). For tem-
peratures below 15 ◦C it can, however, be noted that the transition location starts to de-
viate from the linear trend line, showing a stronger response of the transition location to
variations in the average wall temperature. As a reference, also the transition locations
found by oil-flow visualizations for a cold wall (Tav g ∼ 5◦C) are shown. Both methods
are in good agreement with each other, assuming that the general trend determined by
infrared thermography can also be extrapolated to lower temperatures.

The data from the current experiment can be compared qualitatively with the data
from Higgins and Pappas (1951) (see Fig.4.15). Higgins and Pappas (1951) investigated
the effects of wall heating on the transition location of a flat plate boundary layer at Mach
2.4. Dynamic pressure measurements were conducted to determine the start and end of
the transition region. The plate was equipped with a series of electrical heaters, which
provided a near-constant temperature distribution upstream of the transition location.
Although the conditions of their experiment (Mach number, upstream temperature dis-
tribution and wind tunnel turbulence level) were different from those of the current
study, still qualitatively the same trend is found as shown in Fig.4.15: A lower wall tem-
perature postpones transition and this effect increases in strength when approaching
the adiabatic wall temperature Taw .
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4.5. COMPARISON OF TECHNIQUES
The transition region has been characterized by means of four different measurement
techniques: oil-flow visualizations, spark-light schlieren, particle image velocimetry and
infrared thermography. The tunnel operating conditions were the same for all four tech-
niques (M∞ = 1.7 and Re∞ = 35×106 m−1). The only noticeable difference here is the
fact that the infrared thermography measurements were performed on a partial-span
(64%) flat plate model, whereas the other measurement techniques were applied to a
full-span flat plate. However, both models were designed to have the same leading edge
radius (R∼0.15 mm) and were given the same surface treatment. Also the partial-span
flat plate is still sufficiently wide for the flow along the centreline to not be affected by
the turbulent wedges formed at the spanwise edges of the plate. The results of the in-
frared thermography measurements should therefore be comparable to those acquired
with the other three measurement techniques. The transition locations that were found
by means of the four experimental techniques are summarized in Table 4.2.

The transition onset location xT is found to be approximately 55-60 mm (RexT =
1.9−2.1×106) by spark-light schlieren visualizations, oil-flow visualizations and PIV mea-
surements. The average transition location xγ=0.5 (intermittency of 50%) has been deter-
mined by three techniques (oil-flow visualization, infrared thermography and PIV) and
equals approximately ∼70 mm (Rexγ=0.5 = 2.5×106). The transition length L was derived
from the PIV measurements and equals 35 mm. This implies that the process of tran-
sition is approximately restricted to the region of x = 55− 90 mm on the flat plate, or
in terms of Reynolds numbers from 1.9 to 3.2×106. Finally, infrared thermography also
delivered the sensitivity of the average transition location to the average upstream wall
temperature. A sensitivity coefficient of ∼0.6 mm/◦C was found. For repeatable mea-
surements it is therefore important that the PIV measurements on the transitional shock
wave-boundary layer interaction are performed at approximately the same wall temper-
ature.

Table 4.2: Comparison of the transition locations found with the four different techniques

xT xγ=0.5 L dxγ=0.5/dTw

Spark-light schlieren 55 mm
Oil-flow visualizations 55-60 mm 70 mm
Particle image velocimetry 55 mm 71 mm 35 mm
Infrared thermography 68 mm 0.6 mm/◦C





5
OBLIQUE SHOCK WAVE

REFLECTIONS UNDER NATURAL

TRANSITION CONDITIONS

The goal of this study was to develop a database of high-resolution PIV velocity fields of
laminar, transitional and turbulent oblique shock wave reflections for a range of Mach
numbers, Reynolds numbers and flow deflection angles (shock strengths). First, section
5.1 provides a comparison between the PIV data and a series of oil-flow and schlieren
visualizations for the baseline tunnel operating conditions (M∞ = 1.7,θ = 3◦), thereby
highlighting the most important differences between laminar, transitional and turbu-
lent interactions. Section 5.2 continues on this topic by discussing the effects of flow
deflection angle, Mach and Reynolds number on the topology of the interaction. Special
attention is focused here on the connection between flow deflection angle, separation
bubble size and transition behaviour. The data furthermore allows for a discussion of the
free-interaction theory. Although the free-interaction theory is well-validated for strong
interactions (Delery and Marvin (1986)), much less data is available for weak / incipi-
ently separated interactions. Section 5.2 provides convincing evidence for the validity of
the free-interaction theory, even for very weak interactions. Finally, section 5.3 provides
a brief discussion of the unsteadiness of laminar oblique shock wave reflections.

5.1. LAMINAR, TRANSITIONAL AND TURBULENT INTERACTIONS
An oblique shock wave was positioned to impinge on the laminar (xsh = 51 mm), transi-
tional (xsh = 71 mm) or turbulent (xsh = 101 mm) region of the boundary layer. For the
transitional case, the boundary layer has an intermittency level of approximately 50% at
the shock impingement location (see Fig.4.6). The shock generator was set to induce a

Parts of this chapter have been published in Experiments in Fluids 56(6) (Giepman et al. (2015b)) and parts
were presented at the 44th AIAA Fluid Dynamics Conference (Giepman et al. (2014c)) and the 17th Interna-
tional Symposium on Application of Laser Techniques to Fluid Mechanics (Giepman et al. (2014a)).
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flow deflection angle of 3 degrees, which corresponds to an overall theoretical pressure
ratio of 1.35 (based on an inviscid shock reflection). For this particular shock strength it
is expected that the laminar SWBLI shows a significant portion of reversed flow, whereas
the turbulent SWBLI remains attached (see also section 1.4). The three interactions were
investigated by means of oil-flow visualizations, high-speed schlieren visualizations and
PIV.

5.1.1. OIL-FLOW VISUALIZATIONS

Oil-flow visualizations were performed to investigate the wall flow topology for the lam-
inar, transitional and turbulent interaction. The images shown in Fig.5.1 were acquired
while running the tunnel, because it was observed that shutting down the tunnel has
a significant effect on the oil film pattern (in particular the separated regions). For the
laminar case (Fig.5.1(a)) a large separation bubble (∼10 mm in length) is formed. The
size of the bubble is significantly reduced for the transitional case and for the turbulent
case not more than a vague white line can be distinguished at the shock impingement
location. The thin white line is not due to boundary layer separation, but is associated
with the change in skin friction coefficient when crossing the interaction.

Figure 5.1: Oil-flow visualizations for the interaction between an oblique shock wave and a laminar (a), transi-
tional (b) and turbulent (c) incoming boundary layer

5.1.2. SCHLIEREN VISUALIZATIONS

High-speed (60 kHz) schlieren visualizations provided further information on the flow
field of the laminar, transitional and turbulent interactions. The laminar interaction (see
Fig.5.2(a)) shows the presence of two compression waves and an expansion fan, a struc-
ture which is very similar to what has been reported by other researchers (Gadd et al.
(1954) and Hakkinen et al. (1959)) and which is indicative of a separated interaction.
The adverse pressure gradient imposed by the incident shock wave causes the incom-
ing laminar boundary layer to separate well upstream of the shock impingement loca-
tion, which displaces the freestream. The boundary layer therefore effectively acts as a
compression ramp, creating a first series of compression waves. The separation bub-
ble reaches its maximum height around the impingement location of the incident shock
(see also the PIV results of section 5.1.3). From the top of the separation bubble an ex-
pansion fan emanates, which appears as a white region in the schlieren visualizations.
Moving downstream, the boundary reattaches again and this is accompanied by a series
of reattachment waves, also clearly visible in Fig.5.2(a).

The schlieren visualization for the transitional interaction of Fig.5.2(b) shows a sim-
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Figure 5.2: Schlieren visualizations (time-averaged) for the interaction between an oblique shock wave (θ = 3◦)
and a laminar (a), transitional (b) and turbulent (c) incoming boundary layer

ilar structure. For this case, however, the compression waves are confined to a narrower
region compared to the laminar interaction. This indicates that the boundary layer is
probably still separated, but that the extent of the separated zone is substantially smaller.
This conclusion is in line with the oil-flow visualizations reported in the previous section.

Finally, Fig.5.2(c) presents the schlieren visualization for the fully turbulent inter-
action. An expansion fan is no longer (clearly) visible and the incident shock wave is
reflected as a series of compression waves confined within a small (2-3 mm) region in
space. This behaviour is typical for a shock wave-boundary layer interaction without
separation. The ‘wave’ that is present in the schlieren image around x − xsh = 16 mm is
a result of the plate trailing edge, but is sufficiently far downstream to not influence the
shock wave-boundary layer interaction.

5.1.3. PARTICLE IMAGE VELOCIMETRY

The results of the PIV measurements are presented in Figs.5.3 and 5.4 for the u- and v-
component of the mean velocity field, respectively. The results are in good agreement
with the schlieren visualizations and the same flow features can be identified.

For the laminar case (Figs.5.3(a) and 5.4(a)) a large separation bubble is present which
starts 7.5 mm upstream of the incident shock impingement location and ends 1.4 mm
downstream of the impingement location. The total length of the bubble therefore mea-
sures 8.9 mm, which corresponds to approximately 96 times the undisturbed incom-
pressible displacement thickness δ∗i ,0 recorded upstream of the interaction (see Fig.4.8).
According to the velocity profiles, the incoming laminar boundary layer is lifted over the
separation bubble and remains in a laminar state up to the impingement location of
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the incident shock (see also Fig.5.8). Hereafter transition takes place and the boundary
layer quickly reattaches at the wall, closing the separation bubble. The incident shock
is reflected from the top of the separation bubble as an expansion fan and compres-
sion waves are formed both at the separation and reattachment location of the boundary
layer.

Figure 5.3: Average velocity field (u-component) of an oblique shock wave reflection (θ = 3◦) with an incoming
laminar (a), transitional (γ= 0.5) (b) and turbulent (c) boundary layer. The corresponding shock locations are,
respectively, xsh = 51, 71 and 101 mm. No reliable data could be obtained for the reversed flow region, which
has therefore been blanked in Figs.(a) and (b).

The transitional case (Fig.5.3(b) and 5.4(b)) shows a significantly smaller region of re-
versed flow (4.3 mm; 43δ∗i ,0), which extends 3.9 mm upstream of the incident shock and
0.4 mm downstream. From the mean velocity field two regions of compression waves
can be distinguished, one is formed at the separation location of the boundary layer and
the other at the reattachment location. A clear expansion wave, as was found for the
laminar interaction, is no longer visible in the velocity field.

For the turbulent case (Fig.5.3(c) and 5.4(c)) no separation is detected in the aver-
age flow field, which is in line with the results obtained by schlieren and oil-flow visu-
alizations. The interaction length for the turbulent case equals approximately 1.6 mm
(∼11δ∗i ,0) and is calculated by extrapolating the traces of the incident and reflected shock
wave down to the wall.

The seeding difficulties that were encountered when investigating the undisturbed
boundary layer (see section 4.3) were also present when investigating the laminar and
transitional shock wave boundary layer interactions. Although the situation is slightly al-
leviated by the presence of a separation bubble, which recirculates a small portion of the
particles, the seeding level still remains very low compared to the freestream. Fig.5.5(a)
presents the seeding distribution for the laminar shock wave-boundary layer interac-
tion. The boundary layer is lifted over the reversed flow region and due to the initially
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Figure 5.4: Average velocity field (v-component) of an oblique shock wave reflection (θ = 3◦) with an incoming
laminar (a), transitional (γ= 0.5) (b) and turbulent (c) boundary layer. The corresponding shock locations are,
respectively, xsh = 51, 71 and 101 mm. No reliable data could be obtained for the reversed flow region, which
has therefore been blanked in Figs.(a) and (b).

laminar character of the interaction, the same applies for the seeding. The seeding den-
sity is therefore very low in the separation bubble and the signal is dominated by wall
reflections. Consequently, no reliable velocity vectors could be measured in this region
of the flow and the data has been blanked in Figs.5.3 and 5.4.

Figure 5.5: Analysis of the seeding distribution and velocity profiles for an oblique shock wave reflection with
laminar incoming boundary layer (xsh = 51 mm). (a) Seeding distribution (b) Velocity profiles; dashed lines
represent fitted Falkner-Skan profiles (c) Seeding level profiles.
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Although the velocity field in the separation bubble cannot be reconstructed, the
data further away from the wall (u > 0.2U∞) can still be considered as reliable, because
of the higher seeding density and smaller probability of encountering wall reflections.
In the work of Lees and Reeves (1964) it was shown that the velocity profiles in the in-
teraction region of a laminar SWBLI may be approximated by Falkner-Skan velocity pro-
files. It was therefore decided to create a database of Falkner-Skan velocity profiles. The
database was created by numerically solving the Falkner-Skan equations for a wide range
of pressure gradients and contained both separated (lower branch) and attached (upper
branch) solutions. These profiles were fitted (see Fig.5.5(b)) to the experimental data in
the velocity range from 0.2−0.6U∞ and used to approximate the height of the reversed
flow region (u = 0 isoline). The same fitting technique was also used for the transitional
interactions to determine the height of the reversed flow region. Although Falkner-Skan
velocity profiles strictly only hold true for laminar boundary layers, it was found that for
mildly transitional boundary layers still a reasonable fit could be obtained between the
experimental data outside of the reversed flow region and the Falkner-Skan velocity pro-
file. This approach as such provided a first-order estimate of the height of the reversed
flow region also for the transitional interactions.

The reversed flow regions for the laminar and transitional interaction are presented
in Fig.5.6. For the laminar interaction a maximum height of 0.21 mm (2.3δ∗i ,0) is reached
approximately 0.7 mm (7.6δ∗i ,0) upstream of the shock impingement location xsh , which
is defined by linearly extrapolating the incident shock wave to the wall. In practice, the
shock will not reflect at the wall, but at the sonic line. Also, the shock will become steeper
when entering the boundary layer. These features explain why the maximum height
of the reversed flow region is reached slightly upstream of the wall shock impingement
location xsh .
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Figure 5.6: Reversed flow region for an interaction with a laminar (xsh = 51 mm) and transitional (xsh = 71
mm) incoming boundary layer

The reversed flow region has the typical triangular shape expected for a laminar
SWBLI (Gadd et al. (1954), Hakkinen et al. (1959)). The flow deflection angle of α= 1.8◦
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for the upstream portion of the reversed flow region agrees very well with the theory
of Hakkinen et al. (1959). By applying the principles of conservation of momentum
Hakkinen et al. (1959) argues that α = at an(0.5βCppl ), with β =

p
M 2 −1 and Cppl the

plateau pressure coefficient, for which they have found the following empirical relation:

Cppl = 1.65
√

2C f0 /β. The skin friction coefficient upstream of the interaction C f0 has

been derived from the PIV data and equals 5.5×10−4, which compares favourably with
respect to the value of 5.3×10−4 predicted by the reference temperature concept for the
skin friction coefficient (employing the temperature correlation of Eckert (1955)). Substi-
tuting the experimental values into the relations derived by Hakkinen et al. (1959) yields
an angle α = 1.8◦, which is in perfect agreement with the value of 1.8◦ determined di-
rectly from Fig.5.6. The angle of the downstream portion of the reversed flow region is
much larger (6.8◦), which is at least partially caused by the fact that the boundary layer
starts to transition when crossing the incident shock wave.

The transitional case shows a much smaller reversed flow region of 43δ∗i ,0 in the
streamwise direction and the maximum reversed flow height (0.87δ∗i ,0) is achieved ap-
proximately 11δ∗i ,0 upstream of the shock impingement location. Also, the reversed flow
region is no longer triangular, in contrast to the laminar interaction case.

The PIV data that has been gathered during the experiments can be used to track
the state (laminar/transitional/turbulent) of the boundary layer as it develops over the
separation bubble. For this purpose an adapted definition of the incompressible shape
factor is introduced. In the classical definition of the shape factor, the integration is
performed on the velocity field from the wall up to the freestream. This implies that
the separation bubble will have a major effect on the value of the shape factor, which is
undesirable if it is to be used as a metric to indicate transition. Therefore, to eliminate the
contribution of the separation bubble to the shape factor a new ‘artificial’ wall location
yaw is defined by linearly extrapolating the velocity vectors in the range of 0.2-0.6U∞ to
0 m/s. This implies that the data points below yaw are therefore no longer used when
calculating the shape factor. This procedure is illustrated in Fig.5.7 for a velocity profile
extracted from the laminar SWBLI case at the reattachment location.

Fig.5.8(a) shows the shape factor Hi as calculated by the classical definition (i.e. yw al l =
0) and Fig.5.8(b) shows the shape factor Hi ,aw according to the new definition (i.e. yw al l =
yaw ). Please keep in mind here that no velocity field data is available inside the separa-
tion bubble due to the lack of seeding. A Falkner-Skan type of extrapolation was there-
fore performed (see Fig.5.5(b)) to obtain an approximate velocity field in the separation
bubble. Consequently, Fig.5.8(a) only presents a rough approximation of the develop-
ment of the true shape factor. It is, however, clear from the figure that in this form the
shape factor is not suitable as a transition indicator, as its development is dominated by
the peak that results from the separated flow region.

Fig.5.8(b) on the other hand provides more insight in the transition behaviour of the
boundary layer. For the laminar interaction it is clear that the boundary layer on top of
the separation bubble remains in a laminar state up to the impingement location of the
incident shock. After this point, transition sets in and a turbulent boundary layer flow
is reached within 80−90δ∗i ,0, which is approximately 60−70δ∗i ,0 downstream of the reat-
tachment location of the boundary layer. For the transitional interaction it can be no-
ticed that the boundary layer shows a strong development over the separation bubble.



5

94 5. OBLIQUE SHOCK WAVE REFLECTIONS UNDER NATURAL TRANSITION CONDITIONS

0 0.2 0.4 0.6 0.8 1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

u/U
∞

y 
[m

m
]

 

 

y
aw

PIV data
PIV & near−wall F−S extrapolation
Linear extrapolation

Figure 5.7: Procedure for determining a new ‘artificial’ wall location yaw . The velocity profile has been ex-
tracted from the laminar SWBLI case at the reattachment location (x − xsh = 16δ∗i ,0).

Starting from a nearly laminar boundary layer it develops into a turbulent profile before
the point of reattachment. At reattachment the boundary layer profile temporarily be-
comes slightly less full (with a rise in the shape factor), but a quick recovery is observed
and within ∼ 60δ∗i ,0 a shape factor of 1.4 is reached, typical for a turbulent boundary
layer. For the turbulent interaction only a small jump in the shape factor is observed
from 1.35 to 1.67 at the shock impingement location, which implies that the turbulent
boundary layer is still far removed from separation. The boundary layer shows a steady
recovery and within 80δ∗i ,0 the shape factor has returned to virtually the same level as
was observed upstream of the interaction.

5.2. FLOW DEFLECTION ANGLE, MACH AND REYNOLDS NUM-

BER EFFECTS

A parametric study has been conducted into the effects of the flow deflection angle,
Mach number and Reynolds number on laminar and transitional oblique shock wave
reflections. The laminar interaction that was described in the previous section will serve
here as the baseline test configuration, for which: θ = 3◦, M∞ = 1.7, xsh = 51 mm and
Rexsh = Re∞ · xsh = 1.8 ·106. The effects of the flow deflection angle, Mach number and
Reynolds number on the flow field were investigated systematically by changing one pa-
rameter at a time and keeping the other parameters fixed (see Tables 5.1-5.3).

Flow deflection angles were tested in the range of θ = 1 − 5◦, which corresponds
to a variation in the inviscid pressure rise over the shock reflection system of p3/p1 =
1.11−1.64. The Mach number was varied from 1.6 to 2.3 and the shock position Reynolds
number Rexsh from 1.4× 106 to 3.5× 106. The Reynolds number variation was accom-
plished by varying the shock impingement location on the flat plate from xsh = 41–101
mm, while keeping the unit Reynolds number at a constant value of Re∞ = 35×106 m−1.
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Figure 5.8: Development of the incompressible shape factor throughout a laminar, transitional and turbulent
interaction. (a) Shape factor of the full boundary layer Hi (b) Shape factor of the boundary layer developing
over the separation bubble Hi ,aw .

The boundary layer is laminar for the xsh = 41 and 51 mm cases, transitional for the
xsh = 61, 71, 81 and 91 mm cases, and turbulent for the xsh = 101 mm case. This section
will mostly focus though on the laminar and slightly transitional interactions.

Table 5.1: Experimental matrix – Flow deflection angle variation

Shock Shock Reynolds Mach Intermittency Flow deflection Inviscid

location number number at xsh angle pressure rise

51 mm 1.8×106 1.7 0% 1.0◦ 1.11
51 mm 1.8×106 1.7 0% 1.3◦ 1.14
51 mm 1.8×106 1.7 0% 1.5◦ 1.16
51 mm 1.8×106 1.7 0% 1.7◦ 1.19
51 mm 1.8×106 1.7 0% 2.0◦ 1.22
51 mm 1.8×106 1.7 0% 3.0◦ 1.35
51 mm 1.8×106 1.7 0% 4.0◦ 1.49
51 mm 1.8×106 1.7 0% 5.0◦ 1.64

Table 5.2: Experimental matrix – Mach number variation

Shock Shock Reynolds Mach Intermittency Flow deflection Inviscid

location number number at xsh angle pressure rise

51 mm 1.8×106 1.6 0% 3.0◦ 1.34
51 mm 1.8×106 1.7 0% 3.0◦ 1.35
51 mm 1.8×106 2.0 0% 3.0◦ 1.39
51 mm 1.8×106 2.3 0% 3.0◦ 1.43
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Table 5.3: Experimental matrix – Reynolds number variation

Shock Shock Reynolds Mach Intermittency Flow deflection Inviscid

location number number at xsh angle pressure rise

41 mm 1.4×106 1.7 0% 3.0◦ 1.35
51 mm 1.8×106 1.7 0% 3.0◦ 1.35
61 mm 2.1×106 1.7 8% 3.0◦ 1.35
71 mm 2.5×106 1.7 50% 3.0◦ 1.35
81 mm 2.8×106 1.7 81% 3.0◦ 1.35
91 mm 3.2×106 1.7 96% 3.0◦ 1.35

101 mm 3.5×106 1.7 100% 3.0◦ 1.35

5.2.1. INTERPRETATION OF THE VELOCITY FIELDS

Figs.5.9 and 5.10 present the velocity field in the interaction region for three different
flow deflection angles: θ = 1◦, 3◦ and 5◦. The Mach and Reynolds number were fixed at
M∞ = 1.7 and Rexsh = 1.8× 106 (xsh = 51 mm), respectively. A very similar flow topol-
ogy is recorded for all three interactions. The incident shock wave imposes an adverse
pressure gradient which separates the incoming boundary layer. For the θ = 1◦ case
(p3/p1 = 1.11) the flow is incipiently separated and a small nearly-symmetrical separa-
tion bubble is formed. The bubble grows in size with increasing flow deflection angle,
with the bubble growing mostly in the direction upstream of the incident shock wave.
The thickening and subsequent separation of the laminar boundary layer results in the
formation of a series of compression waves, which are clearly visible in the v-component
of the velocity field (Fig.5.10). The separation bubble reaches its maximum height close
to the shock impingement location. From the top of the separation bubble an expansion
fan emanates, which deflects the flow towards the surface. Moving further downstream,
the boundary layer reattaches again an a series of compression waves is formed.

The effect of the Mach number on the velocity field is illustrated in the Figs.5.11
and 5.12, for the smallest and largest Mach number tested in this study, M∞ = 1.6 and
M∞ = 2.3, respectively. Similar flow topologies are recorded for the low and high-Mach
number case, showing the typical features (separation bubble, compression / expansion
waves) expected for a separated laminar shock wave-boundary layer interaction. One
obvious difference is the lower shock angle that occurs for the higher Mach number case.
At M∞ = 1.6 the incident shock makes an angle of 39◦ with the freestream, whereas for
the M∞ = 2.3 case, this has been reduced to 28◦ These values compare favourably with
those predicted by the oblique shock wave relations, which predict shock angles of 40◦

and 27◦ respectively, Also the extent of the interaction has been reduced significantly for
the higher Mach number case. The separation bubble for the M∞ = 2.3 case is approxi-
mately 35% shorter than the bubble for the M∞ = 1.6 case.

It may be noted that for the M∞ = 2.3 case there exists a small region of positive v-
velocity centred around (x–xsh)/δ∗i ,0 = 3, y/δ∗(i ,0 = 10, which is not present for the M∞ =
1.6 case. This feature is probably the result of aero-optical distortions present in the
near-vicinity of the shock wave. The camera configuration (viewing angles, aperture,
etc. . . ) was the same for both experiments, but the change in shock angle and Mach
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number can still lead to differences in the observed optical distortions (see section 3.6.2).
Aero-optical distortions were typically found to be slightly stronger for the higher Mach
number case.

Finally, also the effect of the Reynolds number Rexsh on the shock wave-boundary
layer interaction was investigated. Figs.5.13 and 5.14 show the velocity field for shock
impingement locations of xsh = 41 mm and xsh = 61 mm, respectively, corresponding
to Rexsh = 1.4× 106 and 2.1× 106. The undisturbed boundary layer is fully laminar at
xsh = 41 mm while an intermittency level of γ∼0.08 is recorded at x = 61 mm (see section
4.3). The boundary layers at the onset of both interactions are still fully laminar though.

Little differences are to be noted between the two test cases, except for the smaller
separation bubble that occurs in the xsh = 61 mm case. The separation bubble measures
approximately 97δ∗i ,0 in length for the xsh = 41 mm case and 73δ∗i ,0 for the xsh = 61 mm
case. This is attributed to the slightly transitional nature of the boundary layer at shock
impingement, which makes it easier for the boundary layer to overcome the pressure
rise at reattachment, consequently shrinking the separation bubble. The relation be-
tween transition and the size of the separation bubble is discussed in more detail in the
following section.

Figure 5.9: The mean streamwise velocity component for three flow deflection angles. The Mach number and
Reynolds number were fixed to M∞ = 1.7 and Rexsh = 1.8× 106, respectively. (a) θ = 1◦, (b) θ = 3◦ and (c)
θ = 5◦.

5.2.2. THE CONNECTION BETWEEN BOUNDARY LAYER SEPARATION AND TRAN-
SITION

The goal of this section is to investigate the connection between the size and shape of the
separation bubble and the state of the boundary layer throughout the interaction. This
analysis is supported by the experimental data that was collected for a range of flow de-
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Figure 5.10: The mean wall-normal velocity component for three flow deflection angles. The Mach number
and Reynolds number were fixed to M∞ = 1.7 and Rexsh = 1.8×106, respectively. (a) θ = 1◦, (b) θ = 3◦ and (c)
θ = 5◦.

Figure 5.11: The mean streamwise velocity component for two Mach numbers. The flow deflection angle and
Reynolds number were fixed to θ = 3◦ and Rexsh = 1.8×106, respectively. (a) M∞ = 1.6 and (b) M∞ = 2.3.

flection angles, Mach numbers and Reynolds numbers. The height of the reversed flow
region (u = 0 isoline) has been determined by applying a Falkner-Skan based extrapola-
tion procedure on the experimental data and the state of the boundary layer is estimated
by calculating the incompressible shape factor over the separation bubble Hi ,aw . Both
data analysis techniques have been discussed in detail in section 5.1.3.

Flow deflection angles were considered in the range of θ = 1−5◦ (p3/p1 = 1.11−1.64).
The corresponding extent of the reversed flow regions is presented in Fig.15.15. The
Mach and Reynolds number were fixed at M∞ = 1.7 and Rexsh = 1.8×106 (xsh = 51 mm),
respectively. The length of the upstream portion of the reversed flow region is designated
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Figure 5.12: The mean wall-normal velocity component for two Mach numbers. The flow deflection angle and
Reynolds number were fixed to θ = 3◦ and Rexsh = 1.8×106, respectively. (a) M∞ = 1.6 and (b) M∞ = 2.3.

Figure 5.13: The mean streamwise velocity component for two Reynolds numbers. The flow deflection angle
and Mach number were fixed to θ = 3◦ and M∞ = 1.7, respectively. (a) Rexsh = 1.4× 106 and (b) Rexsh =
2.1×106.

as Lu and the downstream portion as Ld . These lengths are calculated by fitting straight
lines to the experimental data points and calculating the intersection points with the
wall (as illustrated in Fig.5.15).

For shock waves stronger than θ > 2◦ (p3/p1 > 1.22) it is observed that the down-
stream portion of the separation bubble keeps a near-constant length of 20δ∗i ,0 (see also
Fig.5.16). The upstream portion of the separation bubble Lu on the other hand shows a
near-linear increase with the flow deflection angle. For weak shock waves (θ < 2◦), how-
ever, a deviation from these trends is observed, as the upstream portion of the bubble is
found to rapidly decrease in size with reducing shock strengths. The downstream por-
tion of the bubble on the other hand increases in size when reducing the shock strength.
For flow deflection angles of θ = 1◦−1.3◦ (p3/p1 = 1.11−1.14) a near-symmetrical bub-
ble is recorded with Lu and Ld being virtually the same. Even though the u = 0 isoline
has a symmetrical shape, this does not imply that the velocity field inside of the bub-
ble is also symmetric. This cannot be investigated in the current study due to a lack of
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Figure 5.14: The mean wall-normal velocity component for two Reynolds numbers. The flow deflection angle
and Mach number were fixed to θ = 3◦ and M∞ = 1.7, respectively. (a) Rexsh = 1.4× 106 and (b) Rexsh =
2.1×106.

Figure 5.15: The reversed flow region as measured for a range of flow deflection angles (M∞ = 1.7, xsh = 51
mm)

particles in the very near-wall portion of the boundary layer (see discussion in section
5.1.3). It has, however, been shown in several numerical studies (Reyhner and Flügge-
Lotz (1968); Katzer (1989); Sansica et al. (2014)) that although fully laminar interaction
typically show a near-symmetrical u = 0 isoline, the velocity field inside of the bubble is
found to be asymmetrical.

The incipient separation threshold of Fig.5.16 is derived from the free-interaction of
Chapman et al. (1957) and can be written as Eq.5.1

pi nc

p∞
= 1+CsepγM 2

0

√

2C f0

(M 2
0 −1)0.5

(5.1)

With C f0 and M0 being the skin friction coefficient and the freestream Mach number
at the interaction onset, respectively. The precise value of the constant Csep is difficult
to determine due to the small size of laminar separation bubbles and the accuracy with
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which the shock strength can be set. Consequently varying values are found in litera-
ture and the incipient separation threshold is presented as a band rather than a sharp
line. The lower bound (Csep = 0.79, pi nc /p1 = 1.08) follows from the theoretical work of
Rizzeta et al. (1978) while the upper bound (Csep = 1, pi nc /p1 = 1.11) from the experi-
mental work of Hakkinen et al. (1959).

For the θ = 1◦ case, which is close to the theoretical incipient separation boundary,
still a relatively long separation bubble is recorded. A similar result was found in the
experiments of Hakkinen et al. (1959), who conjectured that for interactions close to in-
cipient separation there will be a non-linear growth of the separation bubble.

Figure 5.16: The size of the reversed flow region as a function of interaction strength (M∞ = 1.7, xsh = 51 mm)

The observed trends in Fig.5.16 are strongly connected with the transition behaviour
of the boundary layer, that is presented in Fig.5.17(a). The metric Hi ,aw represents the
incompressible shape factor of the boundary layer growing over the bubble (see also the
discussion in section 5.1.3). A shape factor of ∼2.5 is typical for a laminar boundary
layer, whereas a value of ∼1.4 is typical for a turbulent boundary layer. Even though
the measurements are subject to measurement noise (see section 3.6.5), the transition
location is clearly identifiable for all shock strengths. With increasing shock strength, the
transition front is found to move upstream. However, even for the strongest shock wave
(θ = 5◦) transition always occurs downstream of the shock impingement location. So, the
boundary layer stays in a laminar state over the entire upstream part of the separation
bubble.

It is furthermore interesting to notice that transition occurs significantly further down-
stream for shocks weaker than θ = 2◦. A shape factor Hi ,aw of 2 is reached approximately
100δ∗i ,0 downstream of the shock impingement location for the θ = 1◦ and 1.5◦ case,
whereas for the θ = 2◦ case this value is reached already after 35δ∗i ,0. This implies that
for shock angles in the range of 1−1.5◦ the boundary layer remains in a close to laminar
state throughout the entire interaction. This also explains the longer downstream por-
tion of the separation bubble, which has been observed for weak shock waves in Fig.5.16.
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Stronger shocks promote boundary layer transition, which promotes reattachment, con-
sequently shortening the downstream portion of the separation bubble.

Even though transition sets in later for weak shock waves (θ = 1 − 1.5◦), the pro-
cess of transition is still strongly accelerated compared to that of natural transition (see
Fig.5.17(b)). Natural transition takes place over the extent of approximately 35 mm,
whereas with the presence of an impinging shock wave (θ = 1.5◦) this has been reduced
to approximately 10 mm. This is likely related to the Kelvin-Helmholtz type of perturba-
tions introduced in the shear-layer of the downstream portion of the separation bubble
(Sansica et al. (2014)), which accelerate the subsequent process of transition.

Figure 5.17: Shape factor development over the separation bubble for a range of flow deflection angles (a) and
shock-induced transition compared to natural transition (b).

The effect of the Mach number on the interaction zone is presented in Figs.5.18(a)
and 5.18(b) for the reversed flow region and the transition behaviour of the boundary
layer, respectively. Mach numbers in the range of 1.6 - 2.3 were tested, for a fixed flow
deflection angle and shock impingement location (θ = 3◦, xsh = 51 mm, Rexsh = 1.8×
106). It was already noted in section 5.2.1 that the topology of the interaction does not
change substantially when changing the Mach number. The same is also observed when
studying the u = 0 isolines of Fig.5.18(a). For all Mach numbers a flat near-triangular
reversed flow region is recorded, with a long upstream portion and a short downstream
portion (i.e. Lu >> Ld ). The data for the M = 2.3 is slightly noisier than that of the lower
Mach number cases, due to increased near-wall seeding difficulties at the higher Mach
numbers. The triangular shape can, however, still be recognized.

Two trends with increasing Mach number can be observed in Fig.5.18(a): 1) the length
of the reversed flow region shrinks and 2) the angle α between the u = 0 isoline and the
wall increases (see also Table 5.4). The experimentally determined angles α can be com-
pared with the theoretical model for α by Hakkinen et al. (1959), which has been dis-
cussed in detail in section 5.1.3. The experimental values are in very good agreement
with the values predicted by the model of Hakkinen et al. (1959) and typically deviate
less than 0.1◦.

The state of the boundary layer throughout the interaction is presented in Fig.5.18(b).
Within the Mach number range considered no clear differences are recorded in the tran-
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Figure 5.18: The reversed flow region (a) and corresponding shape factor development (b) throughout the
interaction region for a range of Mach numbers. (xsh = 51 mm, θ = 3◦)

Table 5.4: Parameters describing the reversed flow region for a range of Mach numbers

M∞ Lu/δ∗
i,0 Ld/δ∗

i,0 Ltot/δ∗
i,0 α αmodel

1.6 87 16 104 1.7◦ 1.8◦

1.7 81 19 100 1.8◦ 1.8◦

2.0 63 12 76 2.1◦ 2.0◦

2.3 58 10 68 2.2◦ 2.2◦

sition behaviour. For all Mach numbers transition sets in directly downstream of the in-
cident shock wave and a fully turbulent boundary layer is reached ∼80δ∗i ,0 downstream
of the shock.

Although no clear Mach number effect is observed for this flow deflection angle (θ =
3◦), it is speculated that for smaller flow deflection angles (θ < 2◦) differences may start to
appear between the low and high Mach number cases. For strong shock waves, bypass-
transition is expected to occur, whereas for the weaker shock waves the transition pro-
cess may still be dominated by first-mode oblique Mack waves. As the amplification
rate of the first Mack mode becomes smaller with increasing values of the Mach num-
ber (Mack (1975)), it could therefore be hypothesized that the transition onset location
shifts downstream with increasing Mach numbers for relatively weak interactions. This
remains to be investigated.

The effects of the Reynolds number on the reversed flow region are presented in
Fig.5.19(a). Shock impingement location in the range of xsh = 41−71 mm are presented
(Rexsh = 1.4×106 −2.5×106). For the xsh = 41 and xsh = 51 mm cases virtually the same
reversed flow regions are recorded, with both the size and shape of the regions being
in good agreement with each other. The reversed flow region for the xsh = 61 mm case
still shows the characteristic asymmetric triangular shape, but in terms of size it is sig-
nificantly (37%) smaller than the reversed flow regions recorded for the xsh = 41 and
51 mm cases. This probably is due to the slightly transitional nature (γ∼0.08 for the
undisturbed boundary layer) for the xsh = 61 mm case (see also the discussion in section
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5.2.1). For the xsh = 71 mm case the boundary layer is clearly transitional (γ∼0.5) and
a much smaller reversed flow region is recorded, which is no longer triangular of shape.
PIV measurements were also performed for shock impingement locations of xsh = 81
mm, 91 mm and 101 mm, but for these locations separation was no longer recorded.

Figure 5.19: The reversed flow region (a) and corresponding shape factor development (b) throughout the
interaction region for a range of Reynolds numbers. (M∞ = 1.7, θ = 3◦)

The state of the boundary layer throughout the interaction is presented in Fig.5.19(b)
for the different shock impingement locations. Virtually the same development is ob-
served for the xsh = 41, 51 and 61 mm cases. The boundary layer remains in a laminar
state up to the shock impingement location and after passing the shock wave quickly
transitions into a turbulent state. The boundary layer for the xsh = 61 mm case appears
to transition slightly earlier than the boundary layer for the xsh = 41 and 51 mm cases.
This is probably the result of the already slightly transitional nature of the boundary layer
at the moment of crossing the shock wave.

For the transitional interaction (xsh = 71 mm), it can be noticed that the boundary
layer shows a strong development over the separation bubble. Starting from a nearly
laminar boundary layer, it develops into a turbulent profile before the point of reattach-
ment. At reattachment, the boundary layer profile temporarily becomes slightly less full
(with a rise in the shape factor), but a quick recovery is observed, and within ∼60δ∗i ,0 a
shape factor of 1.4 is reached, typical for a turbulent boundary layer.

5.2.3. THE APPLICABILITY OF THE FREE-INTERACTION THEORY

The goal of this section is to investigate whether the flow field at the onset of the interac-
tion adheres to the principles of the free-interaction theory (Chapman et al. (1957)). The
free-interaction theory states that the scaling of the first part of the interaction should
only depend upon upstream flow properties and not on the downstream flow condi-
tions. The initial pressure rise through the interaction should therefore, in principle, be
independent of the flow deflection angle and the type of interaction (e.g. oblique shock
wave reflections or compression corner). From the free-interaction theory it follows that
the pressure coefficient Cp through the first part of the interaction can be described by
the following relation:
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Cp (x̄) = F (x̄)

√

2C f 0

(M 2
∞−1)0.5

(5.2)

Where x̄ is defined as x̄ = (x − xsep )/Lsep . In this formulation xsep defines the sep-
aration location and Lsep defines the distance between the interaction onset location
(where a pressure rise is first noticed) and the separation location. F (x̄) in Eq.5.2 is a
universal correlation function, which couples the pressure rise through the interaction
to the upstream flow conditions. The correlation function F for laminar interactions that
is used in this study has been obtained from the work of Erdos and Pallone (1963) and is
plotted in Fig.5.20. At the separation point F equals 0.81 and at the pressure plateau F
reaches a value of 1.47.

The free-interaction theory is well-established for low and moderate Reynolds num-
ber flows (Reδ99 < 105), with relatively strong shock waves (Delery and Marvin (1986)).
Plenty of data is available which confirms the universal nature of the correlation func-
tion F and the validity of Eq.5.2. For weak laminar interactions, on the other hand, much
less information is available. In this context, a weak interaction is defined as an interac-
tion where the pressure plateau is not reached. This section provides new evidence that
the free-interaction concept also holds true for weak shock waves and even for incipi-
ently separated laminar interactions.

Notwithstanding that no detailed surface pressure data was recorded in the present
study, the function F can also be extracted from the PIV velocity data. Supersonic linear
theory is used to convert the velocity field upstream of the impinging shock wave to
a pressure field. Linear theory is applicable here because of the relatively small flow
deflection angles θ f l ow , which never exceed 2◦, allowing the pressure coefficient to be
calculated as:

Cp =
2θ f l ow

√

M 2
∞−1

(5.3)

The flow deflection angles are calculated at multiple y-locations to improve the accu-
racy of the velocity to pressure conversion. Velocity profiles in the range of y/δ∗i ,0 = 5−10
were typically used for this calculation. The measured flow deflection angles were pro-
jected back onto the wall along the Mach angle to account for the horizontal shift in the
profiles (see also Fig.5.21). The deflection angles were then averaged and converted to a
Cp distribution using Eq.5.3. The correlation function F was obtained by applying Eq.5.2
to the experimental Cp distributions.

Fig.5.20 compares the experimentally obtained correlation functions F for the differ-
ent interactions, compared with the function F described by Erdos and Pallone (1963).
The experimental data for the different interactions is in good agreement with each
other: from the weakest interaction (θ = 1◦) up to the strongest interaction (θ = 5◦) tested
in this study, all experiments show virtually the same pressure rise. The sharp drop of the
experimental data to the right of the plot is due to the crossing of the horizontal dataline
with the incident shock wave, where linear supersonic theory no longer holds true.

It can furthermore be noticed that the initial pressure rise appears to be slightly de-
layed with respect to the curve of Erdos and Pallone (1963). This is attributed to the
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effect of particle slip, which is inherent to any particle-based experiment performed in
supersonic flow. To assess if this effect can indeed account for the observed discrepancy,
the function F of Erdos and Pallone (1963) was also subjected to the effects of particle
slip. This was achieved by converting it to a velocity field upon which a simple particle
slip model (Melling (1997)) is used to get an equivalent ‘PIV-filtered’ velocity field. The
only input to this model is the particle response time, which for the TiO2 particles was
determined to be τp = 2.5 µs. The filtered velocity field is again converted back to a pres-
sure field using linear supersonic theory, yielding a ‘PIV-filtered’ version of the function
F . This filtered version of F appears to be in excellent agreement with the experimental
data acquired during this study.

Fig.5.20(b) shows a similar comparison for the effects of the Mach number of the
function F . Again all the data collapses onto one curve. Figs.5.20(a-b) therefore pro-
vide strong experimental evidence that the free-interaction theory also holds for weak
laminar interactions, where the pressure plateau is not reached.

Figure 5.20: Correlation function F for a range of flow deflection angles (a) and a range of Mach numbers (b).

5.3. A NOTE ON THE UNSTEADINESS OF LAMINAR INTERACTIONS
Due to the effects of particle slip it is not possible to accurately reconstruct the velocity
fluctuations inside the boundary layer and the interaction region (see also the discussion
in section 3.6.1). Some information on the interaction unsteadiness can, however, still
be inferred from the PIV snapshots by not focusing on the small scale features of the flow,
but instead by looking at its global features. For instance by looking at the compression
waves created by the thickening of the laminar boundary layer. If the separation bub-
ble is unsteady and growing / shrinking over time, than the compression waves are also
expected to display similar oscillations. The goal of this section is to provide an upper
bound on the unsteadiness of the compression waves and thus the separation location.

The PIV velocity fields in the earlier sections were produced by applying the ensem-
ble correlation technique to the full set of image pairs. This approach delivers a high-
resolution mean velocity field, which is useful when investigating the boundary layer
properties, but is of little use when studying the unsteadiness of the interaction. The PIV
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image pairs were therefore also processed with a standard single image pair correlation
technique, which delivers a complete set of velocity fields. All processing was done with
our in-house built iterative multi-grid window deformation PIV code Fluere, which is
based upon the work of Scarano and Riethmuller (2000).

Interrogation windows of 64×64 pixels were used, with an overlap of 75% provided
in both the wall-normal and streamwise direction of the flow. This resulted in a vector
pitch of 16 pixels or equivalently 0.12 mm. The velocity fields were post-processed with
a normalized median filter to remove spurious vectors (Westerweel and Scarano (2005)).
Images that were low on seeding and that had many bad vectors (>5%) were removed
from the dataset.

Fig.5.21(a) shows the average wall-normal velocity component v for a M∞ = 1.7 flow
at a Reynolds number Rexsh = 1.8× 106 and flow deflection angle θ = 5◦, as obtained
from the single image pair correlation analysis. The compression waves are clearly visi-
ble in the velocity field, and leave the surface under the Mach angle of ∼36◦. Fig.5.21(b)
presents the corresponding r.m.s. field for the v-component of the velocity field. High
values are recorded at the shock impingement location, which are, at least partially, due
to the effects of boundary layer transition and the associated unsteadiness of the expan-
sion fan and recompression waves. However, bare in mind that this result can only be
interpreted in a qualitative sense. The effects of particle slip and the relatively large inter-
rogations windows (compared to the small boundary layer thickness) make it impossible
to draw any quantitative conclusions on the unsteadiness measured at and downstream
of shock impingement.

The compression waves created at the interaction onset are of a much larger scale
than the small scale flow features present in the transitioning boundary layer. A front of
compression waves that is moving back and forth should therefore still be resolvable by
means of our current PIV approach.

Low r.m.s. values (∼0.7% of U∞) are recorded upstream of the shock impingement
location. Slightly higher values (∼1% of U∞) are recorded around the Mach line that
emanates from the average boundary layer separation location. Although this might in-
dicate some light unsteadiness of the separation location, it should be remarked here
that the recorded fluctuation levels are close to the noise floor of our PIV measurements.
The PIV measurements are affected by the freestream turbulence level and PIV random
errors. The former has been studied by Giepman et al. (2014a) and equals: u′ ∼ 0.6%,
v ′ ∼ 0.4% of U∞. The latter is estimated to be 0.1 pixel (Scarano and Riethmuller (2000)),
which for a freestream displacement of 24 pixels translates into u′ = v ′ ∼ 0.4% of U∞.

The relatively low velocity fluctuations in combination with the finite noise floor
makes it impossible to accurately calculate the unsteadiness of the compression waves
and thus the unsteadiness of the separation location. An upper bound on the range of
motion of the separation location can, however, still be provided. To that end it was de-
cided to calculate the wall pressure distribution from the instantaneous velocity snap-
shots. The same procedure is followed as described in section 5.2.3, where linear su-
personic theory was used to convert the small flow deflection angles to pressures. This
approach of course fails when the data crosses the incident shock wave.

Fig.5.21(c) shows that again the mean pressure distribution is in good agreement
with the free-interaction theory when corrected for the effects of particle slip. The pur-
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ple band in Fig.5.21(c) presents the r.m.s. level of the pressure distribution, which can
be converted to an r.m.s. level on the separation location by using the average pressure
distribution around the expected separation location. The unsteadiness of the separa-
tion location equals ∼27% of Lsep or ∼13δ∗i ,0. These values should be taken as an upper
bound on the unsteadiness of the separation location, because as mentioned before, the
recorded velocity fluctuations are just slightly above the noise floor of the PIV measure-
ments. The actual unsteadiness of the separation location is therefore expected to be
substantially smaller.

The same analysis has also been carried out for the other laminar test cases. Very
similar results were obtained and fluctuation levels in the compression wave regime
were never substantially higher than the PIV noise floor.

Figure 5.21: Unsteadiness analysis of a laminar shock wave-boundary layer interaction with boundary layer
transition at the incident shock wave (M∞ = 1.7, Rexsh = 1.8×106 and θ = 5◦). (a) The mean v-component (b)
the r.m.s. level of v and (c) the normalized wall pressure distribution.

5.4. CONCLUSIONS
A parametric study has been conducted into laminar and transitional oblique shock
wave reflections, by variation of the Mach number, Reynolds number and interaction
strength. The Mach number was varied from 1.6 - 2.3, the Reynolds number from 1.4−
3.5× 106 and the flow deflection angle from θ = 1◦ − 5◦ (p3/p1 = 1.11− 1.64). All mea-
surements were performed on a full-span flat plate model, with the oblique shock wave
being generated by means of a partial span shock generator. High-resolution particle im-
age velocimetry (PIV) measurements were performed for all test cases, delivering mean
velocity field data in the interaction region.

The PIV measurements reveal a long, flat and triangular reversed flow region for the
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laminar interactions. For relatively strong shock waves (θ > 2◦, p3/p1 > 1.22) it is found
that the horizontal distance Lu between the point of boundary layer separation and the
top of the bubble increases linearly with shock strength, whereas the horizontal distance
Ld between the top of the separation bubble and reattachment remains virtually con-
stant (Ld∼20δ∗i ,0) with shock strength. The boundary layer remains laminar over the up-
stream part of the bubble, but transitions rapidly after passing the incident shock wave.

On the other hand, for relatively weak shock waves the boundary layer is capable of
maintaining its laminarity longer and transition sets in approximately ∼100δ∗i ,0 down-
stream of the incident shock wave. These shock wave-boundary layer interactions can
therefore be considered as fully laminar. As a result of the reduced mixing in the shear
layer, reattachment is delayed with a corresponding increase in the downstream length
of the separation bubble Ld , from approximately 20 to 38 when reducing the flow de-
flection angle from θ = 2◦ to 1.3◦, respectively. This clearly shows the strong connection
between boundary layer transition, separation bubble size and flow deflection angle.
Even though transition sets in later for weak shock waves (θ = 1− 1.5◦), the process of
transition is still strongly accelerated compared to that of natural transition. Natural
transition takes place over the extent of approximately 35 mm, whereas with the pres-
ence of an impinging shock wave (θ = 1.5◦) this has been reduced to approximately 10
mm.

Increasing the Mach number while keeping the Reynolds number and flow deflec-
tion angle constant (Rexsh = 1.8×106, θ = 3◦) leads to a monotonic decrease in the size
of the reversed flow region. On the other hand, the angle α between the u = 0 isoline
and the wall is found to monotonically increase with Mach number, from 1.7◦ to 2.2◦ for
M∞ = 1.6 to 2.3, respectively. These values are in good agreement with the predictions
from the empirical scaling model of Hakkinen et al. (1959) for laminar oblique shock
wave reflections.

The shock-location Reynolds number Rexsh was varied from 1.4×106−3.5×106 (xsh =
41−101 mm). The boundary layer study of chapter 4 revealed that the boundary layer
is laminar for Rexsh = 1.4×106 and 1.8×106, transitional for Rexsh = 2.1×106 −3.2×106

mm and fully turbulent for Rexsh = 3.5× 106. Separation is only recorded for Rexsh =
1.4×106 −2.5×106 (γ= 0−0.5), with the largest bubble recorded for the laminar cases.
The two laminar cases deliver virtually the same size / shape of separation bubble and
also the recorded transition process appears to be very similar. This shows that the in-
teraction is relatively insensitive to changes in the Reynolds number, as long as the in-
coming boundary layer is fully laminar. The size of the bubble is reduced significantly
when the boundary layer is (slightly) transitional. Although the intermittency level for
Rexsh = 2.1 × 106 equals only γ = 0.08, the recorded bubble size nevertheless is 24%
smaller than the bubble size recorded for the Rexsh = 1.8×106 case, for which the bound-
ary layer is still fully laminar.

The flow deflection angles upstream of the incident shock wave are relatively small
(θ f l ow < 2◦) and justify the use of linear supersonic theory to convert the measured ve-
locities to wall pressures. The calculated pressure distributions compare favourably with
the free-interaction theory of Chapman et al. (1957) after a correction was applied for the
effects of particle slip. Although the free-interaction theory is well-established for rela-
tively strong shock waves (Delery and Marvin (1986)), much less information is available



5

110 5. OBLIQUE SHOCK WAVE REFLECTIONS UNDER NATURAL TRANSITION CONDITIONS

in literature for weak interactions, where a pressure plateau is never reached. The data
of this study provides convincing evidence that the free-interaction concept also holds
for incipiently separated laminar oblique shock wave reflections.

Due to the extremely thin laminar boundary layer (δ99∼0.2 mm) and thus high par-
ticle Stokes number (St = τpU∞/δ99 ∼ 5.6) it was not possible to accurately reconstruct
the velocity fluctuations inside the boundary layer and interaction region. Some infor-
mation on the unsteadiness of the interaction could, however, still be inferred by look-
ing at its global flow features instead of the small scale features present in the boundary
layer. The velocity fluctuations were assessed in the region upstream of the incident
shock wave, which is dominated by the compression waves that are generated by the
thickening and separation of the laminar boundary layer. The velocity fluctuations val-
ues were found to be quiet small, with typical values: v ′ = 0.7− 1% of U∞ for all lam-
inar test cases. This translates into typical uncertainties on the separation location of
∼0.27Lsep or equivalently ∼13δ∗i ,0, where Lsep is the distance between the interaction
onset and boundary layer separation location. The measured velocity fluctuations were,
however, close to the noise floor of our PIV measurements and the recorded uncertain-
ties should therefore be considered as a conservative upper bound on the unsteadiness
of the compression waves and separation location.



6
OBLIQUE SHOCK WAVE

REFLECTIONS UNDER FORCED

TRANSITION CONDITIONS

This chapter discusses the effects of boundary layer tripping on an oblique shock wave
reflection (M = 1.7, Re∞ = 35×106 m−1, θ = 3◦) by means of particle image velocimetry
and schlieren visualizations. Although laminar boundary layers are typically beneficial
because of their low drag contribution, they are also very sensitive to adverse pressure
gradients as seen in the previous chapter. Boundary layer separation in general is to be
avoided, because of losses in the total pressure and an increased pressure drag contri-
bution. It therefore seems optimal to trip the laminar boundary layer a short distance
upstream of the impinging shock wave. This idea, however, raises the following ques-
tions.

1. How far should the transition control devices be placed upstream of the interac-
tion to completely avoid separation?

2. What is the most effective way of tripping the boundary layer?

3. How do the results of the tripped interaction compare with the baseline laminar
interaction?

To answer these questions, three types of transition control devices were investi-
gated: a stepwise trip, a patch of distributed roughness and a zig-zag strip (see section
6.1). The PIV camera configuration is discussed in section 6.2 and section 6.3 presents
the velocity fields downstream of the transition control devices, in the absence of an

Parts of this chapter have been presented at the 45th AIAA Fluid Dynamics Conference (Giepman et al.
(2015a)).
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impinging shock wave. The process of transition is analyzed by calculating the inte-
gral boundary layer parameters and tracking the development of the shape factor down-
stream of the trips. Section 6.4 builds further upon these result and discusses the control
authority of the tripping devices for two trip to shock wave distances (30δ95 and 55δ95).

6.1. TRANSITION CONTROL DEVICES
The natural development of the boundary layer along the flat plate has been studied
extensively in chapter 4 by means of infrared thermography, particle image velocime-
try, oil-flow and schlieren visualizations. It was found that the flat plate boundary layer
remains laminar up to xT = 55 mm from the leading edge (RexT = 1.9× 106). Natural
transition takes place over a length of 35 mm and a fully turbulent boundary layer is
established at approximately xtur b = 90 mm (Rextur b = 3.2×106) from the leading edge.

For the current study it was decided to place the transition control devices at xtr i p =
40 mm from the leading edge (Rextr i p = 1.4×106). The velocity profile of the undisturbed
laminar boundary layer profile at this location is presented in Fig.4.4(b), with the corre-
sponding boundary layer parameters summarized in Table 4.1.

Three types of tripping devices were investigated in this study: a step-wise 2D trip,
a patch of distributed roughness (carborundum particles) and a zig-zag strip. Fig.6.1
shows a schematic representation of the trips and Fig.6.2 shows the details of the trips
as imaged with a confocal microscope. All devices spanned the entire width of the plate
and had a roughness height of k = 0.1 mm, which corresponds to half the boundary layer
thickness (0.5δ95) or equivalently: Rek =U∞k/ν∞ = 3.5×103, Rekk =Uk k/νk = 1.4×103

or Rek2 = ρkUk k/µw = 1.2×103. These values can be compared with the classical exper-
imental work of Hicks and Harper (1970) and the more recent DNS study by Bernardini
et al. (2014)

Figure 6.1: Schematic representation of the tripping devices

Hicks and Harper (1970) investigated the effects of an isolated roughness element on
a Mach 1.58 laminar boundary layer for a range of roughness Reynolds numbers Rek .
For spherical roughness elements they found that the transition location is virtually un-
affected by the presence of the roughness element for Rek < 1.5×103 (critical Rek ). In-
creasing Rek above this critical value gradually shifts the transition location upstream
with respect to the natural transition location, up to the point where transition occurs at
a short distance downstream of the trip, while a further increase of Rek leads to no fur-
ther change in the transition location (effective Rek ). The effective roughness Reynolds
number was found to depend on Rextr i p : it equals Rek = 2.7×103 for Rextr i p = 2.2×104

and increases up to Rek = 3.6× 103 for Rextr i p = 3.6× 105. For the current experiment
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Figure 6.2: Tripping devices imaged with a confocal microscope (a) Step (b) Zig-zag tooth (c) Distributed
roughness

these results would translate into a critical roughness height of 0.04 mm and an effective
roughness height of at least 0.1 mm.

Bernardini et al. (2014) investigated, amongst others, hemispherical isolated rough-
ness elements at M = 2. They found a critical roughness Reynolds number Rek2 = 4.4×
102 and an effective roughness Reynolds number Rekk of at least 1.1×103 (the highest
Rekk investigated in their work). For the current work these results would translate into
a critical roughness height of 0.06 mm and an effective roughness height of at least 0.09
mm.

Based upon the work of Hicks and Harper (1970) and Bernardini et al. (2014) it is
therefore expected that the k = 0.1 mm trips used for the current experiment introduce
boundary layer (bypass) transition in close proximity of the trip, without significantly
overtripping the boundary layer. This is desirable since one wants to minimize the re-
quired distance between the tripping device and the incident shock, in order to maxi-
mize the portion of laminar flow upstream of the tripping device. Of course one should
bear in mind that the works of Hicks and Harper (1970) and Bernardini et al. (2014) in-
vestigated isolated spherical and hemi-spherical roughness elements, respectively. The
tripping heights found from these studies therefore do not translate directly to the zig-
zag strip, the 2D step and the patch of distributed roughness investigated in this study,
but they do provide a first-order estimate for the tripping heights required to introduce
transition. The patch of distributed roughness is expected to initiate a relatively clean
and uniform transition process, whereas the zig-zag strip will enforce transition by the
introduction of a series of longitudinal vortices, therefore resulting in an initially non-
uniform turbulence field.

6.2. PIV CAMERA CONFIGURATION

The PIV measurements were performed with two Lavision Imager LX cameras, placed
on either side of the tunnel. One of the cameras observed the region upstream of the
tripping device (x = 30−42.5 mm) to verify that the incoming boundary layer is laminar.
The second camera was positioned downstream of the tripping device (see also Fig.6.3).
To cover the interaction region to a sufficient extent, multiple wind tunnel runs were
performed, with the second camera positioned at different locations downstream of the
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tripping device. An overlap of ∼4 mm was provided between the fields of view of the
different runs to allow a proper recombination of the velocity fields afterwards. In this
manner, the region from x = 40−75 mm was covered, however, due to strong laser light
reflections from the trip it was only possible to measure the velocity field starting from
∼3 mm downstream of the trip. Additional information regarding the camera / laser
settings and the processing of PIV data can be found in chapter 3.

Figure 6.3: Schematic overview of the experimental setup, including the PIV field of views

6.3. STUDY OF TRANSITION CONTROL DEVICES
The velocity field downstream of the tripping devices is presented in Fig.6.4 for the zig-
zag strip (a), step (b) and distributed roughness patch (c). Velocity field data is missing
for the step in the region from 50.6 - 53.4 mm due to improper flow conditions for this
specific measurement (incoming boundary layer was found to be already transitional
instead of laminar). For all other datasets included in Fig.6.4 it has been confirmed that
the incoming boundary layer is indeed laminar. To provide more insight in the flow field
downstream of the tripping devices, velocity profiles were extracted at x = 45 and 50 mm
(see Fig.6.5). The trips were centred on x = 40 mm and the trip to measurement station
distance for Figs.6.5a-b therefore equals 5 and 10 mm, respectively. Or equivalently: 25
and 50 undisturbed boundary layer thicknesses δ95 downstream of the centreline of the
trip.

The laminar boundary layer upstream of the tripping devices is lacking seeding in the
near-wall region (<0.1 mm) of the flow. The boundary layer undergoes transition when
crossing the trips, which has a positive effect on the seeding distribution in the bound-
ary layer. This process is, however, not instantaneous and the seeding conditions are
found to only gradually improve when moving downstream from the trip. For the first
measurement station (x = 45 mm) it is therefore still difficult to accurately determine
the velocity field in the near-wall region of the flow and some outliers may be observed
in the velocity vectors close to the wall. In order to calculate the integral boundary layer
parameters from the experimental data it is therefore necessary to extrapolate the veloc-
ity data in this region. A power-law fit is used for this purpose, which is included in the
Figs.6.5(a-b).

For x = 45 mm (Fig.6.5a) it is interesting to observe that the boundary layer displays
a turbulent character for both the zig-zag strip and the distributed roughness, whereas
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Figure 6.4: Streamwise component of the velocity field downstream of the transition control devices. (a) Zig-
zag strip (b) step (c) distributed roughness patch

Figure 6.5: Velocity profiles at x = 45 mm (a) and x = 50 mm (b)

for the case of the step the boundary layer is emptier and closer to a laminar profile. This
difference disappears when moving further downstream (x = 50 mm) and the boundary
layer is observed to be turbulent for each of the trips. Although all three trips result in a
turbulent boundary layer, it may be noticed that the patch of the distributed roughness
results in a substantially thicker boundary layer than the zig-zag strip and the step.

These observations are clearly reflected in Figs.6.6a-c, which display the develop-
ment of the incompressible displacement thicknessδ∗i , incompressible momentum thick-
ness θi and the incompressible shape factor Hi , respectively. For the computation of the
integral boundary parameters, a power-law fit is used for the velocity data points close
to the wall. Although the transition process is different for the zig-zag strip and the step,
they both eventually result in a turbulent boundary layer with approximately the same
displacement and momentum thickness. The distributed roughness on the other hand
results in a turbulent boundary layer with a displacement thickness which is typically 10
µm larger (∼10%) than that of the zig-zag strip or the step. The momentum thickness is
typically about 8 µm larger (∼10%) for the patch of distributed roughness than for the
other two tripping devices.

Figs.6.6a-b also show the development of δ∗i and θi as a ratio of the undisturbed
(laminar) values (δ∗i ,0 and θi ,0) measured at the location of the trip (right-hand scales).
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The displacement thickness temporarily becomes smaller than its undisturbed value
due to the process of transition, which fills up the boundary layer profile. On the other
hand, the momentum thickness downstream of the trip is always larger than its undis-
turbed value.

Finally, the shape factor development of Fig.6.6c clearly shows that the zig-zag strip
and the distributed roughness patch deliver a turbulent boundary layer that originates
much closer to the trip than is the case for the step. A shape factor of 1.4 is reached ap-
proximately 6 mm downstream of the centreline of the zig-zag strip and the distributed
roughness patch. The same shape factor is reached only after approximately 11 mm for
the step. This implies that for the same degree of effectiveness the step should be placed
further upstream of an impinging shock wave than the other two tripping devices, there-
fore reducing the laminar part of the incoming boundary layer.

Figure 6.6: Development of the incompressible displacement thickness δ∗i (a), incompressible momentum
thickness θi (b) and incompressible shape factor Hi (c) downstream of the tripping devices

6.4. THE EFFECTS OF FORCED TRANSITION ON AN OBLIQUE SHOCK

WAVE REFLECTION

SHOCK IMPINGEMENT TO TRIP DISTANCE: 55δ95

Schlieren visualizations were performed for the three tripping devices to provide a qual-
itative understanding of the flow field. Fig.6.7a-c shows that the schlieren visualizations
look similar for the different tripping devices, in terms of the overall flow features. Up-
stream of the trip a series of compression waves is observed. As the flow passes over
the top of the device, it expands and downstream it is compressed again. The inci-
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dent shock wave impinges on the surface 11 mm downstream of the centreline of the
trips and does not appear to cause separation of the incoming boundary layer. In case
of a large separation bubble one would expect to see a clear expansion (compression
waves and expansion fan emanating from top of the separation bubble) similar to those
present in Fig.6.7d, which represents the shock wave-boundary layer interaction with an
undisturbed laminar incoming boundary layer (see also chapter 5). Notwithstanding the
overall similarity between the three tripped cases, it may be observed, that for the step in
Fig.6.7(b) a slightly wider reflected shock region is observed than for the other two trips.
This might indicate a larger interaction region and a less effective tripping.

PIV measurements were performed in the interaction region for the three tripping
devices. The average velocity fields shown in Fig.6.8 indicate no sign of boundary layer
separation, implying that all three trips are effective in removing the large separation
bubble that occurs for the laminar interaction case (see Fig.6.9). On a qualitative basis,
the velocity fields look very similar. They all clearly show the presence of the incident
and reflected shock wave in the domain. Upstream of the incident shock wave also the
effects of the trip on the freestream are apparent. From the schlieren visualization, it
was observed that the trip induces several shocks and expansion waves. In the PIV re-
sults the expansion fan and the succeeding compression waves, which originate from
the trailing edge of the trip are clearly visible. For the zig-zag strip the expansion / com-
pression waves occupy a rather wide band, which is due to the fact that measurements
are averaged in spanwise direction over a ∼1.5 mm thick lasersheet. This corresponds to
half a zig-zag tooth (see Fig.6.1) and consequently leads to the spreading of the expan-
sion and compression wave features visible in the velocity field. For the other two trips
the results are also averaged over the ∼1.5 mm laser sheet, but because of the (quasi)
two-dimensionality of the flow field, the flow features remain rather sharp.

For the case of distributed roughness a relatively high value for the upwash velocity
(0.010− 0.013U∞) is recorded in the region between the trip and the impinging shock
wave. This observation can be linked to the fact that the boundary layer downstream of
the distributed roughness initially shows a stronger growth than observed for the other
two trips (see section 6.3).

From the velocity fields of Fig.6.8 it is, however, hard to draw conclusions on the ef-
fectiveness of the tripping devices. The integral boundary layer parameters were there-
fore calculated for all tripping devices to analyze the state of the boundary layer. Figs.6.10a-
c shows the development of δ∗i , θi and Hi downstream of the zig-zag strip and through-
out the interaction region. Figs.6.11a-c show these parameters for the step and Figs.6.12a-
c for the distributed roughness. As a reference, all figures also show the data that was
acquired for the case without an impinging shock wave.

The thickening of the boundary layer over the interaction region is clearly reflected
in the development of the incompressible displacement and momentum thickness. To
quantify the increase in the integral parameters due to the presence of the interaction,
their values were evaluated 10 mm downstream of the shock impingement location and
the difference between the dataset with and without an impinging shock wave was com-
puted. The results were normalized by the displacement / momentum thickness mea-
sured at xsh for the case without an impinging shock wave. The displacement thickness
increases by approximately 58% over the shock system for the zig-zag strip and by 56%
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Figure 6.7: Schlieren visualizations for three tripping devices positioned 10 mm upstream of an impinging
oblique shock wave (xsh = 51 mm). (a) Zig-zag strip; (b) step; (c) distributed roughness; (d) untripped laminar
interaction

Figure 6.8: The u- and v-component of the velocity field in the interaction region for the zig-zag strip (a,b), step
(c,d) and distributed roughness (e,f).

for the step. The distributed roughness case on the other hand displays a much smaller
increase in the displacement thickness by only 34%. The exact reason for this difference
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Figure 6.9: Velocity field in the interaction region for a non-tripped (laminar) incoming boundary layer (xsh =
51 mm)

remains to be investigated, but may be related to the strong initial boundary layer growth
downstream of the distributed roughness patch. The absolute and relative increases in
the displacement and momentum thickness are summarized in Table 6.1.

Inside the interaction region the boundary layer velocity profile becomes less full,
with the emptiest profiles (highest shape factors) reached at the shock impingement lo-
cation. For the step a maximum shape factor of 1.80 is reached in the interaction region,
for the distributed roughness this is 1.72 while for the zig-zag strip a maximum shape
factor of 1.61 is recorded. The flow downstream of the step is therefore concluded to be
closest to separation in the interaction region (largest shape factor), whereas the flow
downstream of the zig-zag strip is furthest removed from separation (smallest shape fac-
tor). The differences in shape factor are, however, relatively small (1.80 vs 1.61). This
agrees with the previous observation that 11 mm downstream of the centreline of the
trip all three trips yield a fully turbulent boundary layer (see section 6.3).

Finally, a comparison is made between the development of the boundary layer down-
stream of the interaction for the tripped and untripped case. For the untripped (lam-
inar) interaction a large separation bubble is formed, which extends mostly upstream
(7.5 mm) of the incident shock wave (see also Fig.6.9). It was found in chapter 5 that
the boundary layer developing over the separation bubble remains in a laminar state
up to the shock impingement location. Transition only sets in after crossing the incident
shock and this results in a quick reattachment of the separated boundary layer. This phe-
nomenon is reflected in Fig.6.13c, which compares the development of the incompress-
ible shape factor downstream of the interaction for the tripped boundary layers and the
untripped boundary layer. The boundary layer for the untripped case recovers rapidly
and within 5 mm downstream of the shock wave it reaches the same level of fullness as
recorded for the tripped interactions.

The development of the incompressible displacement and momentum thickness are
presented in Figs.6.13a and 6.13b, respectively. From these figures it is apparent that
tripping the boundary layer upstream of the interaction results in a substantially thicker
boundary layer downstream of the interaction. On average, tripping leads to an increase



6

120 6. OBLIQUE SHOCK WAVE REFLECTIONS UNDER FORCED TRANSITION CONDITIONS

of the displacement thickness by 0.04 mm and an increase of the momentum thickness
by 0.03 mm. In relative terms, this corresponds to a boundary layer that is ∼50% thicker
than the untripped boundary layer. This substantial difference is presumably caused by
the following three effects:

• Losses at the tripping devices (e.g. wave drag, flow separation, etc. . . )

• Lower shock-induced losses for the untripped interaction due to a more gradual
compression in the interaction region. The tripped interaction shows a sharp re-
flected shock wave, whereas the untripped interaction shows a combination of
compression and expansion waves, which results in lower entropy losses.

• For the untripped case a laminar boundary layer is maintained over a larger por-
tion of the plate. A laminar boundary layer has a smaller skin friction coefficient
than a turbulent (tripped) boundary layer, which translates into a reduction of the
boundary layer growth.

The above observations confirm that the transition control devices are able to re-
move the separation bubble, however, at the price of producing a substantially thicker
boundary layer downstream of the interaction. A similar result was obtained in the work
of Davidson and Babinsky (2015), who investigated the effects of forced transition on
a flat plate normal shock wave-boundary layer interaction. By tripping the boundary
layer they were able to remove the shock-induced separation bubble, but accompanied
by a thicker downstream boundary layer (∼40%). In this context it is important to note
that both the laminar oblique shock wave reflection (chapter 5) and the laminar normal
SWBLI (Davidson and Babinsky (2015)) showed no sign of any large-scale unsteadiness.

Table 6.1: Increase in the incompressible displacement and momentum thickness when crossing the shock
system for the different tripping devices

∆δ∗i ∆δ∗i /δ∗i (xsh) ∆θi ∆θi /θi (xsh) Hmax

Zig-zag 39 µm 58% 26 µm 55% 1.61
Step 39 µm 56% 26 µm 57% 1.80

Dist. roughness 28 µm 34% 16 µm 28% 1.72

SHOCK IMPINGEMENT TO TRIP DISTANCE: 30δ95

For a more upstream location of the shock impingement (xsh = 46 mm), Fig.6.14 shows
the velocity field inside the interaction region for the case of the distributed roughness
patch (a) and the step (b). For the sake of clarity, the y-axis was scaled with a factor
of three with respect to x-axis. The most important difference between both velocity
fields is the presence of a separation bubble for the case of the step. Although a small
separation bubble will always be present at the downstream edge of the trip, for this
particular configuration it appears that this separation bubble is now connected with
the interaction region, creating one large separation bubble extending for ∼5.5 mm from
the trailing edge of the step downwards.
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By visual inspection of Fig.6.14b it appears that a laminar profile is recorded on top
of the separation bubble and that transition occurs downstream of the shock impinge-
ment location. To further substantiate this observation it was decided to calculate the
incompressible shape factor Hi ,aw throughout the interaction region (see Fig.6.15). The
classical definition of the shape factor involves an integration of the velocity field from
the wall up to the freestream. The presence of a separation bubble will therefore have a
major impact on the calculated value of the shape factor, which is undesirable if it is to
be used as a metric to indicate transition. Therefore, to eliminate the contribution of the
separation bubble to the shape factor a new ‘artificial’ wall location yaw is defined by lin-
early extrapolating the velocity vectors in the range of 0.2−0.6U∞ to 0 m/s. This implies
that the data points below yaw are therefore no longer used when calculating the shape
factor. The incompressible shape factor calculated according to this new definition will
be designated with the symbol Hi ,aw . More information on this alternative shape factor
definition can be found in section 5.1.3.

Fig.6.15 confirms that the boundary layer remains in a laminar state up to the shock
impingement location. Transition sets in after passing the incident shock wave and a
rapid decrease in the shape factor can be observed. It should be noted here that the
measurement conditions for this particular case were challenging. The shock wave was
positioned close to the tripping device, which caused laser reflections to enter the region
of interest. Also, the near-wall seeding conditions were rather poor due to the tracer par-
ticles being lifted over the laminar separation bubble formed downstream of the trip.
The shape factor presented in Fig.6.15 should therefore only be interpreted in a qualita-
tive sense, as an indicator of boundary layer transition.

The situation is quite different for the case of distributed roughness (Fig.6.14a). The
boundary layer just upstream of the shock wave is already in a turbulent state (Hi ∼ 1.55
at x = 45 mm) and does not separate inside the interaction region. These results again
confirm that the step is not optimal as a tripping device under these conditions. Tripping
devices that introduce three-dimensionality in the flow are more effective at rapidly tran-
sitioning the boundary layer and therefore minimizing the trip-to-shock wave distance
to achieve suppression of boundary layer separation. Finally, one may notice that the
boundary layer downstream of the interaction (x − xsh = 3 mm) is substantially thicker
(∼18% of δ95) for the case of the distributed roughness than for the case of the step. This
probably is due to the effects of shock smearing in the interaction regime for the case of
the step and due to the laminar boundary layer that is maintained for a longer stream-
wise distance (see also the discussion in section 6.4).

6.5. CONCLUSIONS
This study investigated the effects of forced transition on an oblique shock wave reflec-
tion (θ = 3◦) at a freestream Mach number of 1.7 and unit Reynolds number of 35×106

m−1. Three transition control devices were investigated: a zig-zag strip, a step-wise trip
and a patch of distributed roughness. The tripping devices had a height of k = 0.1 mm,
which corresponds to a Rek = U∞k/ν∞ = 3.5× 103 or equivalently a Rekk = Uk k/νk =
1.4×103. The tripping devices spanned the entire width of the plate and were positioned
40 mm from the leading edge of the flat plate (Rextr i p = 1.4×106).

The devices were first tested in the absence of an impinging shock wave. It was
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found that the zig-zag strip and the patch of distributed roughness are most effective
at tripping the boundary layer; a turbulent boundary layer was obtained approximately
6 mm (∼30δ95) downstream of the centreline of the device. The step also transitioned
the boundary layer, but a longer streamwise distance of 11 mm (∼55δ95) was needed to
reach a fully turbulent state. Based upon these results it was therefore decided to carry
out the tests with the oblique shock wave positioned at 6 and 11 mm from the tripping
device.

For the xsh − xtr i p = 11 mm case, all three tripping devices were able to eliminate
the separation bubble in the interaction region. This was expected, since all trips yield a
turbulent boundary layer 11 mm downstream of the trip, which for the current operating
conditions does not separate when disturbed by a θ = 3◦ shock wave (see section 5.1).
Small differences can be noted though in the interaction region for the different trips.
For the zig-zag strip, the patch of distributed roughness and the step maximum shape
factors of, respectively, 1.6, 1.7 and 1.8 were recorded in the interaction region. This
implies that the boundary layer for the case of the step was closest to separation and for
the zig-zag strip it was furthest removed from separation.

The differences were more pronounced for a shock impingement location 6 mm
downstream of the trip. For these conditions, a large separation bubble is recorded for
the case of the step, whereas no separation is recorded for the distributed roughness
case. This result confirms that under the present measurement conditions it is more
effective to apply a 3D type of trip instead of a 2D trip.

In conclusion, the shock-induced separation bubble present for the laminar interac-
tion can effectively be removed by tripping the boundary layer a short distance upstream
of the interaction. However, this comes at the price of having a substantially thicker
(∼50%) boundary layer downstream of the interaction (x − xsh = 10 mm). It is expected
that this is caused partially by losses at trip (e.g. wave drag, flow separation) and par-
tially by the reduced wave and friction drag of the laminar SWBLI. The tripped interac-
tion shows a single reflected shock wave, whereas the laminar interaction shows a com-
bination of compression and expansion waves, which results in lower entropy losses.
Furthermore, for the laminar interaction, the boundary layer remains in a laminar state
(i.e. low skin friction coefficient) up to the shock impingement location. The shock acts
as an effective tripping device, triggering transition, which helps the boundary layer in
overcoming the pressure rise towards reattachment. Given the fact that no large-scale
unsteadiness was recorded for the laminar interaction (see section 5.3), it appears that
tripping for this case mainly has a negative effect on the flow properties downstream of
the interaction.
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Figure 6.10: Development of the incompressible displacement thickness δ∗i (a), incompressible momentum
thickness θi (b) and incompressible shape factor Hi (c) downstream of the zig-zag strip, with an impinging
shock at xsh = 51 mm

Figure 6.11: Development of the incompressible displacement thickness δ∗i (a), incompressible momentum
thickness θi (b) and incompressible shape factor Hi (c) downstream of the step, with an impinging shock at
xsh = 51 mm
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Figure 6.12: Development of the incompressible displacement thickness δ∗i (a), incompressible momentum
thickness θi (b) and incompressible shape factor Hi (c) downstream of the patch of distributed roughness,
with an impinging shock at xsh = 51 mm

Figure 6.13: Development of the incompressible displacement thickness δ∗i (a), incompressible momentum
thickness θi (b) and incompressible shape factor Hi (c) for the three tripping devices and the untripped lami-
nar interaction (xsh = 51 mm)
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Figure 6.14: The u-component of the velocity field in the interaction region (xsh = 46 mm) (a) Distributed
roughness (b) Step

Figure 6.15: Development of the incompressible shape factor Hi ,aw throughout the interaction region for the
case of the step and a shock impingement location xsh = 46 mm.
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7
NEW INSIGHTS IN THE FLOW

TOPOLOGY OF MICRO-RAMP

VORTEX GENERATORS

This part of the thesis looks into the control of turbulent oblique shock wave reflec-
tions with micro-ramp vortex generators. A micro-ramp is a small triangular, wedge-
shaped type of vortex generator (see Fig.7.1) that has specifically been designed for su-
personic operating conditions (Anderson et al. (2006)). The typical height of such de-
vices is in the order of ∼50% and their control effectiveness comes primarily from the
two counter-rotating vortices they introduce in the flow. These vortices redistribute mo-
mentum throughout the boundary layer, where high-momentum fluid is transported
towards the wall and, vice versa, low-momentum fluid is carried away from the wall.
The end result is a fuller velocity profile that is less prone to separation and that can pass
through a shock wave-boundary layer interaction with potentially lower losses and lower
levels of flow unsteadiness.

Micro-ramps have therefore been identified by several researchers as a promising al-
ternative to boundary layer bleed (Anderson et al. (2006); Blinde et al. (2009); Babinsky
et al. (2009); Panaras and Lu (2015)). The latter technique is often employed in super-
sonic jet intakes (see also section 1.2) and although proven to be effective at reducing
the total pressure losses associated with SWBLIs, it does have the main disadvantage
that part of the mass flow needs to be removed from the inlet. This requires the frontal
area of the engine to be increased, thus increasing the weight and drag contribution of
the engine.

The flow topology around micro-ramps has been studied extensively by a number
of researchers (e.g. Babinsky et al. (2009); Lu et al. (2012); Sun et al. (2012)) and their
findings were summarized in section 1.5 of this thesis. This chapter forms an extension
on their work and presents some new insights in the flow field around micro-ramp vortex
generators. First, the horseshoe vortex at the leading edge of the micro-ramp (see Fig.7.1)
is discussed in section 7.1, based upon a series of oil-flow visualizations.
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Figure 7.1: Conceptual model of the flow topology around micro-ramp vortex generators by Babinsky et al.
(2009).

The second topic to be discussed in this chapter is the formation of Kelvin-Helmholtz
vortices in the shear layer of the micro-ramp’s wake. Sun et al. (2014) performed an ex-
tensive study into the evolution of these vortices and was able to produce a concep-
tual model of the vortical organization in a micro-ramp’s wake (see Fig.7.2). For their
study they solely relied upon the use of particle image velocimetry measurements. Sec-
tion 7.2 shows that many of their results can be easily reproduced by means of simple
spark-light schlieren visualizations. This technique has the additional advantage that
measurements can be made very close to the trailing edge of the micro-ramp. This is
often not possible when performing PIV measurements, because of the strong laser light
reflections coming from the trailing edge of the micro-ramp. New information has there-
fore become available on the early stage development of Kelvin-Helmholtz vortices in a
micro-ramp’s wake.

Figure 7.2: Conceptual model of the development and decay of Kelvin-Helmholtz vortices in a micro-ramp’s
wake by Sun et al. (2014).
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7.1. THE ABSENCE / PRESENCE OF A LEADING-EDGE HORSE-

SHOE VORTEX

Oil-flow visualizations have been employed by several researchers (Babinsky et al. (2009);
Herges et al. (2009); Saad et al. (2012); Lu (2015)) to study the intricate flow behaviour
around micro-ramp vortex generators. Fig.7.3 presents a compilation of their results,
clearly visualizing the presence of a primary vortex pair and several secondary vortices
formed around the slanted edges of the micro-ramp. Additionally, all four researchers
recorded the presence of a weak horseshoe vortex, which wraps around the leading edge
of the micro-ramp and trails downstream. It is important to mention here that oil was
applied both upstream and downstream of the micro-ramp for the experiments of Babin-
sky et al. (2009), Herges et al. (2009) and Lu (2015) and only upstream of the micro-ramp
for the expertiments of Saad et al. (2012).

The initial oil film distribution can, however, have a significant impact on the final
oil-flow pattern and in this section it will be shown that the horseshoe vortex is not
present / non-detectable when the oil is only applied downstream of the micro-ramp.
In fact, the horseshoe type of feature that is present in Fig.7.3 is not due to the active
presence of a horseshoe vortex, but due to oil being transported around the corners of
the ramp and further downstream. The longer the wind tunnel run lasts, the longer this
horseshoe type of feature becomes in the final oil-flow visualizations. However, this does
not necessarily imply that the horseshoe vortex is non-existent, only that it is a very weak
feature of the flow, which is non-detectable by our oil-flow visualizations. A more elabo-
rate discussion on this topic is given in section 7.1.2 and the experimental arrangement
for the current study is presented in section 7.1.1.

Figure 7.3: Oil-flow visualizations on micro-ramp vortex generators in supersonic flow. (a) Babinsky et al.
(2009), (b) Herges et al. (2009), (c) Saad et al. (2012) and (d) Lu (2015).
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Figure 7.4: Micro-ramp geometry

Table 7.1: Micro-ramp geometrical parameters

θ L c

4.3◦ 13.2h 14.5h
8.6◦ 6.6h 7.2h

13.0◦ 4.3h 4.8h
17.3◦ 3.2h 3.5h
21.6◦ 2.5h 2.8h

7.1.1. EXPERIMENTAL ARRANGEMENT

The experiments were performed in the ST-15 supersonic blow-down wind tunnel of
the TU Delft. The tunnel was operated at Mach 2.0, a total pressure of 3.2 bars and a
total temperature of approximately 290 K. This results in a freestream velocity of 524 m/s
and a unit Reynolds number of 42×106 m−1. The tunnel wall boundary layer, at these
conditions, has a thickness of δ99 = 5.2 mm, an incompressible displacement thickness
of δ∗i = 0.63 mm and an incompressible momentum thickness of θi = 0.52 mm. More
information on the tunnel wall boundary layer properties can be found in section 8.1.1.

The micro-ramps were mounted on the bottom wall of the tunnel and were aligned
with the centreline. The geometry of the micro-ramps is based on the optimization study
of Anderson et al. (2006) for minimizing the incompressible shape factor Hi downstream
of the micro-ramp. The shape of the micro-ramp is presented in Fig.7.4 and its dimen-
sions are listed in Table 7.1. The ramp angle of the ‘standard’ Anderson et al. (2006)
micro-ramp equals θ = 8.6◦. Additionally, also smaller and larger ramp angles were
tested, covering the range from θ = 4.3◦−21.6◦. The ramp angle was altered by changing
the length of the micro-ramps, while keeping the micro-ramp height h and semi-angle
Ap fixed at h = 3 mm and Ap = 24◦, respectively.

For the oil-flow visualizations a mixture of Shell Tellus type 22 oil and TiO2 particles
(Sachtleben UV-TITAN L-530, 30 nm crystal size) was used. To this mixture a couple of
drops of oleic acid were added in order to obtain an oil film layer with the right viscosity
for the current application.

7.1.2. RESULTS

Fig.7.5c presents the oil-flow visualization that was performed on the standard Anderson
et al. (2006) micro-ramp (θ = 8.6◦), with oil applied both upstream and downstream of
the micro-ramp. The visualization reveals a type of structure, which could be attributed
to the presence of a horseshoe vortex and which shows a close similarity with the re-
sults recorded by Babinsky et al. (2009), Herges et al. (2009), Saad et al. (2012) and Lu
(2015). This horseshoe type of feature, however, disappears from the results when the oil
is applied only downstream (Fig.7.5d) of the leading edge.

Intuitively it might be tempting to associate a large accumulation of oil with a low
skin friction coefficient and, vice versa, a region with little oil to a high skin friction co-
efficient. However, this interpretation does not hold true under all circumstances. The
oil flows in the direction of the local skin friction vector (except in regions with large
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pressure gradients) and as such maps out the skin friction lines (Squire (1961)). The oil
flowing between two skin friction lines must be conserved which means that the oil film
height can increase by two factors: 1) a reduction of the skin friction coefficient, which
lowers the convection speed of the oil and 2) converging skin friction lines. A large ac-
cumulation of oil therefore does not necessarily have to be associated with a low skin
friction coefficient or the presence of a vortex, instead it can also be the result of closely
spaced skin friction lines. This is exactly what happens for the case of the micro-ramp.
The oil upstream of the micro-ramp is pushed around the edges of the ramp (converg-
ing skin friction lines) and continues to trail downstream as long as the wind tunnel is
running, therefore creating long streaks which closely resemble a horseshoe vortex.

Figure 7.5: Oil-flow visualizations on micro-ramp vortex generators with flow deflection angles of θ= 4.3◦ (a,b),
θ = 8.6◦ (c,d), θ = 13.0◦ (e,f), θ = 17.3◦ (g,h) and θ = 21.6◦ (i,j), with and without oil applied upstream of the
micro-ramp, respectively. The θ = 8.6◦ case corresponds to the standard Anderson et al. (2006) micro-ramp.

Based upon topological arguments (Tobak and Peake (1982)) one would expect that
a horseshoe vortex is formed if an open separation bubble is present at the leading edge
of the micro-ramp. From the oil-flow visualizations on the Anderson et al. (2006) micro-
ramp (Fig.7.5c-d) one can, however, not conclude that the flow is separated at the lead-
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ing edge. The accumulation of oil that is recorded may also be the result of the reduced
(but not necessarily negative) skin friction coefficient in the shock wave-boundary layer
interaction. Whether or not the flow separates upstream of the micro-ramp depends on
the flow deflection angle of the micro-ramp and the upstream boundary layer proper-
ties (e.g. boundary layer fullness, Mach number). The standard Anderson micro-ramp
has a flow deflection angle of 8.6◦, which is significantly lower than the incipient sep-
aration threshold of θi nc ≈ 15◦ recorded by Kuehn (1959) at the given operating condi-
tions (M = 2.0, Reδ99 = 2.2× 105). It should, however, be remarked here that Kuehn’s
experiments apply to a 2D object that extends far outside of the boundary layer. This
separation criterion therefore does not hold true for a 3D object, which is completely
embedded in the boundary layer, as also concluded by Lu (2015).

Therefore to further investigate the connection between the formation of a horse-
shoe vortex and the leading edge separation bubble, oil-flow visualizations were per-
formed on micro-ramps with flow deflection angles of 4.3◦, 13.0◦, 17.3◦ and 21.6◦ (see
Fig.7.5). As expected, the streamwise extent of the interaction region increases with in-
creasing flow deflection angle. Although not very clear from the oil-flow visualizations, it
appears that the flow is separated at the leading edge of the micro-ramp for the θ = 21.6◦

case (Fig.7.5(i-j)). The separation line for this particular case is displaced by 2.8 mm
(4.5δ∗i ) with respect to the leading edge of the micro-ramp at its symmetry plane. If oil is
applied both upstream and downstream of the micro-ramp, a clear ‘horseshoe’ type of
feature appears in the oil-flow pattern. Again this feature is, not visible when the oil is
applied only downstream of the leading edge. On topological grounds one would expect
the formation of a horseshoe vortex since the flow is separated at the leading edge of the
micro-ramp. The fact that it is not detectable in the oil-flow visualization of Fig.7.5(j)
again shows that it is a very weak feature of the flow, which probably dissipates quickly
downstream of the micro-ramp’s leading edge.

A further CFD study would be recommended here to study the development of the
horseshoe vortex in more detail. Such a study would be more of scientific interest than
of actual industrial relevance, since it is already clear from the current results that the
horseshoe vortex is a negligible feature of the flow which is of no relevance to the final
flow control purpose of the micro-ramp.

7.2. SCHLIEREN VISUALIZATIONS OF KELVIN-HELMHOLTZ VOR-

TEX SHEDDING

Spark-light schlieren visualizations were used to study the development of Kelvin-Helm-
holtz vortices on the shear layer of a micro-ramp’s low-momentum wake. The experi-
ments were performed in the TST-27 transonic-supersonic blow-down wind tunnel of
the TU Delft at the baseline operating conditions described in chapter 9, so M∞ = 2 and
Re∞ = 39×106 m−1. A h = 8 mm micro-ramp was mounted first on the bottom wall of the
wind tunnel and next on the side wall of the tunnel, where the micro-ramp was aligned
with the centerline of the wind tunnel for both experiments. The first experiment allows
for a side-view visualization of the micro-ramp’s wake (see Fig.7.6(a)) and the latter for
a top-view visualization (see Fig.7.6(b)). The schlieren knife was oriented vertically for
both experiments and a total of 300 spark-schlieren visualizations were obtained per test
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case.
The spark-schlieren visualizations of Fig.7.6 reveal the presence of some intermit-

tent, large-scale coherent structures in the wake of the micro-ramp, which are likely
to be the imprint of the Kelvin-Helmholtz vortices. In principle, the observed coher-
ent structures could also be the result of some hairpin type of structures propagating in
the turbulent boundary and thus not be due to the anticipated Kelvin-Helmholtz vor-
tices. Later analysis in this section will, however, show that both the wavelength and the
shape of the observed structures are in good agreement with the Kelvin-Helmholtz vor-
tices measured by Sun et al. (2012) during their Tomographic-PIV study on the wakes of
micro-ramp vortex generators, thereby confirming our initial assumption of visualizing
Kelvin-Helmtholtz vortices in the spark-light schlieren images of Fig.7.6.

So, although the Kelvin-Helmholtz vortices are identifiable from the raw images, their
structure and typical wavelength remains rather elusive. That is because the schlieren
visualizations present a spanwise average of the flow field and the Kelvin Helmholtz vor-
tices are therefore obscured by density variations occuring elsewhere in the tunnel. This
is especially problematic for the side-view visualizations of Fig.7.6(a), which present an
average of the full tunnel wall boundary layer.

Figure 7.6: Spark-schlieren visualizations of the flow field around micro-ramp vortex generators. Side-view (a)
and top-view (b).

Extra information can be obtained from the raw schlieren visualizations by perform-
ing a proper orthogonal decomposition (POD) of the full dataset. A POD analysis extracts
the most energetic modes of the system (Berkooz et al. (1993)) and therefore allows for
a much clearer visualizations of the Kelvin-Helmholtz vortices. Fig.7.7 and 7.8 show a
selected number of POD modes for the side-view and top-view schlieren visualizations,
respectively. The POD modes typically come in pairs, so mode 1 is similar to mode 2 and
mode 3 is similar to mode 4, etc... The main difference between between these modes is
a 180◦ phase shift (e.g. see Figs.7.7(a-b)), which places the modes in anti-phase of each
other. In theory, the combination of a sufficient number of mode pairs in an appropriate
reduced order model would allow for the reconstruction of the convecting motion of the
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Kelvin-Helmholtz vortices. The aim of the current analysis is, however, not to construct
such a model, but to use the POD modes to get a better qualititative understanding of
the shape and development of the Kelvin-Helmholtz vortices downstream of the micro-
ramp.

Figs.7.7 and 7.8 reveal an intermittent train of Kelvin-Helmholtz vortices, which over-
arch the two primary vortices. Fig.7.7 shows that the Kelvin-Helmholtz vortices are in-
clined with respect to the surface by an angle of approximately 19◦±2◦. Near the wall,
there appears to be the formation of a vortex leg, which is inclined over a substantially
larger angle and tends to align with the wall. These observations are in general agree-
ment with the conceptual model of Sun et al. (2014) presented in Fig.7.2.

Figure 7.7: POD modes of the side-view spark-schlieren visualizations. Mode 1 (a), mode 7 (b) and mode 9 (c).

The top-view POD modes of Fig.7.8 show that the wavelength of the Kelvin-Helmholtz
vortices increases when moving downstream of the micro-ramp. Around x = 10h, a
typical wavelength λ of 1.5h is recorded, whereas at x = 20h, this wavelength has in-
creased to a value of λ= 2h. To further substantiate this result it was decided to perform
a two-point correlation analysis on the raw schlieren visualizations. In this analysis, one
point was fixed in space and the correlation coefficient R was calculated with respect
to its neighbouring points. Fig.7.9 shows the spanwise averaged correlation coefficient
at x = 10h, where results were averaged over a region of −h ≤ z ≤ h in span. The typi-
cal width of the Kelvin-Helmholtz vortices at this location is ±1.2h, which implies that
in the averaging procedure only data is used that is affected by the presence of Kelvin-
Helmholtz vortices.

If a zero shift (∆x = 0) is applied, then the signal is correlated with itself and, of
course, a correlation coefficient of R = 1 is obtained. A substantial drop in correlation
coefficient can be observed when moving to the left or right of the reference point. Two
minima are recorded in Fig.7.9, one at x = −0.67h and the other at x = 0.78h, which
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Figure 7.8: POD modes of the top-view spark-schlieren visualizations. Mode 1 (a), mode 7 (b) and mode 9 (c).

were determined by fitting a smoothing spline to the data. The distance between the
two minima (0.67h +0.78h = 1.45h) then provides an indication of the wavelength λ of
the Kelvin-Helmholtz vortices.

Figure 7.9: Two-point correlation coefficient R between a point (10h, y) and (10h −∆x, y) for the top-view
spark-schlieren visualizations. Results are averaged in the z-direction over −h ≤ z ≤ h.

The procedure outlined in Fig.7.9 can now be repeated for an entire range of x-
locations, starting from the trailing edge of the micro-ramp towards the end of the mea-
surement domain. Fig.7.10(a) shows the wavelengths that were calculated from the top-
view and side-view schlieren visualizations. The calculated wavelengths are in good
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agreement with each other and with the data of Sun et al. (2014), which was obtained
for virtually the same operating conditions (M∞ = 2.0, Re∞ = 41× 106 m−1), but in a
different wind tunnel (ST-15 at the TU Delft) with a thinner turbulent boundary layer
(δ99 = 5.2 mm instead of δ99 = 17.3 mm). Smaller micro-ramps of h = 3 and 4 mm were
therefore used in their study. From this data it was found that the wavelength of the K-H
vortices scales proportionally with the micro-ramp height (see also Fig.7.10(a)).

The data of Sun et al. (2014) reveals a sudden jump in wavelength around x = 20h,
which they argue can be attributed to the pairing process of Kelvin-Helmholtz vortices.
This process was, however, not captured in the current experiment due to limited size of
the measurement domain (constrained by the size of the schlieren windows). It would,
however, be worthwhile to repeat the current measurements on either a h = 8 mm micro-
ramp that is located further upstream in the wind tunnel or on a smaller h = 4 mm micro-
ramp positioned at the same location. Such experiments would also yield data for x >
20h and should therefore accomodate a study into the vortex pairing process proposed
by Sun et al. (2014).

Fig.7.10(a) shows that there is a virtually linear increase in the K-H wavelength when
moving from x = 5h −20h, where λ increases by ∼67% from 1.2h to 2.0h. This increase
in wavelength is in part due due to the higher convection velocities in the upper shear
layer further downstream of the micro-ramp. The PIV measurements of chapter 9 re-
vealed that the mean streamwise velocity at the inflection point of the upper shear layer
measures ∼0.8U∞ at x = 5h and ∼0.9U∞ at x = 20h. This translates into a percentual in-
crease of ∼13% and can therefore only partially explain the observed growth in the K-H
wavelength. The additional growth is probably due to the effects of dissipation, but this
remains to be investigated.

The Kelvin-Helmholtz vortices are not created instantaneously at the trailing edge
of the micro-ramp. Stability theory predicts that there is a linear amplification stage of
the instabilities in the upper shear layer of the low-momentum wake, followed by non-
linear amplification and the roll-up of the instabilities into Kelvin-Helmholtz vortices
(White (2005)). This predicted behaviour is reflected in the development of the corre-
lation coefficient Rλ, which is presented in Fig.7.10(b). The coefficient Rλ is calculated
as the average of the correlation coefficients R1 and R2 measured at the left and right
minima of Fig.7.9, respectively. A high value of Rλ indicates a strong / coherent insta-
bility that clearly stands out of the freestream background noise, whereas a low value of
Rλ indicates the exact opposite. Lower correlation coefficients are typically recorded for
the side-view schlieren visualizations due to a higher level of ‘background noise’ in the
images. The side-view schlieren visualizations are averaged over the entire span of the
tunnel’s bottom wall boundary layer, whereas the light rays for the top view schlieren
visualizations pass through a large portion of freestream, where density fluctuations are
expected to be substantially smaller than in the turbulent wall boundary layer.

From the results of Fig.7.10(b) it appears that there is an initial amplification stage of
approximately 6−8h, after which the K-H instabilities become saturated and start to roll-
up, resulting in near-constant levels of Rλ. Of course, correlation coefficients cannot be
translated directly to vortex strengths or velocity fluctuations, but they can give a general
idea of K-H vortex development in the near-vicinity of the micro-ramp, which has, to the
author’s knowledge, not been investigated yet in any experimental study on micro-ramp
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vortex generators.

Figure 7.10: Results of the correlation analysis for the side-view and top-view schlieren visualizations, showing
the Kelvin-Helmholtz wavelength λ development (a) and the corresponding correlations coefficients Rλ (b).





8
MICRO-RAMP FLOW CONTROL

This chapter investigates the influences of micro-ramp size and location on its effec-
tiveness as a flow control device for turbulent oblique shock wave reflections. The ef-
fectiveness is measured in terms of the size of the shock-induced separation bubble
and the level of reflected shock unsteadiness. Planar particle image velocimetry mea-
surements were performed to instantaneously capture the separation bubble and inflow
conditions. The results of the parametric study are interpreted by analyzing the effects
of the micro-ramp on the boundary layer entering the interaction. A phenomenological
description is provided of the mixing processes downstream of a micro-ramp and a cri-
terion is derived for the minimum distance required between the micro-ramp and the
interaction.

8.1. EXPERIMENTAL ARRANGEMENT

8.1.1. FLOW FACILITY

The experiments were carried out in the ST-15 blow-down supersonic wind tunnel of the
Delft University of Technology. The test section measures 150x150 mm2 and the tunnel
is operated at Mach 2, a total pressure p0 of 3.2 bars, and a total temperature T0 of 290 K.
This results in a freestream velocity U∞ of 524 m/s and a unit Reynolds number of 42.2
million. The incident shock wave is created by a nearly full-span 12 degree shock gen-
erator. The shock generator is designed such that the expansion fan emanating from its
shoulder does not interfere with the shock wave-boundary layer interaction (see Fig.8.1).

The boundary layer on the bottom wall of the tunnel is used for all the experiments
in this study. It develops along a smooth surface for approximately 1 m under nearly
adiabatic conditions and reaches a thickness δ99 = 5.2 mm in the test section. The prop-
erties of the undisturbed boundary layer were measured by means of a dedicated PIV
experiment at high resolution. A spatial resolution of 59 pixels/mm was used and the

Parts of this chapter have been published in Physics of Fluids 26(6) (Giepman et al. (2014b)) and parts have
been presented at the 20th International Shock Interaction Symposium (Giepman et al. (2012)) and the 5th
European Conference for Aeronautics and Space Sciences (Giepman et al. (2013)).
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Figure 8.1: Spark-light schlieren visualization of the tunnel setup; the field of views used for the different cam-
era configurations are overlaid.

laser pulse separation was set to 1 µs, resulting in a freestream particle displacement of
31 pixels. The incompressible displacement thickness δ∗i is determined to be 0.63 mm,
the incompressible momentum thickness θi = 0.52 mm and the incompressible shape
factor Hi = 1.23. The Reynolds number based on the incompressible momentum thick-
ness equals: Reθi = ρ∞U∞θi /µ∞ = 21.8×103, with µ∞ being the dynamic viscosity of the
freestream.

By using the Van Driest II transformation in combination with the Crocco-Busemann
relation (recovery factor r = 0.89), the skin friction coefficient c f and friction velocity uτ

are determined from a log-law fit which yields 1.9×10−3 and 20.8 m/s, respectively. The
experimental conditions and boundary layer properties are summarized in Table 8.1.

Table 8.1: Experimental conditions and undisturbed boundary layer properties

Parameter Quantity Parameter Quantity

M∞ 2.0 θi (mm) 0.52
U∞ (m/s) 524 Hi 1.23
p0 (N/m2) 3.2×105 uτ (m/s) 20.8
T0 (K ) 290 c f 1.9×10−3

δ99 (mm) 5.2 Re (1/m) 42.2×106

δ∗i (mm) 0.63 Reθi 21.8×103

8.1.2. MICRO-RAMP CONFIGURATIONS AND EXPERIMENTAL MATRICES

The geometry of the micro-ramps used in this study are based on the recommendations
of Anderson et al. (2006) for minimizing Hi downstream of the micro-ramp. The dimen-
sions of this micro-ramp are presented in Fig.8.2 and are normalized with the micro-
ramp height h.

Table 8.2 provides an overview of the different measurement configurations consid-
ered. Three different micro-ramp heights were investigated in this study, namely 2, 3 and
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Figure 8.2: Dimensions of a single micro-ramp (a) and an array of three ramps (b)

4 mm (set A-C). They were mounted at a range of distances d : the distance between the
trailing edge of the micro-ramp and the inviscid impingement location of the incident
shock wave. All the measurements in sets A-C were carried out along the centerline plane
of the micro-ramp. Set D considers the flow behavior at two off-center location, namely
25% and 50% span (see Fig.8.2(a)). In set E, three 4 mm micro-ramps were mounted next
to each other in the tunnel (see Fig.8.2(b)). The spacing s between the center lines of the
micro-ramps equals 7.5h = 30 mm, which is the value recommended by Anderson et al.
(2006) and the one commonly used by other researchers Babinsky et al. (2009); Blinde
et al. (2009); Lee et al. (2010). Finally, in set F, the undisturbed shock wave-boundary
layer interaction is investigated, which will serve as a reference for all other cases.

All measurements were performed along the centerline of the tunnel. So, for mea-
surements A-C the centerline of the micro-ramp coincided with the centerline of the
tunnel and for measurements D-E the ramps were shifted with respect to the tunnel’s
centerline. For all the configurations investigated in this parametric study, 150 image
pairs were recorded. For statistical purposes, the measurements on two configurations
were repeated (see Table 8.3) and two datasets of 500 image pairs were obtained.

Table 8.2: Experimental matrix for the parametric study

Number
Spacing s Height h Distance d/δ99 Plane z/δ99of ramps

A 1 - 2 mm 8.1, 10.4, 13.8, 17.3, 20.8 0
B 1 - 3 mm 10.4, 13.8, 17.3, 20.8 0
C 1 - 4 mm 10.4, 13.8, 17.3, 20.8 0
D 1 - 4 mm 17.3 1.15, 2.3
E 3 7.5h 4 mm 17.3 0, 1.15, 2.3
F Clean configuration - No micro-ramp

Table 8.3: Experimental matrix for the overview measurements

Number
Spacing s Height h Distance d/δ99 Plane z/δ99of ramps

G 1 - 4 mm 17.3 0
H Clean configuration - No micro-ramp



8

144 8. MICRO-RAMP FLOW CONTROL

8.1.3. PIV ARRANGEMENT

Planar PIV measurements were carried out to capture the instantaneous flow field down-
stream of the micro-ramp and inside the interaction region. For the parametric study
(Table 8.2), two 16 MP Lavision Imager Pro LX cameras were used simultaneously. One
of the cameras was zoomed in on the interaction region and the other was focused on
the inflow into the interaction. An overlap of 20 mm was provided to allow proper com-
bination of the datasets (See Fig.8.1).

On the ‘interaction’ camera a 105 mm Nikkor objective was used with f# set to 5.6.
Cropping and binning (2x2) were applied to accelerate data acquisition (see Table 8.4).
This resulted in a field of view (FOV) of 50x20 mm and 48 pixels/mm for the interaction
camera. On the ‘inflow’ camera, a 60 mm Nikkor objective was used with f# also set to
5.6 and the image was cropped to fit the laser sheet, which resulted in a FOV of 95x20
mm and 35 pixels/mm. However, due to strong laser reflections from the micro-ramp,
it was not possible to use the full FOV, and no data could be acquired within 10 mm of
the ramp. For the ‘overview’ measurements of Table 8.3, only one of the cameras was
used. To speed up the acquisition process, the camera was zoomed out and cropped in
the wall normal direction. A 60 mm Nikkor objective was used with f# set to 5.6. This
resulted in a FOV of 80x13 mm and a digital resolution of 25 pixels/mm.

Table 8.4: Viewing configuration for the PIV measurements

Configuration FOV Resolution Particle

displacement

mm pixels µm/pix mm/vec pixels

Interaction 50 × 20 2416 × 967 21 0.16 25
Inflow 95 × 20 3291 × 693 29 0.17 18
Overview 80 × 13 1955 × 333 41 0.25 13

Illumination was provided by a Quantel Evergreen double-pulsed Nd:YAG laser with
a pulse energy of 200 mJ, a pulse duration of <10 ns and a pulse rate of 5.5 Hz (limited
by the camera). A pulse separation of 1 µs was used, resulting in particle displacements
of 25, 18 and 13 pixels for the interaction, inflow and overview field of view, respectively.
The flow was seeded with DEHS particles, having a nominal diameter of 1 µm and a re-
laxation time τ of 2 µs, as determined by Ragni et al. (2010). In the region of the incident
shock wave this translates into a relaxation length of 1 mm. The ratio of the particle
relaxation time with respect to the flow time scales is defined as the Stokes number:
τU∞/δ99 = 0.2, which according to Samimy and Lele (1991) translates into maximum
slip velocities of 0.02U .

Davis 7.4 was used for data acquisition and Davis 8.1 for processing the data. As pre-
processing steps, a sliding minimum filter over time was applied to remove wall laser
reflections and a min-max filter was used to normalize particle intensities. A multi-pass
cross-correlation approach was used with final interrogation windows of 32×32 pixels
and 75% overlap for the interaction camera. For the inflow and overview camera, 24x24
windows with 75% overlap were used. The resulting vector pitches are summarized in
Table 8.4. Spurious vectors were removed using the universal outlier detection Wester-
weel and Scarano (2005) approach implemented in Davis.
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8.1.4. UNCERTAINTY ANALYSIS

The experimental results are subject to uncertainties introduced by the data ensemble
size, the measurement technique, and micro-ramp positioning errors.

For the parametric study, 150 image pairs were recorded per case. The flow proper-
ties converged slowest in the region of the separation bubble, where the uncertainties on
ū and u′ are estimated to be 0.5% and 0.9%, respectively. The uncertainty on Asep is es-
timated to be 0.7%; Asep being the average separated area, an important parameter that
will be introduced in section 8.2.2 to quantify the amount of separation per test case.

In the cross-correlation procedure, the location of the peak can only be determined
with a finite accuracy of ∼0.1 pixel. As a consequence, the instantaneous velocities mea-
sured are expected to be off by ∼0.4% for the interaction field of view and by ∼0.6% for
the inflow field of view.

Particle slip has already been discussed in the previous section and for the DEHS
particles used, slip velocities of <2% of the freestream velocity are expected. The effect
of particle slip is most pronounced in regions where the particles are subjected to strong
velocity gradients, for instance when passing a shock wave or inside vortices.

The micro-ramps were mounted in the tunnel by hand and although this was done
with great precision, small positioning errors with respect to the laser sheet cannot be
avoided. An offset of, for instance, 0.5 mm will significantly affect the velocity field that
is measured, because the streamwise vortices that are responsible for the mixing process
are of the same scale Sun et al. (2012). Even if the micro-ramp is perfectly aligned with
the laser sheet, results will still be averaged due to the finite laser sheet thickness of ap-
proximately 1 mm. To investigate the sensitivity of the solution, several measurements
were repeated; the uncertainty in the average separated area is expected to be 10-25%.

All the uncertainty parameters discussed are summarized in Table 8.5 together with
the values for the overview field of view. For the overview field of view, 500 image pairs
were recorded and consequently the statistical errors are smaller than for the parametric
study.

Table 8.5: Uncertainty analysis

Parameter Parametric Overview

study (N = 150) measurements (N = 500)

Statistical uncertainty
• Average velocity ǫū/U∞ 0.5% 0.1%
• Velocity fluctuations ǫu′/U∞ 0.9% 0.5%
• Average separated area ǫAsep /Asep 0.7% 0.3%

Cross correlation uncertainty ǫCC 0.1 pixel 0.1 pixel
Instantaneous velocity ǫu(ǫCC )/U∞ 0.4 - 0.6% 0.8%
Particle slip ǫτ/U∞ <2% <2%
Repeatability ǫ∆Asep /Asep 10 - 25%
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8.2. RESULTS

8.2.1. ASSESSMENT OF THE UNDISTURBED BOUNDARY LAYER

Before investigating the effects of a micro-ramp on the boundary layer and the interac-
tion region, the undisturbed boundary layer profile will be assessed in more detail. A
dedicated PIV measurement was carried out and the results are presented in Figs.8.3(a)
and (b).

Fig.8.3(a) shows the mean velocity profile in terms of the inner variables u+ = ueq /uτ

and y+ = yuτ/µw . Here uτ presents the friction velocity, µw the kinematic viscosity at the
wall and ueq the Van Driest effective velocity. The latter is obtained by applying the Van
Driest II transformation in combination with the Crocco-Busemann relation (recovery
factor r = 0.89) to the boundary layer profile. From Fig.8.3(a) it is clear that an excellent
agreement between the boundary layer profile and the log law is obtained in the region
from y+ = 200 to y+ = 900, for a friction velocity uτ of 20.8 m/s. For y+ > 900, a wake
component can be distinguished, which can be described in terms of the law of the wake
by Coles (1956). Coles’ wake parameter Π is calculated to be 0.54, which falls within the
range found in the study of Fernholz and Finley (1980). They reported that for flat-plates
with 1.7 < M < 10.3 and Reθ > 2000, Coles’ wake parameter equals Π= 0.55±0.05.

Fig.8.3(b) shows the velocity fluctuations in the boundary layer in both streamwise
and wall-normal direction. In order to allow a direct comparison with the classical in-
compressible data of Klebanoff (1955), the velocity components are normalized with re-
spect to the friction velocity and scaled with

√

ρ/ρw (Morkovin scaling). The density ra-
tio is calculated from the mean velocity profile by using the adiabatic Crocco-Busemann
relation with a recovery factor r of 0.89. Besides Klebanoff’s data, the results from the to-
mographic PIV study of Humble et al. (2009) and the hot wire anemometry (HWA) study
of Elena and Lacharme (1988) are also shown in the figure. The measurements reported
in this study are in good agreement with these reference cases.
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Figure 8.3: Assessment of the undisturbed boundary layer. Comparison with a log law fit (a) and the velocity
fluctuations in Morkovin scaling (b)
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8.2.2. EFFECTS OF THE MICRO-RAMP ON THE INTERACTION REGION

Before zooming in on the interaction region, it is illustrative to first consider the global
features of the flow in the schlieren visualization of Fig.8.1. A 12 degree, nearly full-span
shock generator is used to create the incident shock wave, which by definition impinges
on the wall at x = 0 mm. The reflected shock is formed approximately 25 mm upstream.
For this measurement, a 4 mm micro-ramp was placed 90 mm (17.3δ99) upstream of
the incident shock impingement point. The micro-ramp is completely embedded in
the boundary layer, and both the leading edge shock and the lip shock (terminating the
expansion wave over the micro-ramp’s corner) are clearly visible. Furthermore, it can be
observed that the boundary layer thickens after passing the micro-ramp.

Figure 8.4: Flow field overview for a h = 3 mm micro-ramp at x =−20.8δ99. Presented is the u-component of
the velocity field.

By combining the inflow and interaction field of view, an overview of the velocity field
from micro-ramp until interaction can be constructed. Fig.8.4 presents the u-velocity
component for the case of a 3 mm micro-ramp located at x = −108 mm (20.8δ99). For
this case, the measurements are performed in the symmetry plane of the ramp. The
region close to the micro-ramp is blanked, because reflections were too strong to allow
a proper measurement. Behind the ramp, a wake can be distinguished which lifts away
from the surface and weakens when moving downstream. Around x =−20 mm, the wake
interacts with the shock system, and a low-velocity pocket is formed. Another important
feature revealed in Fig.8.4 is the low-speed bubble formed at the wall, which is caused
by the strong adverse pressure gradient imposed on the incoming boundary layer by the
reflected shock wave. On average there is no separation taking place for this particular
configuration, however, instantaneously there can still be separated regions (see Fig.8.7
for instantaneous snapshots).

Fig.8.5 compares the flow topology for a case with (h = 4 mm & d = 17.3δ99) and with-
out a micro-ramp. The average velocity fields (u-component) are compared in Figs.8.5(a)
and (b) and the turbulence intensities are compared in Figs.8.5(c) and (d). The solid
black line in Figs.8.5(a) and (c) represents the dividing streamline, which discriminates
the separation bubble from the outer flow, while the dashed black line represents the
sonic line. Note that on average no separation takes place for the case with a micro-
ramp. Consequently, this results in a shear layer with smaller velocity gradients, reduced
production of vorticity, and therefore lower turbulence levels. The turbulence intensity
recorded in the center of the shear layer is approximately 15% smaller for the case with
a micro-ramp. Lower turbulence levels are, however, also recorded downstream of the
interaction, within the recovering boundary layer. The highest values for the turbulence
intensity are recorded in the region enclosed by the dividing streamline and the sonic
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Figure 8.5: The interaction region for a case with (h = 4 mm and d = 17.3δ99) and without micro-ramp. (a)

U /U∞ without and (b) with a micro-ramp (c) Turbulence intensity Tu =
√

u′2 + v ′2/U∞ without and (d) with
a micro-ramp.

line, as was also observed by Souverein (2010).

Since the flow field that is generated by the micro-ramp is highly three-dimensional,
it is insufficient to only consider the velocity field in the symmetry plane. PIV measure-
ments were performed at three spanwise planes: the centerline, 25% span and 50% span.
For these measurements, the micro-ramp was moved with respect to the centerline of
the tunnel and the lasersheet was kept aligned with the centerline of the tunnel. From
Fig.8.6 it is clear that as the measurement plane is shifted away from the center, the sep-
arated region increases. At z/δ99 = 2.3 (50% span), the mean flow field and size of the
separated region are similar to that of a flow without a micro-ramp (exact values are pre-
sented in Fig.8.9(a)). The micro-ramp therefore does not remove separation completely,
but instead creates a spanwise modulation in the bubble size. A similar observation was
also made by Babinsky et al. (2009), by means of oil-flow visualizations they showed that
the effect of the micro-ramp does not reach far beyond its span and that attached flow is
only observed within the centerline region.

The unsteady behavior of the separation bubble is illustrated in Fig.8.7, showing
three snapshots of the interaction region. For this measurement, a 4 mm micro-ramp
was located at d/δ99 = 17.3. The three snapshots represent the typical variability of the
extent of flow separation that occurs. In Fig.8.7(a) the flow is attached down to y/δ99 =
0.07. Fig.8.7(b) shows a small separation bubble of approximately 6 mm2 and Fig.8.7(c)
indicates the presence of a large bubble of approximately 44 mm2. The size of the separa-
tion bubble is determined as the region of the flow that shows flow reversal and therefore
falls within the zero-velocity iso-line. Separation and flow reversal are strictly speaking
not the same, because separation encompasses all the flow within the dividing stream-
line and flow reversal only the area within the zero-velocity iso-line. For individual snap-
shots it can, however, be difficult to accurately construct the dividing streamline, espe-
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Figure 8.6: Velocity distribution in the interaction region for a 4 mm micro-ramp located at d = 17.3δ99. The
three planes correspond to a cut through the centerline (z = 0), at 25% span (z = 1.15δ99) and 50% span (z =
2.3δ99). The dashed line presents the zero-velocity iso-line.

Figure 8.7: Three uncorrelated PIV snapshots of the low-speed bubble for a 4 mm micro-ramp located at
d/δ99 = 17.3 (z/δ99 = 0). The solid black line presents the zero-velocity iso-line. (a) No separation (b) Small
separation bubble (c) Large separation bubble

cially for very small separation bubbles. Flow reversal on the other hand forms a less
sensitive criterion and is therefore used throughout this paper for calculating the (to be
defined) separation probability and average separated area.

From the individual snapshots, the local separation probability Psep can be obtained,
which is defined as the probability that a certain point (x,y) shows reversed flow. For ex-
ample, when Psep (x, y) equals 50%, then half of the time reversed flow occurs at (x, y).
Fig.8.8 compares the separation probability with (a) and without a micro-ramp (b). With-
out a micro-ramp, flow reversal is observed in a region spanning the entire field of view
in the streamwise direction, which is approximately 9δ99. By placing a 4 mm micro-ramp
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Figure 8.8: The separation probability Psep with a micro-ramp (h = 4 mm, d = 17.3δ99) upstream of the inter-
action (a) and without a micro-ramp (b).

17.3δ99 upstream of the interaction, this is reduced to ∼5.5δ99 within the centerline re-
gion of the ramp. The probability of encountering reversed flow is also reduced. Without
a micro-ramp, there are regions close to the wall that show flow reversal 75% of the time.
With a micro-ramp, this peak value has been reduced to 41%. By integrating the sepa-
ration probability over the entire domain, an average separated area Asep can be calcu-
lated. Without a micro-ramp, Asep equals 37.4 mm2 while with a micro-ramp (h = 4 mm
and d = 17.3δ99) it decreases to 8.1 mm2, which is a reduction of 78%.

Figure 8.9: Results of the parametric study along the micro-ramp’s centerline and at two off-centerline loca-
tions, in terms of the average separated area (a) and the reflected shock unsteadiness (b).

Micro-ramp height and location have a pronounced effect on the unsteadiness of the
interaction and the amount of reversed flow. A parametric study was therefore carried
out, in which both parameters were investigated (See Table 8.2). The results of this study
are summarized in Figs.8.9(a) and (b), which show the average separated area and the
shock unsteadiness in the centerline region of the ramp, respectively. In Fig.8.9(a) Asep

is normalized with Asep,cl ean = 37.4 mm2, which is the average separated area present for
a clean configuration. For all cases measured in the centerline plane of the micro-ramp,
an improvement with respect to the clean configuration is observed.

For the 2 mm micro-ramp, the average separated area is relatively constant for d/δ99 >
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13.8 and equals approximately 0.31Asep,cl ean . A distinct increase in the average sepa-
rated area is however noticed when the micro-ramp is placed any closer to the inter-
action. When it is placed at x = 8.1δ99 an average separated area of 0.93Asep,cl ean is
recorded. The larger 3 and 4 mm micro-ramp deliver a stronger control effect and typi-
cal values of 0.13Asep,cl ean are recorded for d/δ99 > 13.8. Off-centerline measurements
are also shown in Fig.8.9(a) for the case of a 4 mm micro-ramp placed at d/δ99 = 17.3.
This again confirms that the effectiveness of the micro-ramp is reduced when moving
away from the centerline, as was also observed in Fig.8.6. At 50% span, the average sep-
arated area is even increased by 12% compared to the clean configuration. Again we
notice that the micro-ramp is not able to completely remove the separation bubble, but
instead is spanwise modulated by the presence of the ramp.

The ultimate consequence of the loss of control authority when moving the micro
ramp closer to the interaction, as indicated by the rising trend in Fig.8.9(a), was evi-
denced by an experiment where a 4 mm micro-ramp was placed at d/δ99 = 10.4. The
corresponding datapoint is not presented in Fig.8.9(a). The separation bubble for this
particular case was too large to fit completely within the field of view and therefore no
accurate estimate could be given for Asep . This large separation bubble, however, does
make it an interesting configuration to study. The average velocity field is presented in
Fig.8.10 and the zero-velocity contour (solid black line) is compared to the zero-velocity
contour for a clean configuration (dashed black line). Clearly, the reversed flow region is
multiple times larger with a micro-ramp than without a micro-ramp. From the oil-flow
measurements of Babinsky et al. (2009), we know that there is a small region of reversed
flow directly behind the micro-ramp. For this particular case, this region has linked up
with the shock-induced separation bubble, resulting in a completely separated interac-
tion.

So, micro-ramp location clearly is an important parameter, which determines to a
large extent the effectiveness of the micro-ramp. For all micro-ramp heights (2, 3 and
4 mm) it is noticed that the best performance is achieved for d/δ99 > 13.8. This ob-
servation will be further substantiated in section 8.2.3, which discusses the effects of a
micro-ramp on the incoming boundary layer.

Figure 8.10: Mean velocity field for a 4 mm micro-ramp placed at d = 10.4δ99. Solid black line: zero-velocity
iso-line. Dashed black line: zero-velocity iso-line for the clean configuration.

Since the size of the separation bubble is correlated with the location of the reflected
shock wave (Dussauge et al. (2006); Van Oudheusden et al. (2011)), it is expected that
by reducing the size/unsteadiness of the separation bubble, the unsteadiness of the re-
flected shock wave is also reduced. In order to assess the unsteadiness of the reflected
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shock wave in the current experiments, its location is obtained from the measurement
data by finding the maximum of dV /d x along the horizontal line y = 3.5δ99. The same
procedure is repeated for the five rows of vectors above and below this line. After remov-
ing obvious outliers, the shock locations are used in a least squares fitting procedure.
The resulting linear fit is used to calculate the shock location at y = 3.5δ99. This process
is repeated for all the snapshots, and the shock unsteadiness is then quantified by the
standard deviation σ of the list of shock locations xs .

Fig.8.9(b) shows the reflected shock wave unsteadinessσ(xs ) normalized byσ(xs,cl ean )
= 1.87 mm for the clean configuration. In some cases (h = 4 mm, d/δ99 = 10.4 & 20.8 and
h = 3 mm, d/δ99 = 10.4) the wake coming from the micro-ramp and/or vortices being
shed from the separation bubble obscured the velocity gradient imposed by the shock
wave. It was therefore not possible to accurately resolve the instantaneous location of
the shock wave and no reliable value of the shock unsteadiness could be obtained.

The data points for a 2 mm micro-ramp show that shock unsteadiness is reduced
when the ramp is moved away from the interaction. Furthermore, the larger micro-
ramps appear to be more effective in reducing the unsteady behavior of the reflected
shock wave. With a 4 mm ramp placed at d/δ99 = 13.8 or d/δ99 = 17.3, the shock un-
steadiness is approximately halved. The shock unsteadiness is not only reduced in the
symmetry plane of the ramp, but also at 25% and 50% span reductions of, respectively,
37% and 36% are obtained. It is especially interesting to see that at 50% span, the micro-
ramp still reduces the shock unsteadiness, whereas the average separated area at this
location has been found to increase by 12% compared to a case without micro-ramp. It
appears that the spanwise modulation of the separation bubble has a beneficial effect
on the reflected shock unsteadiness.

8.2.3. INTERACTION CONTROL MECHANISM

In the previous section it has been observed that there is an optimal micro-ramp config-
uration to reduce the average separated area. So, in order to gain insight into the working
principles of the micro-ramp, the velocity profiles downstream of the ramp are analyzed
in more detail. To this end, the development of the boundary layer profile behind a 3
mm micro-ramp is presented in Fig.8.11. Profiles are shown at four locations behind
the ramp, with xMR defined as the distance between the measurement location and the
trailing edge of the ramp. As a reference, the undisturbed boundary layer profile is pre-
sented as well. As expected, the wake region becomes less intense when traveling down-
stream and moves away from the surface. Furthermore, notice that momentum is added
to the near-wall region of the boundary layer. Since it is anticipated that the effective-
ness of the micro ramp is primarily related to the near-wall region, the wake region and
the near-wall region are analyzed separately. First, the wake region is discussed and in
particular the scaling of wake location and intensity. Second, the momentum increase
in the near-wall region is treated. Finally, conditional averaging is applied to show the
effects of both regions on the separation bubble.

Fig.8.12(a) shows the wake height yw ake (location of minimum velocity) as a function
of the distance behind the micro-ramp xMR . The wake height scales with micro-ramp
height, and the results from the 2, 3 and 4 mm micro-ramp are shown to collapse on one
curve for the given Mach and Reynolds number. The same observation was made by
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Figure 8.11: Velocity profiles downstream of a 3 mm micro-ramp.
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Figure 8.12: Behavior of the micro-ramp’s wake, in terms of wake height (a) and velocity (b).

Ashill et al. (2005) in incompressible flows and by Babinsky et al. (2009) for supersonic
free stream conditions. As a reference, the fit from Babinsky is also shown, which shows
the same trend, but with an offset of approximately 1h for x/h ≥ 15. The micro-ramp
heights investigated in this study (0.38 - 0.77δ99) fall within the range of heights inves-
tigated by Babinsky (0.33 - 1δ99). So, this cannot be the cause for the offset measured
in Fig.8.12(a). The offset could, however, be due to the different freestream conditions.
Babinsky’s experiments were carried out at a higher Mach number of 2.5 and a higher
Reθi of 28.8×103. A further discussion of the Mach number effect on the micro-ramp’s
wake properties is provided in chapter 9.

The wake velocity Uw ake is defined as the minimum velocity recorded inside the
micro-ramp’s wake at a particular downstream location xMR . Fig.8.12(b) shows that the
wake velocities for the 2, 3 and 4 mm micro-ramp all collapse on one curve, when the
streamwise distance is normalized with the micro-ramp height h.

In Fig.8.11 it was noticed that momentum is added to the near-wall region of the flow.
To track the development of the added momentum flux downstream of the micro-ramp,
the following metric is introduced:
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E(x) =
∫Y

0

U 2 −U 2
cl ean

U 2
∞

d y (8.1)

In which Ucl ean is the velocity field for the clean configuration without micro-ramp.
The integration is performed from the wall up to a value of Y = 0.43δ99. A value of 0.43δ99

is used, because it was found that the separation bubble is mostly sensitive to the mo-
mentum flux contained in the lower 43% of the boundary layer. The exact value was ob-
tained by computing the correlation coefficient R between the bubble size and the added
momentum flux E (data from set G is used, see Table 8.3), which is plotted in Fig.8.13.
A clear maximum can be distinguished for a value of around Y = 0.43δ99. The negative
value for the correlation coefficient implies that an increase in the added momentum
flux is correlated with a reduction in the bubble size. The relatively modest correlation
(R =−0.18) is a result of the inherent time delay of the shock interaction system, which
was reported in more detail by Van Oudheusden et al. (2011). They used a high-speed PIV
system to perform a time correlation between the bubble size and the incoming bound-
ary layer momentum. For a zero time separation ∆t = 0 µs (boundary layer momentum
and bubble size are determined from the same snapshot), a correlation coefficient of -
0.19 was found, which is close to the value of -0.18 found in this study. However, for a
time delay of 200 µs, the correlation coefficient reached a maximum value of -0.47. This
result clearly shows that there is a time delay present within the system. Although the
value of Y = 0.43δ99 seems rather specific, it was found that the development of E is
relatively independent of the upper integration boundary that is used.

Figure 8.13: Correlation coefficient R between the bubble size and added momentum flux E , as a function of
the upper integration bound Y of Eq.8.1.

Fig.8.14(a) shows the development of the normalized added momentum flux E/h for
a 2, 3 and 4 mm micro-ramp placed at d = 17.3δ99 along its centerline. The bottom axis
shows the distance from the micro-ramp xMR and the top axis indicates the distance
x to the incident shock. Clearly all three datasets collapse to one curve, which implies
that the added momentum flux scales linearly with micro-ramp height. A possible ex-
planation for this behavior can be found in the work of Ashill et al. (2005). Here, a range
of vortex generators (VGs) was investigated and it was noticed that vortex circulation
scales linearly with VG height. Additionally it was found that this is only valid for non-
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dimensional VG heights of h+
e = uτhe /ν> 1400, in which he is the effective height of the

VG, which is the same as its physical height for forward wedges like the micro-ramp. A
h+

e of 1400 corresponds to a micro-ramp height of 0.84 mm for the present case. So, a
linear increase in the vortex circulation may be expected when moving from a 2 to 3 and
4 mm micro-ramp. A vortex that is twice as strong should also be able to transport twice
the amount of momentum flux to the wall, which would explain why scaling E with h
causes all the curves to collapse in Fig.8.14(a).

Figure 8.14: Development of the normalized added momentum flux E/h downstream of the micro-ramp along
its centerline. In (a) the micro-ramp location is fixed to d/δ99 = 17.3 and in (b) micro-ramp height is fixed to 3
mm.

When looking more closely at Fig.8.14(a), three regions can be distinguished: a mix-
ing region extending up to xMR /δ99 = 5.7, a plateau having a length of 3.8δ99, and a shock
region which becomes apparent at xMR /δ99 = 9.5 (which corresponds to a distance of
approximately 7.8δ99 upstream from the inviscid shock location). During the initial mix-
ing phase, high-momentum fluid is transported towards the surface by streamwise vor-
tices and at the same time the wake moves away from the surface. After this mixing
region, E/h becomes approximately constant and little momentum flux is added to the
near-wall region. This plateau extends over 3.8δ99 until the point where the reflected
shock wave is encountered. The effect of the added momentum flux is amplified when
crossing the reflected shock wave. Remember that the quantity E represents the differ-
ence between the momentum flux in a controlled and uncontrolled situation. The extra
momentum flux present in the near-wall region greatly helps in overcoming the adverse
pressure gradient posed by the reflected shock wave, therefore resulting in the steep rise
of E/h as recorded around xMR /δ99 = 9.5.

So, the micro-ramp requires a fixed length of 5.7δ99 (for the operating conditions
considered in this study) to allow maximum momentum to be injected in the near-wall
region. This implies that if the micro-ramps are placed closer than 5.7δ99 + 7.8δ99 =
13.5δ99 to the incident shock (mixing distance plus region of influence of the shock
wave), reduced micro-ramp effectiveness may be expected. This is exactly what was
noticed in Fig.8.9(a), where the average separated area remains relatively constant for
d > 13.8δ99 and increases for d < 13.8δ99.
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As has already been mentioned, the mixing distance of 5.7δ99 is relatively indepen-
dent of the upper integration bound Y used in Eq.8.1: for values of Y in between 0.2 and
0.7, the mixing distance varies between 5.5 and 5.9δ99. Furthermore, it appears that the
mixing distance is independent of the location of the micro-ramp. Fig.8.14(b) shows the
results for a 3 mm micro-ramp situated 13.8, 17.3 and 20.8δ99 upstream of the incident
shock. The mixing distance remains constant and only the plateau length varies. Notice
that for the 13.8δ99 case, no plateau can be observed and the boundary layer encounters
the reflected shock wave directly after the mixing region.

The boundary layer has now been investigated in terms of the wake intensity / lo-
cation and the amount of momentum flux that is transported to the near-wall region.
In order to relate these properties to the behavior of the interaction region, conditional
averaging is applied (see also Van Oudheusden et al. (2011)). First the images are sorted
based upon a certain metric, for instance the boundary layer momentum flux. Then
the images are grouped into two sets, one for which this metric has a large value and
another for which the value is small. By subtracting the conditionally averaged ’small’
dataset from the ’large’ dataset one can visualize the impact that the metric has on the
flow field. In this analysis, images are grouped within the ’large’ / ’small’ set when their
value is 1-3 standard deviations above / below the mean.

Fig.8.15 shows the differential velocity fields∆u for four different conditions. Fig.8.15(a)
is conditioned on the boundary layer momentum flux in the near-wall region (0 < y <
0.43δ99). The higher speeds in the interaction region imply that one is likely to have
a weaker separation bubble when the incoming boundary layer is rich in momentum.
Furthermore, higher speeds are also recorded in the region of the reflected shock wave.
The reflected shock wave causes a deceleration of the flow, so higher values in this re-
gion imply a downstream displacement of the shock wave. So, when the boundary layer
is rich in momentum, the reflected shock is likely to be displaced downstream, as has
been observed before Humble et al. (2009); Ganapathisubramani et al. (2007).

Fig.8.15(b) is conditioned on the size of the low-speed (U < 0.2U∞) bubble. The ef-
fect of the bubble size is not only observed in the interaction region, but is also clearly
visible 5δ99 downstream of the incident shock. There is, however, no direct relation visi-
ble between bubble size and features of the incoming boundary layer. A similar observa-
tion was also made by Van Oudheusden et al. (2011), who employed the same technique
on a shock wave-boundary layer interaction without micro-ramp. In that study it was hy-
pothesized that this might be due to an attenuated response of the bubble to the inflow
conditions.

In Figs.8.15(c) and (d), the effects of the instantaneous wake location and speed are
investigated. When the wake enters the interaction relatively far away from the wall, one
is likely to encounter a weaker separation bubble. The wake speed has the exact opposite
effect, higher wake speeds appear to be correlated with a stronger separation bubble.

8.3. CONCLUSIONS
A planar PIV study has been carried out in order to quantify the effects of micro-ramp
height and location on the separation probability of the flow and the reflected shock
wave unsteadiness. Conditional averaging showed that the separation bubble is sensi-
tive to the momentum flux contained in the near-wall region (<0.43δ99) of the incoming
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Figure 8.15: Results from conditional averaging, differential velocity fields∆u between large and small criterion
events. Conditioned on (a) boundary layer momentum flux (b) size of the low-speed bubble (c) wake location
(d) wake velocity

boundary layer. The momentum flux added to this region scales linearly with micro-
ramp height and keeps increasing up to 5.7δ99 downstream of the ramp. After 5.7δ99, a
plateau is reached and virtually no extra momentum is added or removed. The mixing
distance of 5.7δ99 is found to be independent of micro-ramp height and location. There-
fore, if the distance between the micro-ramp’s trailing edge and the start of the interac-
tion region is less than 5.7δ99, full boundary layer mixing is not attained and reduced
performance is expected.

The measurements that were carried out on the interaction region indeed confirm
this result. The average separated area is relatively constant for d > 13.8δ99 (micro-ramp
and reflected shock wave were separated by 6.1δ99) and increased when the micro-ramp
was placed closer to the interaction. For the special case of a 4 mm micro-ramp placed
10.4δ99 upstream of the incident shock wave, a very large separation bubble appeared,
multiple times larger than the bubble recorded without a micro-ramp. So, if micro-
ramps are to be used for shock wave-boundary layer interaction control (e.g in a su-
personic jet inlet), it is important to maintain a certain minimum distance between the
micro-ramp and the interaction for all flow conditions. The dependence of this mini-
mum distance on the Mach and Reynolds number is investigated in chapter 9.

The 3 and 4 mm micro-ramps were more effective in reducing the average shock-
induced separated area than the 2 mm micro-ramp. Typical reductions in the average
separated area by 87% were recorded in the centerline of the micro-ramp. Larger micro-
ramps were also more effective in reducing the reflected shock wave unsteadiness. A
4 mm micro-ramp (d = 13.8δ99) was able to reduce the shock unsteadiness by 53%.
Although the larger micro-ramps perform better than their smaller counterparts, this
most likely also comes at the price of a higher drag contribution (not investigated in this
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study).
Micro-ramps are less effective at off-center locations. On the outer edge of a micro-

ramp (h = 4 mm, d = 17.3δ99), the average separated area was measured to be 12% larger
than for a clean configuration. A micro-ramp therefore does not remove separation com-
pletely, but instead creates a spanwise modulation in the bubble. However, for the same
case, the shock unsteadiness was reduced by 36% compared to a clean configuration.



9
MACH AND REYNOLDS NUMBER

EFFECTS

The previous chapter evaluated the performance of micro-ramp vortex generators for
one particular operating condition (M∞ = 2.0, Re∞ = 42×106 m−1). However, for micro-
ramps to be of industrial relevance, it is important to have a clear understanding of
how its performance is improved / deteriorated when changing the operating Mach or
Reynolds number. A large parametric study was therefore conducted into the effects
of Mach (M∞ = 1.5− 3.0) and Reynolds number (Re∞ = 28− 63× 106 m−1), the results
of which are presented in the current chapter. The flow field in the symmetry plane
of the micro-ramp was studied by means of planar PIV measurements, and the three-
dimensional features of the flow field were captured by means of a series of oil-flow and
schlieren visualizations.

9.1. EXPERIMENTAL SETUP

9.1.1. TEST MATRIX

All measurements were performed in the TST-27 transonic-supersonic blow-down tun-
nel of the TU Delft. The micro-ramp was mounted on the top wall of the test section and
was aligned with the centreline of the tunnel. The geometry of the micro-ramps used
in this study is based on the optimization study performed by Anderson et al. (2006) for
minimizing the incompressible shape factor Hi downstream of the micro-ramp. The di-
mensions of the micro-ramp are presented in Fig.9.1 and are normalized with the micro-
ramp height h. The flow field downstream of the micro-ramps was measured by means
of particle image velocimetry and all measurements were performed along the symme-
try plane of the micro-ramp. Additionally, schlieren and oil-flow visualizations were per-
formed to study the effects of the Mach number on the (spanwise) trajectory of the pri-
mary and secondary vortices.

Parts of this chapter have been presented at the 45th AIAA Fluid Dynamics Conference (Giepman et al.
(2015d)).
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As a baseline configuration a h = 8 mm micro-ramp was used, which was tested at
a Mach number M∞ = 2 and a unit Reynolds number of Re∞ = 39× 106 m−1. The ef-
fects of micro-ramp height, Mach number and Reynolds number on the flow field were
investigated systematically by changing one parameter at a time while keeping the other
parameters fixed (see Table 9.1). The micro-ramp height was varied from 6 to 10 mm, the
Mach number from 1.5 to 2.5 and the unit Reynolds number from 28 to 63×106 m−1. To
clearly identify the mixing properties of the micro-ramp, reference measurements were
also performed on the tunnel wall boundary layer without a micro-ramp (see section
9.3).

Figure 9.1: Micro-ramp geometry

Table 9.1: Test matrix for the measurements with micro-ramp

Set M∞ Re∞ [m−1] Reδ99
h [mm] h/δ99 Measurements technique

2.0 39.5×106 6.8×105 6 0.35 PIV
1 2.0 39.5×106 6.8×105 8 0.46 PIV, schlieren, oil-flow

2.0 39.5×106 6.8×105 10 0.58 PIV

2
1.5 39.1×106 6.4×105 8 0.49 PIV, schlieren, oil-flow
2.0 39.5×106 6.8×105 8 0.46 PIV, schlieren, oil-flow
2.5 39.4×106 7.3×105 8 0.44 PIV, schlieren, oil-flow

3

2.0 27.7×106 4.9×105 8 0.45 PIV
2.0 39.5×106 6.8×105 8 0.46 PIV, schlieren, oil-flow
2.0 51.3×106 8.8×105 8 0.47 PIV
2.0 63.4×106 10.5×105 8 0.48 PIV

9.1.2. PIV SETUP

Four 2 Mega-pixel Lavision Imager LX cameras were used to capture the flow field down-
stream of the micro-ramp. Two cameras were equipped with a 35 mm Nikkor objective
and the other two cameras with a 50 mm Nikkor objective. All four cameras were oper-
ated at the same magnification of 0.13 and a f# of 8. This resulted in a spatial resolution
of 30 pixels/mm and a field of view per camera of 54x37 mm2 in streamwise and wall-
normal direction, respectively. An overlap of approximately 9 mm was provided between
the fields of view of the individual cameras to allow for a proper recombination of the
velocity fields. The total field of view of the four cameras combined therefore equalled
190x37 mm2. The laser light reflection from the micro-ramp makes it impossible to mea-
sure very close to the trailing edge of the ramp. The first field of view was therefore po-
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sitioned approximately 18 mm downstream of the trailing edge of the micro-ramp. A
sketch of the four fields of view and their position with respect to the micro-ramp is pro-
vided in Fig.9.2. Notice from the figure that the fields of view are overlapping the wall by
approximately 4 mm, which allows for identifying the wall location from the PIV images
afterwards.

Illumination was provided by a double-pulse Nd:YAG Spectra Physics Quanta Ray
PIV-400 laser. A series of lenses was used to shape the laser beam into a sheet of approx-
imately 1.5 mm thick (see also Fig.9.1) The pulse separation time between pulse A and
B was set to 1.4 µs for the Mach 1.5 and 2.0 test cases and was lowered to 1.3 µs for the
Mach 2.5 case in order to have a free stream particle displacement of approximately 20
pixels for all conditions. The flow was seeded with DEHS tracer particles having a nomi-
nal diameter of ∼1 µm. The response time of the particles was evaluated by means of an
oblique shock wave test (Ragni et al. (2010)) and equals τp = 1.9 µs, which translates into
a Stokes number of U∞τp /δ99 = 0.06. According to Samimy and Lele (1991) this results
in particle slip velocities of <1%. All operating settings are summarized in Table 9.2.

Figure 9.2: Fields of view (FOV) of the four cameras used for the PIV measurements

Table 9.2: PIV experimental settings

Parameter Value

Measurement area
54 x 41 mm

1624 x 1236 pixels
Laser sheet thickness 1.5 mm
Digital imaging resolution 30 pixels/mm
Magnification 0.13
Object focal length 2x 35 mm and 2x 50 mm
F-number 8
Laser pulse separation time 1.4 µs (M∞ = 2.0)
Freestream particle displacement 21 pixels (M∞ = 2.0)

9.2. DATA REDUCTION
This section covers the PIV processing techniques used for converting the raw PIV im-
ages to velocity fields (section 9.2.1). Also a description is given of how PIV and schlieren
data can be combined to give an estimate of the primary vortex strength (section 9.2.2).
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Finally, a discussion is given on the uncertainties related to the PIV measurement tech-
nique and the subsequent processing steps (section 9.2.3).

9.2.1. PIV PROCESSING

The PIV images were processed with an in-house built iterative multi-grid window de-
formation PIV code Fluere, which is based upon the work of Scarano and Riethmuller
(2000). Stretched interrogation windows of 128x64 pixels were used for processing the
data (stretching applied in the streamwise direction) and Gaussian window weighting
was applied to further reduce the correlation noise (Astarita (2007)). A window overlap
of 75% was used in both the wall normal and streamwise direction, resulting in a vector
pitch of 32 by 16 pixels, or equivalently 1.07 by 0.54 mm.

The velocity fields were post-processed with a normalized median filter to remove
spurious vectors (Westerweel and Scarano (2005)) and vector relocation (Theunissen
et al. (2008)) was performed on vectors for which the interrogation window is overlap-
ping the wall mask.

9.2.2. VORTEX MODELLING

The vortex strength was not measured directly in this study, but can be derived from the
Burgers vortex model (see also the work of Nolan and Babinsky (2012)):

uθ =
Γ

2πr

[

1−exp

(

−1.26
r 2

r 2
vor

)]

(9.1)

This model requires four inputs: the vortex strength (circulation Γ), the vortex core
radius rvor and the location of the vortex core in the y-z plane. As output it delivers the
circumferential velocity uθ around the centreline axis of the vortex. The flow field that
is measured in the symmetry plane of the micro-ramp can be modelled as the result of
four Burgers vortices: the two primary vortices and two mirror vortices located on the
opposite side of the wall (see also Fig.9.3). The mirror vortices are necessary to ensure a
zero v-velocity component at the wall.

Figure 9.3: Inviscid vortex model, showing the primary vortices and the mirror vortices.

The location of the vortex in the x-z plane can be derived from schlieren visualiza-
tions (see discussion section 9.4.1). The vortex core height yvor has not been measured
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directly in this study, but can be approximated from the velocity field in the symmetry
plane of the micro-ramp. In the works of Sun et al. (2012) and Nolan and Babinsky (2011),
it has been shown that the location of maximum upwash yvmax is virtually the same as
the height of the vortex core yvor above the wall. This leaves the circulation Γ and the
vortex core radius rvor as the two remaining unknowns. A fitting procedure can then be
employed to estimate the circulation strength and vortex core radius from the upwash
velocity profile in the symmetry plane of the micro-ramp.

This method has been validated by using the tomographic PIV data of Sun et al.
(2012) The circulation has been calculated both directly from the full 3D velocity field
as well as approximated by only using the data in the symmetry plane and by fitting a
Burgers vortex model to the upwash velocity profile, by the procedure indicated above.
Both approaches yield very similar values for the circulation (r.m.s. ∼4%) as can be seen
in Fig.9.19. It should be noted here that for the study of Sun et al. (2012) no schlieren
visualizations were available. The spanwise vortex trajectories were therefore derived
directly from the tomographic PIV data. In section 9.4.1 it is discussed that the typical
uncertainty on the schlieren-derived vortex trajectories equals ∼12% , which translates
into an uncertainty of approximately 6% on the calculated circulation strengths.
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Circulation approximated from symmetry plane data
Circulation directly from TOMO−PIV data

Figure 9.4: Vortex strength calculation from the TOMO-PIV data of Sun et al. (2012)

9.2.3. PIV UNCERTAINTY ANALYSIS

The PIV measurements are subject to uncertainties introduced by the finite ensemble
size, limitations of the measurement technique and the subsequent processing steps.

Based on the ensemble size of 150 image pairs it is estimated that the statistical com-
ponent of the uncertainty on the mean streamwise velocity field ū equals ∼1.0% of U∞
in the wake region of the micro-ramp (at x/h = 10), where the highest velocity fluctua-
tions are recorded. The velocity fluctuations are smaller in the near-wall region of the
boundary layer, consequently resulting in a lower uncertainty on ū of ∼0.4% of U∞ (at
x/h = 10 and y/h = 0.5).
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The laser sheet was aligned with the centreline of the micro-ramp and had a thick-
ness of ∼1.5 mm (0.19h) for all the experiments described in this study. The measured
velocity field therefore presents a spanwise average over 0.19h in space and is, as such,
not exactly equal to the velocity field in the centreline of the micro-ramp. To estimate
the potential error introduced by the finite thickness of the laser sheet a comparison was
made with the data of Sun et al. (2012), who performed TOMO-PIV measurements on
the flow field downstream of a similar micro-ramp. From the 3D TOMO-PIV data it is
possible to derive the velocity field at the centreline of the micro-ramp, which can be
compared with the velocity field that is obtained when averaging the data over a 0.19h
thick virtual laser sheet. The differences between the ‘exact’ velocity field at the cen-
treline and the spanwise averaged velocity field turned out to be less than 0.1% of the
freestream velocity. The finite laser sheet thickness is therefore not expected to have a
significant impact on the velocity fields measured in this study.

Uncertainties are furthermore introduced by the finite size of the interrogation win-
dows (Schrijer and Scarano (2008)). For processing the PIV images, interrogation win-
dows with a size of 128×64 pixels (0.53h×0.27h) were used (see also section 9.2.1). This
window size was selected as a trade-off between having a low noise level and obtaining
a high spatial resolution. Fig.9.5 shows profiles of the average streamwise velocity com-
ponent at three locations (x/h = 8, 10 and 12) for four different window sizes (32× 16,
64×32, 128×64, 256×128). The velocity profiles for the 32×16 and 64×32 interrogation
windows show a light amount of scatter, which is reduced when going to larger windows
of 128×64 and 256×128 pixels. However, the large 256×128 windows have a too strong
smoothing effect on the data and the wake velocities are clearly overestimated for this
window size. It was therefore decided to use 128× 64 windows, which deliver a clean
result for the current ensemble size of 150 image pairs, without significantly modulating
the wake and boundary layer profile.

Finally, it may be noted that even the very large 256x128 pixel interrogation windows
(1.07h×0.53h) still yield relatively good results in the near-wall region of the flow. That is
because the PIV code that we used features a vector-relocation algorithm (see appendix
A), which automatically adjusts the size and location of very near-wall interrogation win-
dows. The near-wall interrogation windows are effectively a factor of 2 smaller in the
wall-normal direction than the windows used further away from the wall.

9.3. UNDISTURBED BOUNDARY LAYER MEASUREMENTS
PIV measurements were performed on the undisturbed tunnel wall boundary layer for
all flow conditions considered in this study. Fig.9.6a shows the boundary layer profile for
a range of freestream Mach numbers while Fig9.6(b) presents the same profiles in terms
of the inner variables u+ = ueq /uτ and y+ = yuτ/µw . Here uτ represents the friction
velocity, µw the kinematic viscosity at the wall and ueq the Van Driest effective velocity.
The latter is obtained by applying the Van Driest II transformation in combination with
the Crocco-Busemann relation (recovery factor r = 0.89) to the boundary layer profile.
From Fig.9.6(b) it is clear that an excellent agreement between the boundary layer profile
and the log-law is obtained for all three Mach numbers in the region of y+ ∼ 2×102 to
y+ ∼ 3 × 103, where the log-law can be described by the following relation (κ = 0.41,
B = 5):
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Figure 9.5: Velocity profiles obtained for different interrogation window sizes at three different locations: (a)
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The boundary layer thickness δ99 increases slightly with the freestream Mach num-
ber, from 16.3 mm to 18.4 mm, for M∞ = 1.5 and M∞ = 2.5, respectively. The skin
friction coefficient C f on the otherhand decreases with increasing Mach number, from
1.72× 10−3 to 1.40× 10−3, for M∞ = 1.5 and M∞ = 2.5, respectively. These trends are
in agreement with results reported before by, amongst others, Schlichting and Gersten
(2000) and Cousteix (1989). A summary of the boundary layer properties can be found
in Table 9.3.

Fig.9.7 presents the undisturbed boundary layer profiles for the Reynolds number
variation that was considered in this study, at a constant value of the Mach number.
Again the boundary layer profiles are found to be in excellent agreement with the log-
law and from Fig.9.7(b) it is clear that the size of the log-region (in terms of y+) increases
when going to higher freestream Reynolds numbers. In agreement with theory, both the
boundary layer thickness and skin friction coefficient are found to decrease with increas-
ing Reynolds number (see Table 9.3).

The fullness of the boundary layer profiles does not vary much with Mach and Rey-
nolds number, and the incompressible shape factor Hi is found to range between 1.23-
1.25 for all operating conditions tested.

9.4. RESULTS
The PIV measurements in this study were confined to the symmetry plane of the micro-
ramp. The flow field downstream of a micro-ramp is, however, inherently three-dimen-
sional. To gain a better understanding of the effects of the Mach number on the vor-



9

166 9. MACH AND REYNOLDS NUMBER EFFECTS

Figure 9.6: Undisturbed boundary layer profiles for a range of freestream Mach numbers for Re∞ ∼ 39×106

m−1. (a) Linear representation (b) Inner-variable scaling

Figure 9.7: Undisturbed boundary layer profiles for a range of freestream Reynolds numbers for M∞ = 2.0. (a)
Linear representation (b) Inner-variable scaling

tex trajectories, the PIV measurements were complemented with top-view schlieren and
surface oil-flow visualizations. The schlieren and oil-flow visualizations are described in
section 9.4.1 and the PIV measurements in section 9.4.2. Finally, section 9.4.3 presents a
comparison of the current results with the data reported by other researchers.

9.4.1. SCHLIEREN AND OIL-FLOW VISUALIZATIONS

For the schlieren measurements, the micro-ramp was mounted on the side-wall of the
tunnel, just upstream of the test section window to allow a visualization of the micro-
ramp wake through the test section window. Fig.9.8 presents a schlieren visualization
for an h = 8 mm micro-ramp in a Mach 2.0 flow at a unit Reynolds number of 39×106

m−1. The schlieren knife was oriented horizontally (i.e. parallel to the wake axis) in order
to visualize the density gradients in the spanwise direction. The largest density gradients
are present at the shear layer between the wake and freestream which explains the pres-
ence of a dark / white band on the bottom / top of the image. A smaller density gradient
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Table 9.3: Undisturbed boundary layer properties for all operating conditions considered in this study

Tunnel operating conditions

M∞ 1.5 2.0 2.0 2.0 2.0 2.5
Re∞×10−6 [1/m] 39.1 27.7 39.5 51.3 63.4 39.4
U∞ [m/s] 409 493 493 493 494 550
p0 ×10−5 [N/m2] 2.48 2.06 2.94 3.82 4.70 3.72
T0 [K] 278 278 278 278 278 278

Tunnel wall boundary layer properties

δ99 [mm] 16.3 17.7 17.3 17.1 16.5 18.4
δ∗i [mm] 2.02 2.24 2.10 2.05 1.92 2.23
θi [mm] 1.61 1.80 1.70 1.66 1.56 1.80
Hi 1.25 1.25 1.24 1.23 1.23 1.24
uτ [m/s] 14.2 18.5 18.1 17.8 17.7 21.2
C f ×103 1.72 1.65 1.58 1.53 1.50 1.40
Reδ99 ×10−5 6.4 4.9 6.8 8.8 10.5 7.3

is also present between the two vortex cores. This again creates a dark and a light band
in the image, which are most clearly visible for the first 10h downstream of the ramp.
The vortex location is identified from the schlieren images as the transition point from
the white to dark band. It should be highlighted here though that the wake flow consists
of a highly 3D mixture of low and high-momentum regions. A schlieren visualization
provides only a vertically averaged representation of these density gradients. An exact
determination of the vortex trajectories is therefore not possible, but a reasonable ap-
proximation can still be inferred.

In this context it is useful to compare the schlieren visualizations of the current study
with the tomographic PIV data from Sun et al. (2012), which was acquired under very
similar conditions: M∞ = 2.0 and Re∞ = 41×106 m−1. The velocity field of Fig.9.8 has
been constructed by extracting the velocities at the height of the local wake location. Two
streaks of low-momentum fluid can be very clearly identified in the velocity field. Also
indicated in the figure are the vortex trajectories (Q-criterion) that were derived from the
PIV data of Sun et al. (2012) The vortex trajectories that were derived from the schlieren
visualizations are seen to be in reasonable agreement (the r.m.s. error in the spanwise
position is ∼12%) with the trajectories measured in the PIV study of Sun et al. (2012). The
same technique for determining the vortex trajectories has therefore also been applied
to the schlieren visualizations that were acquired at the other Mach numbers (1.5, 2.5
and 3.0).

Fig.9.9 presents the vortex trajectories projected on the corresponding schlieren vi-
sualizations and Fig.9.10 presents the vortex trajectories for the different Mach numbers
compared with the CFD data of Lee et al. (2009) (see Table 9.4 for the details of their sim-
ulations). The vortex trajectories look qualitatively very similar for the different Mach
numbers. Downstream of the micro-ramp the vortices are first moving closer to each
other, reach a certain minimum separation distance (∼0.9h) and then move apart again.
For incompressible flows Ashill et al. (2001) showed that the first part of the trajectory
can be described, with reasonable accuracy, by the combination of inviscid theory (Jones
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Figure 9.8: Comparison between the tomographic PIV data of Sun et al. (2012) (a) and a schlieren visualization
of the vortex trajectories obtained during the current study (b).

(1955)) with an exponential vortex decay model (Wendt et al. (1991)). In modelling the
vortices one has to take into account the effects of the wall (i.e. v(y = 0) = 0) on the vortex
trajectories. This is done by introducing a counter-rotating vortex pair of equal strength
on the opposite side of the wall (see Fig.9.3), where the mirror vortices are responsible
for pushing the primary vortices towards the centreline of the micro-ramp. This invis-
cid description, however, does not capture the fact that the vortices start to move apart
after approximately five micro-ramp heights. That is because, inviscid theory does not
model the dissipation that is developed between the two approaching vortices. As also
highlighted in the work of Lee et al. (2009), it is dissipation which is responsible for in-
creasing the vortex core radius and for moving the vortices away from the centreline.

The location where the vortices are closest to each other depends on the Mach num-
ber. The higher the Mach number, the further this location is moved downstream. For
M∞ = 1.5, the vortices reach their minimum separation distance ∼4.2h downstream of
the micro-ramp, whereas for the M∞ = 3.0 case this has become significantly larger:
∼6.8h. Also for the lower Mach numbers (M∞ = 1.5 and M∞ = 2.0) it is observed that
the vortices move apart faster than for the higher Mach numbers. For example, the cen-
ter of the vortex core at x/h = 20 is located at z ∼ 0.72h for the M∞ = 1.5 case and at
z ∼ 0.57h for the M∞ = 3.0 case. The same trend is also clearly visible in the numerical
data of Lee et al. (2009).

For the same conditions, also oil-flow visualizations were carried out (see Fig.9.11).
Downstream of the micro-ramp two white lines are recorded, which form the separation
lines between the primary and secondary vortices introduced by the micro-ramp. The
primary vortices are the result of the positive pressure difference between the micro-
ramp’s top surface and its slanted side-walls. Secondary vortices are introduced by the
strong primary vortices at the side-wall / tunnel wall junction and at the side-wall / top
surface junction (see also the work of Lu et al. (2011)). The primary vortices push the oil
towards the centreline of the ramp, whereas the smaller secondary vortices (tunnel-wall
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Figure 9.9: Schlieren visualizations of the micro-ramp vortex trajectories for M∞ = 1.5, 2.0, 2.5 and 3.0 (a-d)

/ side-wall junction) push the oil away from the centreline. As such, the oil flow pattern
provides an approximation of the trajectory of the primary vortices downstream of the
ramp. Also it should be remarked here that the vortices lift-off from the surface when
moving downstream (typically after 2 micro-ramp lengths, see also the work of Babinsky
et al. (2009)), which further alters the wall skin friction distribution and thus the recorded
oil-flow patterns.

The oil tracks are nevertheless in good agreement with the vortex trajectories derived
from the schlieren images (red dashed line) for x > 5h. Closer to the ramp some differ-
ences can be noticed between the trajectories derived from the two techniques. The oil
tracks show a kink (minimum vortex separation distance) around x/h = 1−2, whereas for
the schlieren visualizations this minimum is reached significantly further downstream,
around x/h = 4−6, depending upon the Mach number. This difference can be attributed
to the measurement technique, with schlieren visualizations the primary vortices are
tracked directly, whereas in the oil-flow visualizations an oil track created by the mutual
effects of the primary and secondary vortices is used as indicator. It should be remarked
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Figure 9.10: The estimated vortex core location (zvor ) for a range of Mach numbers (Re∞ = 39× 106 m−1),
compared with the numerical data of Lee et al. (2009).

here, that Lee et al. (2009) in their LES simulations also found that the distance between
the primary vortices is minimal ∼ 5h downstream of the trailing edge of the micro-ramp.

9.4.2. PIV RESULTS

All PIV measurements were performed in the symmetry plane of the micro-ramp. The
baseline configuration is that of a h = 8 mm micro-ramp at a freestream Mach number of
2.0 and unit Reynolds number of 39×106 m−1. The effects of micro-ramp height, Mach
number and Reynolds number on the induced flow field were investigated systematically
by varying one parameters at a time, keeping the other two parameters constant (see
section 9.1.1).

Fig.9.12 shows the velocity field downstream of a 6, 8 and 10 mm micro-ramp, where
both x and y are scaled with the micro-ramp height h. Close to the micro-ramp it was
not possible to perform accurate measurements due to strong laser reflections and a rel-
atively low seeding level. This part of the data has therefore been blanked in the velocity
fields of Fig.9.12. In the top left corner of the velocity field one can clearly distinguish
a region with higher velocities, which is the result of an expansion wave created at the
trailing edge of the ramp. This region is terminated by a shock wave, which is inclined
by an angle of ∼28◦. This is slightly smaller than the Mach angle µ = 30◦ at this Mach
number (M∞ = 2.0). Downstream of the micro-ramp a strong wake is observed, which
gradually lifts off from the surface and weakens in strength when moving downstream.

Similarly, Fig.9.13 and 9.14 display the PIV results for the Mach and Reynolds number
variations. From the contour plots some trends may be noted, where it appears that
larger micro-ramps introduce higher velocities close to the wall at the same x/h distance
from the ramp, which indicates stronger mixing effects for the larger micro-ramps. The
opposite holds true for the effect of the Mach number on the flow field, a higher Mach
number appears to reduce the effects of mixing and introduces a stronger wake (a larger
velocity deficit), which is located closer to the wall at the same x/h distance.
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Figure 9.11: Oil flow visualizations for a h = 8 mm micro-ramp at M∞ = 1.5 (a), M∞ = 2.0 (b), M∞ = 2.5 (c) and
M∞ = 3.0 (d).

These trends are elaborated further in Figs.9.16, Figs.9.17 and Figs.9.18. These fig-
ures, respectively, show the wake height yw ake , the wake velocity Uw ake , the maximum
upwash location yvmax , the maximum upwash velocity Vmax , the incompressible shape
factor Hi and the added momentum flux E . The definition of the wake properties can
be found in Fig.9.15, which shows some typical velocity profiles downstream of the h = 8
mm micro-ramp. The incompressible shape factor Hi is a measure of the fullness of the
boundary layer and is often used to assess the ‘health’ of the boundary layer and its re-
silience to separation (Titchener and Babinsky (2015)). The added momentum flux E is
a metric that was introduced in section 8.2.3 and provides a measure of the momentum
flux that has been added to the near-wall region (<0.43δ99) of the flow by the action of
the micro-ramp. In section 8.2.3 it was found that the added momentum flux E(x/δ99)
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scales linearly with the micro-ramp height h, whereas the streamwise development (x-
coordinate) scales with δ99 and not with h. In this definition δ99 is the boundary layer
thickness of the undisturbed boundary layer as listed in Table 9.3. The added momen-
tum flux was found to increase up to x ∼ 5.7δ99, after which a plateau is reached and
virtually no extra momentum is added or removed.

Hi (x) =
δ∗i
θi

=

∫∞
0

(

1− u
U∞

)

d y
∫∞

0
u

U∞

(

1− u
U∞

)

d y
(9.3)

E(x) =
∫0.43δ99

0

u2 −u2
cl ean

U 2
∞

d y (9.4)

MICRO-RAMP HEIGHT EFFECTS

Fig.9.16(a-b) shows that the wake height and wake velocity collapse nearly exactly on
top of each other for the different micro-ramp heights, when scaling both x and y by h.
The maximum upwash location also scales nearly perfectly with micro-ramp height (see
Fig.9.17(a)). The maximum upwash velocity on the other hand shows a weak depen-
dence on the micro-ramp height (see Fig.9.17(b)). For the larger micro-ramps, higher
upwash velocities are recorded at the same x/h location, which indicates stronger flow
mixing. This observation is further supported by the development of the incompressible
shape factor and the added momentum flux. Fig.9.18(a) shows that a larger micro-ramps
leads to a lower shape factor and thus a fuller boundary layer profile. The shape factor
was reduced below the undisturbed reference value for all three micro-ramp heights, so
all three micro-ramps tested have a positive effect on the ‘health’ of the boundary layer
in the symmetry plane of the ramp. However, for the same x/h distance, larger micro-
ramps consistently record lower values of the shape factor. For x/h = 20, the h = 6 mm
micro-ramp records Hi = 1.23, the h = 8 mm micro-ramp records Hi = 1.20 and the
h = 10 mm micro-ramp records Hi = 1.18.

The added momentum flux is presented in Fig.9.18(b), with E normalized by h and
x normalized by δ99. The data of the three micro-ramp heights collapses nearly exactly
on top of each other, which agrees with the observations made in the previous chapter.
The latter experiments were also performed at the TU Delft, but in a different supersonic
wind tunnel (ST-15) and under different tunnel operating conditions (see Table 9.4). The
normalized added momentum flux E/h becomes positive after ∼5δ99 and a plateau is
reached after ∼7δ99.

MACH NUMBER EFFECTS

The effects of the Mach number on the flow field downstream of the micro-ramp are pre-
sented in Figs.9.16(c-d), 9.17(c-d) and 9.18(c-d). A higher Mach number tends to lower
the location of the wake as well as the location of maximum upwash. Also for the higher
Mach number a slightly stronger wake is recorded for the same x/h distance from the
micro-ramp. Figs.9.18(c-d) reveal that for higher Mach numbers a longer mixing dis-
tance is needed to reach the same level of boundary layer fullness / added momentum
flux in the symmetry plane of the micro-ramp. Also the plateau level of E is significantly
lower for M∞ = 2.5 (E/h ∼ 0.02) than for M∞ = 1.5 (E/h ∼ 0.05).
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These observations are closely linked to the evolution of the primary vortices in the
streamwise direction. The method described in section 9.2.2 was used to obtain the de-
velopment of the vortex strength for the different Mach numbers (see Fig.9.19). The
M = 1.5 and M = 2 case deliver virtually the same circulation at every x/h location,
whereas the M = 2.5 case delivers a lower value of the circulation, especially within 10h
of the micro-ramp. The circulation strength calculated by Nolan and Babinsky (2012)
(from LDV measurements, same type of micro-ramp) is slightly higher for all x/h loca-
tions. Furthermore their data shows no significant Mach number effect on the circula-
tion Γ, when normalized with huτ.

REYNOLDS NUMBER EFFECTS

The Reynolds number range considered in the present investigation has a much smaller
effect on the flow field than the micro-ramp height and the Mach number (see 9.16(e-f),
9.17(e-f), 9.18(e-f)). All plots show a good collapse of the data for the different Reynolds
numbers. Only for the shape factor a small Reynolds number may be observed, with the
higher Reynolds number resulting in a slightly fuller velocity profile. At x/h = 20, shape
factor of 1.21, 1.20, 1.19 and 1.18 are recorded for unit Reynolds numbers of 27.7×106,
39.5×106, 51.3×106 and 63.4×106 m−1, respectively.

9.4.3. COMPARISON WITH OTHER STUDIES

Micro-ramp vortex generators have been studied by numerous researchers, but all at
different operating conditions. The objective of this section is to compare the results
of some of these earlier studies with the current dataset and to investigate the variabil-
ity between the experiments and to identify trends related to the micro-ramp height,
Mach number and Reynolds number. Three wake characteristics are investigated: the
wake height yw ake , the maximum upwash velocity Vmax and the maximum upwash lo-
cation yvmax . Eight studies were considered for this comparison (see Table 9.4), with
Mach numbers varying between M∞ = 1.4 − 3.0, micro-ramp heights in the range of
x/δ99 = 0.33−1.0 and Reynolds numbers of Reδ99 = 1.7×104 −1.1×106. The wide range
of operating conditions considered supports the generalization of the conclusions. Both
numerical (Reynolds Averaged Navier Stokes (RANS), Large Eddy Simulations (LES)) and
experimental (Laser Doppler Velocimetry (LDV), Particle Image Velocimetry (PIV)) stud-
ies are included in the discussion.

Fig.9.20 presents the wake location recorded by the different researchers in terms of
the x/h, yw ake /h - scaling. The same general trend is recorded by all researchers, subject
to some scatter between the datasets. Irrespective of the operating conditions, it can be
noticed that all data points fall within a ∼0.8h uncertainty band, which corresponds to
approximately 30% of yw ake at x/h = 20. It is interesting to observe that the data of
Nolan and Babinsky (2011) (M∞ = 1.5) lies systematically above the data of Babinsky
et al. (2009) (M∞ = 2.5). Both datasets were acquired in the same experimental facility at
only a slightly different Reynolds number (Reδ99 = 1.8×105 vs Reδ99 = 2.4×105). So, also
from the University of Cambridge experiments it appears that a higher Mach number
tends to lower the location of the wake.

The maximum upwash velocity is presented in Fig.9.21 for three different datasets
and a range of micro-ramp heights. The datasets are in good agreement and show a
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near-exponential decay of the maximum upwash velocity with x/h. Additionally one can
notice that the current dataset and the dataset of Giepman et al. (2014b), show a weak
dependence on the micro-ramp height. A larger micro-ramp results in higher upwash
velocities at the same x/h distance for x/h < 20.

Finally, Fig.9.22 shows the normalized maximum upwash location yvmax /h as a func-
tion of x/h. In the works of Sun et al. (2012) and Nolan and Babinsky (2011), it has been
shown that the location of maximum upwash is virtually the same as the height of the
vortex core above the wall. Since several researchers have investigated the trajectory of
the vortex core (Nolan and Babinsky (2012); Lee et al. (2009); Galbraith et al. (2009)) it
was decided to compare their data with the maximum upwash location recorded in the
current study and that of a previous study by the authors (Giepman et al. (2014b)). The
datasets are in good agreement and all data points fall within an uncertainty band of
∼0.5h, which at x/h = 20 corresponds to an uncertainty of ∼25% on the vortex core loca-
tion / maximum upwash location. A weak Mach number effect can be observed for both
the current dataset and the dataset of Nolan and Babinsky (2012), where a higher Mach
number tends to lower the location of the vortex core. The LES simulations of Lee et al.
(2009), on the other hand do not show any Mach number effect. This could be due to the
relatively low Reynolds number of their LES simulations, which is an order of magnitude
smaller than that of the experiments presented in Fig.9.22.

9.5. CONCLUSIONS
A parametric study has been conducted to investigate the effects of micro-ramp height,
freestream Mach number and Reynolds number on the wake and mixing properties of
micro-ramp vortex generators. As a baseline configuration, a h = 8 mm (h/δ99 = 0.46)
micro-ramp was used, which was tested at a Mach number of M∞ = 2.0 and a Reynolds
number of Re∞ = 39×106 m−1. The effects of these parameters were investigated sys-
tematically by changing one parameter at a time, while keeping the other fixed. The
micro-ramp height was varied between 6 and 10 mm (corresponding to h/δ99 = 0.35 and
0.58), the Mach number from 1.5 to 2.5 and the unit Reynolds number from 28−63×106

m−1. The latter corresponds to a Reδ99 range of 4.9−10.5×105. Particle image velocime-
try has been used as the primary flow diagnostics tool of this study and all measurements
were performed in the symmetry plane of the micro-ramp. Additional oil-flow and top-
view schlieren visualizations were performed to document the vortex trajectories in the
spanwise plane.

Most flow features were found to scale linearly with the micro-ramp height: the wake
location, wake velocity deficit and the maximum upwash location (equivalent to the vor-
tex core height, see also the work of Sun et al. (2012); Nolan and Babinsky (2011)), all
scale linearly with h. Larger micro-ramps are substantially more effective at mixing the
boundary layer than smaller ramps and at the same x/h location a fuller velocity profile
is recorded for the larger micro-ramps. The momentum flux that is added to the near-
wall region (y<0.43δ99) of the flow (with respect to the undisturbed boundary layer) is
found to scale linearly with micro-ramp height for 0.35 < h/δ99 < 0.58. The added mo-
mentum flux E increases steadily up to ∼ 7δ99 (M∞ = 2.0, Re∞ = 39× 106 m−1) down-
stream of the micro-ramp, after this point a plateau is reached and virtually no momen-
tum is added or removed from the near-wall portion of the boundary layer. Similar re-
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sults were reported in the chapter 8, but results were obtained in a different wind tunnel
under different operating conditions. In this previous work a high value of E was found
to be correlated with a lower (shock-induced) boundary layer separation probability.

Increasing the Mach number has a negative impact on the wake / mixing proper-
ties of the micro-ramp, as judged from the velocity field that is recorded in the symmetry
plane of the micro-ramp. The profile is less full (higher Hi ) and less momentum is added
to the near-wall region of the flow (lower E). Additionally, a stronger wake is recorded for
the higher Mach numbers, which stays closer to the wall for a longer distance. Schlieren
and oil-flow visualizations furthermore revealed that for higher Mach numbers, the two
primary vortices move apart slower (in span direction) than for the lower Mach num-
bers, which is a direct consequence of the weaker vortices at the higher Mach numbers
(especially M∞ = 2.5). An evaluation of the normalized vortex strength (Γ/huτ) showed
that for M∞ = 1.5 and M∞ = 2.0 vortices of virtually the same strength are recorded. The
vortices recorded for M∞ = 2.5 are weaker, with the differences being most pronounced
(20 - 30%) in the vicinity of the micro-ramp (x/h < 10).

The Reynolds number has no effect on the wake properties (wake location, velocity
etc. . . ) of the micro-ramp, but it does have a small effect on the mixing properties of the
ramp. At higher Reynolds numbers the micro-ramp becomes slightly more effective and
a fuller velocity profile is recorded at the same x/h location downstream of the micro-
ramp. For Re∞ = 28×106 m−1 and Re∞ = 63×106 m−1 shape factors of respectively 1.21
and 1.18 are recorded 20h downstream of the trailing edge of the micro-ramp.

Finally, the results for the wake location, maximum upwash velocity and the maxi-
mum upwash location were compared with the results of eight earlier studies on micro-
ramps. Here it has been assumed that the maximum upwash location can be com-
pared to the vortex core height, an assumption supported by the work of Sun et al.
(2012) and Nolan and Babinsky (2011). The studies incorporated in the comparison
cover a wide range of operating conditions: M∞ = 1.4−3.0, Reynolds numbers of Reδ99 =
1.7×104 −1.1×106 and micro-ramp heights of x/δ99 = 0.33−1.0. After scaling the data
with the micro-ramp height h a typical variability of 25% is recorded between the stud-
ies for the three different parameters. This variability can partially be explained by the
different operating conditions (in particular the Mach number). Data that was acquired
at the same wind tunnel with the same measurement technique usually revealed some
Mach number dependence. The wake and vortex core location are lowered for higher
Mach numbers and also the mixing strength is reduced. However, between the datasets
of different researchers no clear Mach or Reynolds number dependence could be discov-
ered. It appears that other factors (for instance tunnel turbulence intensity and measure-
ment / simulation uncertainties) in this respect may play a greater role than the nominal
flow conditions and inhibit a further collapse of the data.
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Table 9.4: Previous studies on micro-ramp vortex generators

Study Technique M∞ Re∞ Reδ h/δ
Babinsky et al. (2009) 1-component LDV 2.5 40×106 m−1 2.4×105 0.33, 0.5, 0.66, 1.0
Galbraith et al. (2009) RANS 2.5 36×106 m−1 1.1×105 0.4
Giepman et al. (2014b) PIV 2.0 42×106 m−1 2.2×105 0.38, 0.58, 0.77
Herges et al. (2009) PIV 1.4 30×106 m−1 1.3×105 0.4

1.4 - 0.17×105 0.76
Lee et al. (2009) LES 2.2 - 0.18×105 0.72

3.0 - 0.17×105 0.74
Nolan and Babinsky (2011) 2-component LDV 1.5 26×106 m−1 1.8×105 0.57

1.5 26×106 m−1 1.8×105 0.57
Nolan and Babinsky (2012) 2-component LDV 1.8 24×106 m−1 1.7×105 0.57

2.5 31×106 m−1 2.2×105 0.57
Sun et al. (2014) PIV 2.0 41×106 m−1 2.1×105 0.58, 0.77
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Figure 9.12: Average velocity field (u-component) downstream of a h = 6 mm (a), h = 8 mm (b) and h = 10 mm
(c) micro-ramp. Tunnel operating conditions: M∞ = 2.0 and Re∞ ∼ 39×106 m−1

Figure 9.13: Average velocity field (u-component) downstream of a h = 8 mm micro-ramp for a fixed Reynolds
number (Re∞ ∼ 39×106 m−1) and a range of Mach numbers: M∞ = 1.5 (a), M∞ = 2.0. (b) and M∞ = 2.5 (c).

,
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Figure 9.14: Average velocity field (u-component) downstream of a h = 8 mm micro-ramp for a fixed Mach
number (M∞ = 2.0) and a range of Reynolds numbers: Re∞ ∼ 27.7×106 m−1 (a), Re∞ ∼ 39.5×106 m−1 (b),
Re∞ ∼ 51.3×106 m−1 (c) and Re∞ ∼ 63.4×106 m−1 (d).

Figure 9.15: Velocity profiles along the symmetry plane of the micro-ramp, showing (a) the u-component and
(b) the v-component. Experimental conditions: M∞ = 2.0 and Re∞ ∼ 39.5×106, for a h = 8 mm micro-ramp.
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Figure 9.16: The wake location (a,c,e) and wake velocity (b,d,f) for a range of micro-ramp heights, Mach num-
bers and Reynolds numbers, respectively.
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Figure 9.17: The maximum upwash location (a,c,e) and the maximum upwash velocity (b,d,f) for a range of
micro-ramp heights, Mach numbers and Reynolds numbers, respectively.
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Figure 9.18: The incompressible shape factor (a,c,e) and the normalized added momentum flux (b,d,f) for a
range micro-ramp heights, Mach numbers and Reynolds numbers, respectively.
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Figure 9.19: Vortex strength calculation for a range of Mach numbers

Figure 9.20: The wake location reported in different studies.

Figure 9.21: The maximum upwash velocity reported in different studies.
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Figure 9.22: The location of maximum upwash reported in different studies. For constructing this figure it has
been assumed that the location of maximum upwash (along the z = 0 mm plane) is approximately the same as
the vortex core height.
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CONCLUSIONS

This PhD thesis focused on the characterization of flow control devices for oblique shock
wave reflections at relatively low supersonic Mach numbers (M∞ = 1.5− 3.0). Oblique
shock wave reflections can be encountered in supersonic intakes, on the blades of com-
pressor and turbine cascades and in other situations of relevance for the high-speed
flight regime. These type of interactions can generate undesirable features, such as a
high-degree of flow unsteadiness, a large drag contribution and increased total pressure
losses. Many of these features can be (in)directly linked to the occurrence of flow sepa-
ration. In this PhD thesis separation control techniques were investigated for both lam-
inar and turbulent oblique shock wave reflections, the results of which are summarized
in sections 10.1 and 10.2, respectively.

10.1. FLOW CONTROL FOR LAMINAR OBLIQUE SHOCK WAVE RE-

FLECTIONS
Laminar boundary layers are beneficial because of their low skin friction contribution,
which can help to further reduce the fuel consumption of air and space vehicles. The
main disadvantage of laminar boundary layers is, however, their sensitivity to adverse
pressure gradients; even very weak shock waves (p3/p1 = 1.11) can already result in
the formation of large separation bubbles. In general, boundary layer separation is re-
garded as detrimental, because of the associated unsteadiness and potential system per-
formance losses. It therefore seems optimal to enforce boundary layer transition a short
distance upstream of the interaction. Such a strategy would benefit from the low skin
friction laminar boundary layer for as long as possible, while still avoiding the adverse
effects of boundary layer separation. This concept, however, raises the following ques-
tions:

1. How detrimental is the baseline laminar SWBLI?

2. How far should the transition control devices be placed upstream of the interac-
tion to completely avoid separation?

185
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3. What is the most effective way of tripping the boundary layer?

Attention was first directed to the baseline uncontrolled oblique shock wave reflec-
tion. A parametric study was carried out for laminar and transitional oblique shock wave
reflections, by variation of the Mach number, Reynolds number and the flow deflection
angle. The Mach number was varied from M∞ = 1.6− 2.3, the Reynolds number from
Rexsh = 1.4−3.5×106 and the flow deflection angle from θ = 1◦−5◦ (p3/p1 = 1.11−1.64).
All measurements were performed on a full-span flat plate model and the oblique shock
wave was generated by a partial span shock generator. High-resolution particle image
velocimetry (PIV) measurements were performed for all test cases, supported by oil-flow
and schlieren visualizations.

The PIV measurements proved to be challenging due to the thin laminar boundary
layer (δ99∼0.2 mm), the high shear rate (∼0.9 pix/pix) and the highly non-uniform seed-
ing distribution. The seeding particles were found to migrate away from the wall close
to the leading edge of the flat plate, due to the effects of the high local streamline cur-
vature and the high level of rotation (large ∂u/∂y) in the newly formed laminar bound-
ary layer. Since a laminar boundary layer shows virtually no mixing effects, there is no
mechanism to redistribute the particles into the laminar boundary layer and a near-wall
region of very low seeding persists until the moment of boundary layer transition. This
region comprised approximately 40% of the laminar boundary layer thickness at x = 40
mm (Rex = 1.4× 106) from the leading edge. The top 60% of the velocity profile could
still be reconstructed reliably by using a combination of several newly developed pre-
processing techniques and an ensemble correlation approach.

Seeding difficulties were also encountered when studying laminar shock wave bound-
ary layer interactions. The laminar boundary layer is lifted over the separation bubble
and so are the incoming tracer particles, which rendered it impossible to obtain reliable
velocity data inside of the separation bubble, even when using an ensemble correlation
approach. Although the velocity field in the separation bubble cannot be reconstructed
from the particle image data, the data further away from the wall (u > 0.2U∞) can still be
considered as reliable, because of the higher seeding density and smaller probability of
encountering wall reflections. Since the size of the separation bubble is a key parameter
in this study it was decided to develop an extrapolation technique based upon Falkner-
Skan velocity profiles to estimate the height of the reversed flow region (i.e. the u = 0
isoline). This procedure was validated with DNS data of Sansica et al. (2014), who sim-
ulated a laminar oblique shock wave reflection (θ = 2◦) at a Mach number of 1.5. It was
found that with this approach the length and height of the reversed flow region can be
predicted with a ∼4% and ∼10% accuracy, respectively.

The PIV measurements revealed a long, flat and triangular reversed flow region for
the laminar interactions, as sketched in Fig.10.1. The separation bubble acts as a ramp
for the incoming flow, resulting in the formation of a series of compression waves. The
incident shock reflects as an expansion wave from the top of the separation bubble shear
layer, and at reattachment, again a series of compression waves is created. Although the
overall topology of laminar interactions is well-known within the research community
from wall-pressure measurements, schlieren visualizations and pitot probe measure-
ments, the effects of boundary layer transition on the interaction remained a difficult
topic to tackle with these traditional measurement techniques. The PIV measurements
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performed in the course of this work provided several new insights in this respect, es-
pecially regarding the connection between shock strength, separation bubble size and
boundary layer transition. The following results, unless mentioned otherwise, refer to
the baseline laminar operating conditions (M∞ = 1.7, Rexsh = 1.8×106).

Figure 10.1: A sketch of an oblique shock wave reflection with a laminar incoming boundary layer and transi-
tion on the rear part of the bubble (a); the corresponding pressure distribution (b).

1. For sufficiently strong shock waves (p3/p1 > 1.22), boundary layer transition oc-
curs directly after passing the oblique shock wave, resulting in higher mixing levels
in the detached shear layer and a quick reattachment (Ld∼20δ∗i ,0) of the boundary
layer. The distance Ld remains virtually constant with shock strength, whereas the
upstream length of the separation bubble Lu grows linearly with shock strength
for p3/p1 > 1.22.

2. For relatively weak shock waves (p3/p1 = 1.11−1.16), the boundary layer is capable
of maintaining its laminarity longer and transition occurs approximately ∼100δ∗i ,0
downstream of the incident shock wave. These shock wave-boundary layer inter-
actions can therefore be considered as fully laminar. As a result of the reduced
mixing in the shear layer, reattachment is delayed with a corresponding increase
in the downstream length of the separation bubble Ld , from approximately 20δ∗i ,0
to 38δ∗i ,0 when reducing the shock strength from p3/p1 = 1.22 to 1.14, respectively.
Even though transition sets in later for weak shock waves, the process of transi-
tion is still strongly accelerated compared to that of natural transition. Natural



10

188 10. CONCLUSIONS

transition takes place over the extent of approximately 4.0×102δ∗i ,0, whereas with
the presence of an impinging shock wave (θ = 1.5◦, p3/p1 = 1.16) this has been
reduced to approximately 1.2×102δ∗i ,0.

3. Increasing the Mach number while keeping the Reynolds number and flow deflec-
tion angle constant (Rexsh = 1.8×106, θ = 3◦) leads to a monotonic decrease in the
size of the reversed flow region. On the other hand, the angle α between the u = 0
isoline and the wall is found to monotonically increase with Mach number, from
1.7◦ to 2.2◦ for M∞ = 1.6 to 2.3, respectively. Virtually the same predictions are
given by the analytical model of Hakkinen et al. (1959).

4. The shock Reynolds number Rexsh was varied from 1.4 × 106 − 3.5 × 106 (xsh =
41−101 mm). The boundary layer was laminar for Rexsh = 1.4×106 and 1.8×106

test cases, transitional for Rexsh = 2.1×106−3.2×106 and fully turbulent for Rexsh =
3.5×106. Separation is only recorded for Rexsh = 1.4×106 −2.5×106 (γ= 0−0.5),
with the largest bubble recorded for the laminar cases. The two laminar cases de-
liver virtually the same size / shape of separation bubble and also the recorded
transition process appears to be very similar. This shows that the interaction is
relatively insensitive to changes in the Reynolds number as long as the incoming
boundary layer is laminar. The size of the bubble is reduced significantly when
the boundary layer is (slightly) transitional. Although the intermittency level for
Rexsh = 2.1×106 equals only γ= 0.08, the recorded bubble size nevertheless is 24%
smaller than the bubble size recorded for the Rexsh = 1.8×106 case, for which the
boundary layer is still fully laminar.

5. The free-interaction theory (Chapman et al. (1957)) states that the initial pressure
rise at separation should only depend upon upstream flow properties and not on
downstream flow properties for both laminar and turbulent shock wave-boundary
layer interactions. Although the free-interaction theory is well-established for rel-
atively strong shock waves (Delery and Marvin (1986)), much less information
is available in literature for weak interactions, where a pressure plateau is not
reached. The data of this thesis, however, provides convincing evidence that the
free-interaction concept also holds true for weak near-incipiently separated lami-
nar oblique shock wave reflections.

6. Due to the extremely thin laminar boundary layer (δ99∼0.2 mm) and thus high
particle Stokes number (St = τp /δ99∼5.6) it was not possible to accurately recon-
struct the velocity fluctuations inside the boundary layer and interaction region.
Some information on the unsteadiness of the interaction could, however, still be
inferred by looking at its global flow features instead of the small scale features
present in the boundary layer. The velocity fluctuations were assessed in the re-
gion upstream of the incident shock wave, which is dominated by the compression
waves that are generated by the thickening and separation of the laminar bound-
ary layer. The velocity fluctuations values were found to be quite small, with typi-
cal values: v ′ = 0.7−1% of U∞ for all laminar test cases. This translates into typical
variations in the separation location of ∼0.27Lsep at M∞ = 1.7, Rexsh = 1.8× 106

and θ = 5◦, where Lsep is the distance between the interaction onset and boundary
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layer separation location (see Fig.10.1). The measured velocity fluctuations were,
however, close to the noise threshold of the PIV measurements and the recorded
uncertainties should therefore only be considered as a conservative upper bound
on the unsteadiness of the compression waves and separation location.

After having gained a thorough understanding of the uncontrolled laminar interac-
tion, the next step was to study the effects of transition control devices on the flat plate
laminar boundary layer. Three devices were considered for this study: a 2D stepwise
trip, a patch of distributed roughness and a zig-zag strip. The trips were located 40 mm
from the leading edge of the plate, which corresponds to a Rex = 1.4×106. The laminar
boundary layer at this location is approximately 0.2 mm thick and the height of the trip
was k = 0.1 mm (k/δ99 = 0.5, Rek =U∞k/ν∞ = 3.5×103 or Rekk =Uk k/νk = 1.4×103).
For these conditions it is expected (Hicks and Harper (1970); Bernardini et al. (2014)),
that transition sets in directly downstream of the trip, without substantially overtripping
the boundary layer.

The devices were first tested in the absence of an impinging shock wave. It was
found that the zig-zag strip and the patch of distributed roughness are most effective
at tripping the boundary layer; a turbulent boundary layer was obtained approximately
6 mm (∼30δ95) downstream of the centreline of the device. The step also transitioned
the boundary layer, but a longer streamwise distance of 11 mm (∼55δ95) was needed to
reach a fully turbulent state. Based upon these results it was therefore decided to carry
out the tests with the oblique shock wave positioned at 6 and 11 mm from the tripping
device.

For the xsh − xtr i p = 11 mm case, all three tripping devices were able to eliminate
the separation bubble in the interaction region. This was expected, since all trips yield a
turbulent boundary layer 11 mm downstream of the trip, which for the current operating
conditions does not separate when disturbed by a θ = 3◦ shock wave. The differences
were, however, more pronounced for a shock impingement location 6 mm downstream
of the trip. For these conditions, a large separation bubble is recorded for the case of the
step, whereas no separation is recorded for the distributed roughness case. This result
confirms that under the present conditions it is more effective to apply a 3D type of trip
instead of a 2D trip.

Although the shock-induced separation bubble present for the laminar interaction
can effectively be removed by tripping the boundary layer a short distance upstream of
the interaction, this does comes at the price of having a substantially thicker (∼50%)
boundary layer downstream of the interaction (x–xsh = 10 mm). It is expected that this
is caused partially by losses at trip (e.g. wave drag, flow separation) and partially by
the reduced wave and friction drag of the laminar SWBLI compared to the turbulent
one. The tripped interaction shows a single reflected shock wave, whereas the laminar
interaction shows a combination of compression and expansion waves, which results
in lower entropy losses. Furthermore, for the laminar interaction, the boundary layer
remains in a laminar state (i.e. low skin friction coefficient) up to the shock impingement
location. The shock acts as an effective tripping device, triggering transition, which helps
the boundary layer in overcoming the pressure rise towards reattachment. Furthermore
given the fact that the laminar interaction shows no large-scale type of unsteadiness, it
appears that tripping for this case mainly has a negative effect on the flow properties



10

190 10. CONCLUSIONS

downstream of the interaction.

10.2. FLOW CONTROL FOR TURBULENT OBLIQUE SHOCK WAVE

REFLECTIONS
Micro-ramp vortex generators were studied in this PhD thesis as flow control devices for
fully turbulent oblique shock wave reflections. A micro-ramp is a small (∼0.5δ99), trian-
gular, wedge-type shaped of device that redistributes streamwise momentum through-
out the boundary layer by the action of two counter-rotating streamwise vortices. The
purpose of the device is to create a fuller boundary layer profile that is more capable of
withstanding the adverse pressure gradient imposed by the shock system. In the intro-
duction of this thesis the following questions were identified regarding the application
of micro-ramps in supersonic flows:

1. How do micro-ramp height and location affect the size of the shock-induced sep-
aration bubble and the interaction unsteadiness?

2. What is the physical mechanism behind the (in)effectiveness of micro-ramp vortex
generators?

3. How do the Mach and Reynolds number affect the flow mixing properties of micro-
ramp vortex generators?

These questions were addressed by performing two PIV measurement campaigns;
both of which were supported by oil-flow and schlieren visualizations. A correlation
analysis was carried out on the velocity field data acquired inside and upstream of the
shock-induced separation bubble. From this analysis it followed that the separation
bubble is mostly sensitive to the momentum contained in the lower 43% of the incom-
ing boundary layer. The momentum flux added to this region scales linearly with micro-
ramp height and keeps increasing until ∼6δ99 downstream of the ramp. After ∼6δ99, a
plateau is reached and virtually no extra momentum is added or removed. The mix-
ing distance of ∼6δ99 is found to be virtually independent of micro-ramp height, micro-
ramp location, Mach number and Reynolds number within the investigated parameter
space. Therefore, if the distance between the micro-ramp’s trailing edge and the start of
the interaction region is less than ∼6δ99, full boundary layer mixing is not attained and
reduced performance is recorded. Reduced performance in this context implies a larger
separation bubble and a higher degree of reflected shock unsteadiness.

The size of the separation bubble was expressed in this study in terms of the aver-
age separated area, which is calculated by integrating the local reversed flow probability
over the full measurement domain (e.g. a region of 10 mm2 that shows reversed flow
50% of the time has an average separated area of 5 mm2). The shock unsteadiness was
calculated as the r.m.s. movement of the reflected shock wave at y = 3.5δ99 from the
wall. The reflected shock wave is identified from the PIV images as the location where
dV /d x reaches a maximum value and a least-squares fitting procedure is employed to
accurately estimate the location of the shock wave at y = 3.5δ99.
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However, even when positioned correctly, the micro-ramp is not able to completely
remove the separation bubble. Instead the micro-ramp introduces a spanwise modula-
tion in the separation bubble, with the strongest reduction in bubble size recorded along
the micro-ramp’s centreline. Typical reductions in the average separated area by 87%
were recorded along the centerline of the micro-ramp (h/δ99 = 0.77), whereas along the
micro-ramp’s spanwise edges the average separated area in the interaction was found to
be 12% larger than for the uncontrolled case. The reflected shock unsteadiness on the
other hand was found to be reduced over the entire span of the micro-ramp, by ∼50%
along the centreline and by ∼36% at the edge of a h/δ= 0.77 micro-ramp.

Most of the geometric flow features were found to scale linearly with micro-ramp
height h: the wake height, wake strength, vortex core height and the momentum flux
added to the near-wall region of the flow all increase linearly with h. Consequently,
slightly better results (i.e. a smaller separation bubble, lower reflected shock unsteadi-
ness) were typically recorded for the larger micro-ramps.

The control effectiveness of the micro-ramp in the symmetry plane is reduced for
higher Mach numbers (M∞ > 2) as the strength of the vortices (circulation Γ) is reduced,
which adds less momentum to the near-wall region of the flow. Also a stronger wake
is recorded for the higher Mach number cases. Only a weak Reynolds number effect
was observed, with the micro-ramp becoming slightly more effective at higher Reynolds
numbers.

Although this PhD thesis mostly focused on the control application of micro-ramp
vortex generators, two noteworthy discoveries were also made regarding the flow topol-
ogy induced by these devices:

1. Oil-flow visualizations have been a popular tool in the scientific community to
study the surface flow topology of the micro-ramp vortex generator (Babinsky et al.
(2009); Herges et al. (2009); Saad et al. (2012); Lu (2015)). Although very useful, spe-
cial care must be taken when it comes to the interpretation of the oil-flow patterns.
A horseshoe type of feature can be identified from the oil-flow visualizations when
the oil is applied both upstream and downstream of the micro-ramp. That is be-
cause, the oil upstream of the micro-ramp is pushed around the edges of the ramp
(converging skin friction lines) and continues to trail downstream as long as the
wind tunnel is running, therefore creating long streaks which closely resemble a
horseshoe vortex. If the oil is only applied downstream of the micro-ramp’s lead-
ing edge, then no horseshoe vortex is recorded in the results. This implies that the
horseshoe vortex is either non-existent or a very weak (non-detectable) feature of
the flow field for the Anderson et al. (2006) type of micro-ramp when tested in a
M = 2 supersonic turbulent boundary layer.

On pure topological grounds (Tobak and Peake (1982)) one would expect the for-
mation of a horseshoe vortex when the incoming boundary layer separates at the
leading edge of the micro-ramp. Boundary layer separation is, however, hard to
detect for the small sub-boundary layer micro-ramps that were tested in this and
other studies. It was therefore decided to also test a set of adjusted micro-ramps
for which the flow deflection angle at the leading edge was increased from θ = 8.6◦

for the Anderson type of micro-ramp upto θ = 13.0,17.3 and 21.6◦, while keeping
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the height of the micro-ramp constant. For the largest flow deflection angles, it ap-
pears that a small separation bubble is formed upstream of the micro-ramp. How-
ever, still no horseshoe vortex is detected in the oil-flow visualizations, whereas it
should exist if separation occurs at the leading edge of the micro-ramp. This re-
sult again shows that the horseshoe vortex is a very weak feature of the flow, which
probably dissipates quickly downstream of the micro-ramp, even for large ramp
angles.

2. Spark-light schlieren visualizations were used for the first time to study the devel-
opment of Kelvin-Helmholtz vortices on the upper shear layer of the low-momen-
tum wake downstream of a micro-ramp. From a POD and correlation analysis it
appears that the K-H instabilities are amplified over a distance of ∼6h, directly
downstream of the micro-ramp. After this initial stage, saturation occurs which is
probably linked to the process of vortex roll-up. The initiated K-H vortices are con-
vected with the flow and display a near-linear growth in wavelength in the region
from x = 5h −20h, where λ increases from 1.2h to 2.0h.



11
RECOMMENDATIONS

11.1. THE UNSTEADINESS OF LAMINAR OBLIQUE SHOCK WAVE

REFLECTIONS
The unsteadiness of laminar oblique shock wave reflections was investigated in this the-
sis by means of particle image velocimetry. However, due to the extremely thin lam-
inar boundary layer (∼0.2 mm) and the limited response time of the tracer particles
(τp∼2.5µs), it was not possible to accurately measure velocity fluctuations inside the
boundary layer and the interaction region. Some information on the unsteadiness of
the interaction could, however, still be inferred from the movement of the compression
waves generated at the interaction onset. From this analysis it was found that the sep-
aration location fluctuates by ∼0.27Lsep (r.m.s.) for a laminar interaction at M∞ = 1.7,
Rexsh = 1.8× 106 and θ = 5◦, where Lsep defines the distance between the interaction
onset and boundary layer separation location. The measured velocity fluctuations were,
however, close to the noise floor of the PIV measurements and the recorded uncertainties
should therefore only be considered as a conservative upper bound on the unsteadiness
of the compression waves and separation location.

It would therefore be useful to re-evaluate the unsteadiness of the separation point
by means of hot wire anemometry measurements. It is suggested by the author to posi-
tion the hot wire a small distance (∼2 mm) above the wall, within the region of compres-
sion waves generated at the interaction onset. If the separation point is unsteady, then
this should translate into an equivalent oscillatory movement of the front of compres-
sion waves. The hot wire would have to be operated at a high overheat ratio (aw > 0.9)
to make sure that the wire is mostly sensitive to fluctuations in the mass flux (ρu)′. The
resulting spectrum could be compared with the spectrum obtained for freestream tun-
nel conditions (see section 3.1), the respective differences in spectra could then be at-
tributed to the unsteadiness of the laminar oblique shock wave reflection.

From the mass flux spectrum one could, in principle, also derive the oscillation am-
plitude of the boundary layer’s separation point. The free-interaction theory (see section
5.2.3) could be used to make the conversion between fluctuations in (ρu)′ and the fluc-
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tuations of the separation point. This approach only works well if the location of the hot
wire probe with respect to the mean separation location (both horizontally and verti-
cally) is known with good accuracy. The vertical distance may change when starting the
tunnel, because of the forces acting on the models / hot wire sting. It would therefore
be recommendable to have a camera recording the distance between the plate and hot
wire probe during the wind tunnel run. The horizontal distance between the separation
point and the hot wire probe is difficult to measure directly, but could be inferred from a
translation of the hot wire probe in the streamwise direction. The correlation function F
(see Fig.5.20) could be fitted to this data, as such delivering a reasonable estimate of the
separation location.

11.2. A SYNTHESIS OF ALL FLAT PLATE TFAST DATA

The measurements on laminar oblique shock wave reflections were carried out within
the collaborative framework of TFAST (as part of the European FP7 program), which in-
vestigates the effects of boundary layer transition on a shock wave-boundary layer inter-
action. Several test cases were considered within the project, ranging from fundamental
flat plate interactions (normal / oblique SWBLIs) to SWBLIs on more complex geome-
tries, such as compressor / turbine cascades and on transonic wings.

Within the scope of this project, data was acquired for a wide range of tunnel op-
erating conditions (Mach number, Reynolds number, shock strengths and freestream
turbulence levels) with an equally wide range of experimental / numerical techniques
(pressure measurements, particle image velocimetry, large eddy simulations and sev-
eral more). It would be of great interest to both the scientific and industrial community
to compare the fundamental flat plate cases with each other and analyse the relevant
trends in the data. In particular, it would be useful to study the dependency of the sep-
aration bubble size and the transition location on the freestream turbulence level of the
tunnel. Such a comparison could lead to a further generalization of the conclusions pre-
sented in section 10.1.

11.3. KELVIN-HELMHOLTZ VORTEX FORMATION DOWNSTREAM

OF MICRO-RAMPS

Spark-light schlieren visualizations were used in section 7.2 of this thesis to study the
development of Kelvin-Helmholtz vortices on the shear layer of the micro-ramp’s low-
momentum wake. POD and correlation analyses were applied to the raw Schlieren visu-
alizations to extract both the shape and wavelength development of the K-H vortices.
The results were found to be in excellent agreement with the (TOMO)-PIV measure-
ments of Sun et al. (2014). The work Sun et al. (2014) also predicts the occurrence of vor-
tex pairing approximately 20−24h downstream of the micro-ramp. The measurement
domain for the current exploratory schlieren study was, however, limited to x = 21h. It
was therefore not possible to confirm or reject the occurrence of K-H vortex pairing from
the current dataset.

Given the good results obtained in this exploratory study it would be of interest to
repeat the measurements of section 7.2 for a smaller micro-ramp, for instance h = 4
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mm, instead of the h = 8 mm micro-ramp used in the current study. The measurement
domain would then measure ∼42h, which would be large enough to capture the pro-
cess of vortex pairing and maybe also the formation of K-H ring vortices observed in
the numerical work of Li and Liu (2010). Also given the relative simplicity of spark-light
Schlieren visualization, it would be of interest to test the micro-ramp at a range of Mach
and Reynolds numbers. Such a database could be useful for the validation of, for in-
stance, stability codes.

11.4. A 3D VISUALIZATION OF A MICRO-RAMP CONTROLLED

INTERACTION

The planar PIV measurements of chapter 8 revealed that the interaction region down-
stream of the micro-ramp is highly three-dimensional. The micro-ramp induces a span-
wise modulation in the mean shape of the separation bubble, with the micro-ramp being
most effective along its centreline. In fact, the average separated area at a plane aligned
with the edge of the micro-ramp was recorded to be 12% larger than that recorded for
the uncontrolled shock wave-boundary layer interaction. It is therefore not yet entirely
clear if the total volume of separated flow increases or decreases by the use of micro-
ramp vortex generators. Tomographic PIV measurements in a volume spanning at least
the entire width of the micro-ramp could help to answer this question. Such measure-
ments would also be useful when investigating the unsteadiness of the reflected shock
wave. Micro-ramps are known for having a stabilizing effect on the reflected shock wave
(see section 8.2.2) and tomographic PIV measurements would allow for a study into the
dynamics of the reflected shock wave. Is the reflected shock wave for instance oscillating
as one front, or is its behaviour decoupled left and right of the micro-ramp’s centreline?

11.5. TOTAL PRESSURE MEASUREMENTS OF A MICRO-RAMP CON-

TROLLED INTERACTION

If micro-ramps are to be installed in a supersonic jet intake, then an important output
parameter is the total pressure recovery over the shock system. A smaller separation
bubble will, in general, result in lower viscous losses and thus lower total pressure losses.
However, as discussed in section 1.5, total pressure losses are also introduced by the low-
momentum wake of the micro-ramp. A large separation bubble furthermore leads to a
smearing of the reflected shock wave and thus lower entropy / total pressure losses. It
is therefore difficult to gauge the net effect of micro-ramp vortex generators on the total
pressure recovery over a shock system by purely analysing PIV results. It would therefore
be useful to install a rake with pitot tubes downstream of the interaction and measure
the total pressure recovery directly, with and without the presence of a micro-ramp.

11.6. VARIATIONS ON THE MICRO-RAMP GEOMETRY

The micro-ramp geometry that was used in this PhD thesis is based upon the work of
Anderson et al. (2006), who performed Reynolds-averaged Navier Stokes (RANS) simula-
tions for a range of micro-ramp geometries. They found that micro-ramps with an angle
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Ap = 24◦ and chord length c = 7.2h (see Fig.7.4) are optimal in the sense that they deliver
a downstream boundary layer with the lowest incompressible shape factor. Their rec-
ommendations formed the basis for many publications in this field and were also used
throughout this PhD thesis.

Lee et al. (2010) studied the flow field downstream of the Anderson et al. (2006) type
of micro-ramp by means of RANS simulations, large eddy simulations (LES) and pitot
probe measurements. The LES data was, in general, in good agreement with the ex-
perimental data, whereas the RANS data was typically much further off. Especially the
fullness of the velocity profile was underpredicted by the RANS simulations.

Since the optimization study of Anderson et al. (2006) was based upon RANS simu-
lations, one may put into doubt the optimality of the currently ‘accepted’ micro-ramp
geometry. It would therefore be interesting to perform a similar optimization study by
means of wind tunnel experiments. Such an experimental campaign should involve to-
tal pressure measurements downstream of the shock interaction and ideally also some
particle image velocimetry measurements directly downstream of the micro-ramp and
inside the interaction zone. The important output variables here are the total pressure
recovery over the shock system, the flow non-uniformity downstream of the interaction,
the interaction unsteadiness and the size of the separation bubble. It would be interest-
ing to also include some ‘ramped vanes’ in this study. Ramped vanes (Lee et al. (2011))
are a split-type of micro-ramp, which combines the micro-ramp’s robust design with the
good mixing properties of micro-vanes.



A
PIV WALL TREATMENT

Three modifications are made with respect to standard iterative image deformation anal-
ysis (Scarano and Riethmuller (2000)) in order to improve the accuracy and resolution
near the wall. Many of these modifications were inspired by the work of Theunissen
et al. (2008), but adapted for use with structured (rather than unstructured) grids and
with interrogation window weighting functions which are now standard practice in PIV
(Astarita (2007)).

The first modification is an imposed zero-velocity boundary condition which is ap-
plied during predictor-corrector iterations. At the beginning of each iteration, grid points
are identified which lie fully within a defined mask. All components of the predictor are
set to zero at these gridpoints. This constrains the magnitude of image deformation near
the wall and is also physically consistent with the no-slip condition expected at the wall.
This reduces the formation of outliers near and at the wall as also reported by Theunis-
sen et al. (2008).

The second modification is a window weighting function which adapts to the wall. A
mask window M equal to the size of the interrogation window is defined, set to 0 inside of
the wall (masked) and 1 outside of the wall (unmasked). The window weighting function
W is calculated as a Gaussian with parameters set by the first and second moments of
the mask distribution (for x, also identical for y),

µx =
∑

i Mi ·xi
∑

i Mi
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∑

i Mi
(A.2)

W (x, y) = e
−

(

(xi −µx )2

2cσ2
x

+ (yi −µy )2

2cσ2
y

)

(A.3)

Parts of this appendix have been presented at the 17th International Symposium on Application of Laser Tech-
niques to Fluid Mechanics (Giepman et al. (2014a)).
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where xi is the pixel coordinate corresponding to pixel with linear index i , and c is
a coefficient specified to shrink/grow the Gaussian accordingly. This is set c = 0.5 for
all calculations which corresponds well to a Gaussian of α = 2.5 (Astarita (2007)). An
example of window M , weighting function W , and correlation plane are given in Fig.A.1
using a reference uniform weighting window and the adapted Gaussian window. This
corresponds to experimental data in the turbulent region with a reduced set of 5 image
pairs used for the ensemble correlation.

A comparison between the two correlation planes shows a far greater signal peak for
the adapted Gaussian window due to the reduction in signal truncation effects caused
by the interface region as noted by Theunissen et al. (2008). In contrast to their work
which focused on reduction of signal truncation by using direct correlation, the current
work is applied directly to existing FFT correlation analysis. Furthermore, no Fourier-
domain filtering (i.e., symmetric phase-only filtering, SPOF; Wernet (2005)) is required.
As a final note, the current technique is similar to the non-isotropic PIV analysis tech-
nique (Scarano (2003)), but applied near the wall and using the distance from the wall as
the window adaptive parameter rather than the velocity gradient tensor.

The final modification is vector relocation, originally proposed by Usera et al. (2004)
and Theunissen et al. (2008), which positions the resulting velocity vector which is nom-
inally defined at the array center of the window to the window centroid position (see
equation A.1). This is performed as the final step in the processing, where the final pre-
dictor is evaluated at the window centroid position, and the corrector is added to this
value. Non-uniform grid interpolation in the image deformation is therefore avoided.

Figure A.1: Comparison of masked uniform weighting window (left column) and adaptive Gaussian weighting
(right column). First row, weighting function W with mask M outlined in red; second row, associated correla-
tion planes.
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