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Abstract

Estuaries are dynamic partially enclosed water bodies that are constantly or periodically
influenced by the ocean and at least occasionally impacted by river discharge. This creates
unique but fragile ecosystems that have to be managed with care in order to be recreation-
ally, economically and ecologically valuable. One of the management issues is water quality,
which is mainly influenced by hydrodynamic processes and other processes affecting the
transport of dissolved or suspended materials. The understanding of the hydrodynamic pro-
cesses of an estuary and its physical drivers is crucial for management.

One of these fragile ecosystems that have been prone to many human interventions in the
past, is the Leschenault Estuary. In this thesis, a 3D-numerical model is developed in D-
Flow FM to unravel the governing hydrodynamics of the Leschenault Estuary. Besides, field
measurements provided data used as input for the numerical model and more information
about the dynamics of the Leschenault Estuary. Most importantly, a methodology is pro-
posed to improve the efficiency in drawing relevant conclusions from observed and modelled
data. Efficient and easy-to-apply classification methods are therefore considered that could
be powerful management tools. To validate this methodology, a scenario has been consid-
ered where the Preston River is aligned to the Bunbury Port.

The governing hydrodynamic processes in the Leschenault Estuary are internal circulation,
stratification and turbulence, which are predominantly driven by the freshwater discharge
and the tides. However, the dominant physical processes are highly dependent on the sea-
sonal conditions and the specific locations. In general, three different seasonal conditions
were distinguished: normal summer, normal winter and peak river discharge conditions.
In summer, freshwater discharge is reduced, which increased the impact of tidal stirring
and vertical mixing. In winter, the high river flow generated more stratified flows and un-
der peak discharge conditions some areas of the estuary presented salt-wedge regimes. The
Leschenault Estuary can be spatially subdivided in four distinct regions (southern, central,
northern and riverine basin), based on the governing hydrodynamic processes. The south-
ern basin is the most dynamic and can not be specified by a single regime due to the influ-
ence of the ocean, the Preston River, the Collie River and the northern regions. The cen-
tral and northern basins were classified as partially-mixed throughout the year and showed
weakly to strongly stratified water bodies, depending on the seasonal conditions. Further-
more, a classical estuarine circulation develops under normal winter conditions. In summer,
the northern regions become hypersaline, generating an inverse circulation in the central
and northern basins. The Collie River is characterized by a partially-mixed water body,
with high stratification. Under peak discharge conditions, the salt wedge can be temporally
forced out of the river and partially out of the estuary. Winds, waves and Coriolis have a
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significant influence on the hydrodynamics of the central and northern basin, due to their
shallow and stagnant waters.

The driving forces of the salt transport were obtained by the decomposition of the salt flux.
The main physical processes affecting the salt transport between the estuary and the ocean
along the transect of the ’Cut’ over the whole year and in winter were freshwater discharge,
topographic trapping and Stokes drift. Stokes drift was dominant in summer, followed by
freshwater discharge and topographic trapping. This indicates that regardless the season
the advective terms were dominant drivers of the salt transport. It also indicates the sea-
sonality of the salt flux at the ’Cut’. The dominant salt flux components at the central
basin was the Stokes drift, followed by freshwater discharge and topographic trapping.

The Preston River alignment was compared with its current location to provide useful in-
formation for management and to evaluate the efficacy of the adopted classification meth-
ods. The scenario results were significantly different than the initial model results and the
Preston River alignment had a substantial impact on the hydrodynamics of the Bunbury
Port and the southern basin. Bunbury Port circulation became more stratified and its sea-
sonal variation was increased, while the southern basin became less dynamic and partially-
mixed, with low to high stratification. The Collie River and central and northern basins
however remained almost unaffected. Further, the physical drivers of the salt transport did
not vary much but the role of the Stokes drift became relatively more pronounced at the
‘Cut’, due to the decreased influence of freshwater discharge and topographic trapping. At
the central basin, the Preston River alignment had a negligible effect on the physical drivers
of the salt transport. However, larger spatial and temporal variability of salinity and tem-
perature distributions were observed. It is therefore recommended to conduct an additional
ecological valuation of this intervention.

Valuable insights were presented in this thesis that have been critically validated. The used
methods have proven to be efficient and valuable tools for management.

vi



Contents

Preface i

Nomenclature iii

Abstract v

List of Figures xxii

List of Tables xxiv

1 Introduction 1
1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Research scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Research objective and questions . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Cooperation with Deltares and DWER . . . . . . . . . . . . . . . . . . . . . . 4
1.6 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.6.1 Part I: System analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6.2 Part II: Data analysis & model set-up . . . . . . . . . . . . . . . . . . 6
1.6.3 Part III: Numerical calculations . . . . . . . . . . . . . . . . . . . . . . 6
1.6.4 Part IV: Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

I System analysis 7

2 Literature review 9
2.1 Hydrodynamic principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.1 The conservation of mass . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 The conservation of momentum . . . . . . . . . . . . . . . . . . . . . . 15
2.1.3 Hydrodynamic transport of mass . . . . . . . . . . . . . . . . . . . . . 16

2.2 Estuarine hydrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

vii



2.2.1 Definition of an estuary . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Driving forces of estuarine hydrodynamics . . . . . . . . . . . . . . . . 19
2.2.3 Driving forces of river hydrodynamics . . . . . . . . . . . . . . . . . . 21
2.2.4 Importance of temperature and salinity . . . . . . . . . . . . . . . . . 23
2.2.5 Estuarine classification . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.3 D-Flow Flexible Mesh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.1 Applicability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.2 Flexibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.3 Physical processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

II Data analysis & model set-up 33

3 Data Analysis 35
3.1 Area description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.1.1 Historical background . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.2 Developments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.3 Morphological classification . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.4 Wave dominated estuary . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1.5 Hydrodynamics in wave dominated estuaries . . . . . . . . . . . . . . 40

3.2 Results previous models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.1 Charteris & Deeley . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.2 CSIRO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.1 Precipitation and freshwater flow . . . . . . . . . . . . . . . . . . . . . 45
3.3.2 Wind . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.3 Tide and surface elevation . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.4 River temperature and salinity . . . . . . . . . . . . . . . . . . . . . . 49
3.3.5 Meteorology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.6 Evaporation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.7 Tides inside the estuary . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.4 Field Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4 Model set-up 55
4.1 General . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2.1 Observation points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.2 Observation cross-sections . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.3 Fixed weirs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.3 Computational grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4 Bed level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

viii



4.5 Time frame . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.6 Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.7 Initial and boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.7.1 Western offshore boundary . . . . . . . . . . . . . . . . . . . . . . . . 60
4.7.2 Northern and southern offshore boundary . . . . . . . . . . . . . . . . 60
4.7.3 River boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.8 Physical parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.9 Sources and sinks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.10 Numerical and output parameters and miscellaneous . . . . . . . . . . . . . . 63
4.11 Post-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

III Numerical calculations 65

5 Calibration & validation 67
5.1 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.1.1 Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.1.2 Calibration process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.2 Sensitivity analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2.1 Horizontal diffusivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2.2 Horizontal viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2.3 Vertical diffusivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2.4 Vertical viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2.5 Roughness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2.6 Smagorinsky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.3 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3.1 Water level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3.2 Salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.3 Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.4 Flow velocities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.5 Evaporation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6 Model results 79
6.1 Circulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6.1.1 Temporal conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.1.2 Seasonal conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.1.3 Wind influence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.1.4 Coriolis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.1.5 Lateral variations - The ‘Cut’ . . . . . . . . . . . . . . . . . . . . . . . 88

6.2 Flow velocities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.2.1 U-component of flow velocity . . . . . . . . . . . . . . . . . . . . . . . 90
6.2.2 V-component of flow velocity . . . . . . . . . . . . . . . . . . . . . . . 91

ix



6.2.3 Magnitude of flow velocity . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.3 Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.3.1 Normal conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3.2 Extreme discharge conditions . . . . . . . . . . . . . . . . . . . . . . . 96
6.3.3 Seasonal variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.3.4 Temperature profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.4 Salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4.1 Normal conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4.2 Flood conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.4.3 Seasonal variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4.4 Salinity profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.5 Estuarine classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.5.1 Thermohaline character . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.5.2 Richardson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.5.3 Vertical distribution profiles . . . . . . . . . . . . . . . . . . . . . . . . 114
6.5.4 Circulation and stratification parameter . . . . . . . . . . . . . . . . . 120

6.6 Salt transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.6.1 The ‘Cut’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.6.2 Central Basin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

7 Scenario: Preston River alignment 129
7.1 Model set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.2 Water property anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

7.2.1 Local anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.2.2 Horizontal variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.2.3 Vertical variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

7.3 Estuarine classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.3.1 Richardson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.3.2 Stratification-circulation diagram . . . . . . . . . . . . . . . . . . . . . 140

7.4 Salt transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
7.4.1 The ‘Cut’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
7.4.2 Central Basin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

IV Evaluation 145

8 Discussion 147
8.1 Numerical modelling aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
8.2 Insights on the Leschenault Estuary case . . . . . . . . . . . . . . . . . . . . . 148
8.3 Insights on the physical drivers of the hydrodynamics of the Leschenault Es-

tuary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
8.4 Insights on the Preston River alignment scenario . . . . . . . . . . . . . . . . 149

x



9 Conclusion & Recommendations 151
9.1 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

Bibliography 155

Appendix A Literature review 163
A.1 Oceanic influence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

A.1.1 Oceanic forcing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
A.1.2 Geostrophic flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.1.3 Ekman layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.1.4 Sverdrup balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
A.1.5 Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
A.1.6 Downdwelling and upwelling . . . . . . . . . . . . . . . . . . . . . . . 166
A.1.7 Sea level variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

A.2 Geomorphic classifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

Appendix B Data 169
B.1 Tidal constituents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

Appendix C Model set-up 171
C.1 Output parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
C.2 Miscellaneous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

Appendix D Calibration & validation 175
D.1 CSIRO-model validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

D.1.1 CSIRO waterlevel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
D.1.2 CSIRO salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
D.1.3 CSIRO temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

D.2 Salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
D.3 Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

Appendix E Model results 185
E.1 Tidal analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

Appendix F Scenario: Preston River Alignment 189
F.1 Water property anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

F.1.1 Waterlevel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
F.1.2 Velocity magnitude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

xi



xii



List of Figures

1.1 Australian map (Google) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Leschenault Estuary region (Google) . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 The summarized approach of this master thesis . . . . . . . . . . . . . . . . . 5

2.1 Barotropic and baroclinic currents and the net current over the vertical axis
of a partially-mixed estuary (Fugate and Jose, 2019) . . . . . . . . . . . . . . 21

2.2 (a) Plan view of transport of dye in river (b) Laterally averaged dye concen-
tration in river (Ji, 2017) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3 Water quality properties and their interdependency (Fondriest Environmen-
tal, Inc., 2014) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4 Heat flux components (plus (+) sign means heat input and minus (-) sign
means heat output) (Ji, 2017) . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.5 Longitudinal circulation pattern of a highly stratified estuary with entrain-
ment (De Miranda et al., 2017) . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.6 Longitudinal circulation pattern of a slightly stratified estuary (De Miranda
et al., 2017) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.7 Original stratification-circulation diagram (Hansen and Rattray Jr, 1966) . . 29
2.8 Stratification-circulation diagram with different estuary types (Hansen and

Rattray Jr, 1966) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.9 Examples of the two applicable vertical grid systems: σ-model (left) and the

z-model (right) (Deltares, 2020) . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.1 Leschenault Estuary evolution (Semeniuk et al., 2000) . . . . . . . . . . . . . 36
3.2 Anthropogenic impacts to the Leschenault Estuary (Semeniuk et al., 2000) . 36
3.3 Morphology of Naturaliste to Rottnest Shelf (Damara, 2016) . . . . . . . . . 37
3.4 Estuarine classification (Boyd et al., 1992) . . . . . . . . . . . . . . . . . . . . 38
3.5 Influence of tidal range and wave height to coastal morphology (Hayes, 1979) 39
3.6 Leschenault Estuary aerial photo (Google) . . . . . . . . . . . . . . . . . . . . 39
3.7 Climatic zones (Ryan et al., 2003) . . . . . . . . . . . . . . . . . . . . . . . . 40

xiii



3.8 Hydrodynamic processes in a positive wave dominated estuary (Ryan et al.,
2003) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.9 Hydrodynamic processes in a negative wave dominated estuary (Ryan et al.,
2003) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.10 The numerical model developed by Charteris and Deeley (2000) . . . . . . . . 42
3.11 The numerical model developed by CSIRO (Gillibrand et al., 2012) . . . . . . 44
3.12 Daily averaged rainfall in mm/day measured at the Bunbury Power Station

(17-03-2011 to 01-04-2012) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.13 Daily averaged rainfall in mm/day retrieved from the ACCESS-model (17-03-

2011 to 01-04-2012) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.14 Modelled discharge of the Preston River in m3/s . . . . . . . . . . . . . . . . 46

3.15 Modelled discharge of the Brunswick River in m3/s . . . . . . . . . . . . . . . 46

3.16 Modelled discharge of the Collie River in m3/s . . . . . . . . . . . . . . . . . 46

3.17 Modelled discharge of the Parkfield Drain in m3/s . . . . . . . . . . . . . . . 46
3.18 East (+) and West (-) component of wind velocity measured at Bunbury

Power Station . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.19 North (+) and South (-) component of wind velocity measured at Bunbury

Power Station . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.20 Mean wind velocity vector measured at the Bunbury Power Station of the

full period, winter period and summer period (arrow points the direction the
wind is blowing to) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.21 Observed water level collected at Bunbury Port between March 2011 and
April 2012 with an open air non-contact microwave radar gauge, full period
(left), zoomed in (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.22 Measured air pressure at weather station Bunbury . . . . . . . . . . . . . . . 50
3.23 Cloud cover at weather station Bunbury . . . . . . . . . . . . . . . . . . . . . 50
3.24 Measured air temperature at weather station Bunbury . . . . . . . . . . . . . 50
3.25 Relative humidity at weather station Bunbury . . . . . . . . . . . . . . . . . . 50
3.26 Evaporation measured at weather station Bunbury Power Station (left),

evaporation assessed with cloud cover and humidity (right) . . . . . . . . . . 51
3.27 Water level at ESTUARY4 including high-frequency waves . . . . . . . . . . 51
3.28 Map overview with observation points used for the measurements in 2020

(DWER, 2020) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.29 Boat used to conduct measurements (left), collecting EXO-sensor (right) . . . 53
3.30 Extracting data (left), deploying EXO-sensor (right) . . . . . . . . . . . . . . 53

4.1 Observation points indicated with white dots, red dots indicate new observa-
tion points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.2 Cross-sections in DFM-model indicated with white lines . . . . . . . . . . . . 57
4.3 Grid of final DFM-model (left), bathymetry interpolated over grid (right) . . 58
4.4 Time frame of Leschenault-model (left), heat exchange system (Deltares,

2020) (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

xiv



4.5 Tidal forcing (left) and sub-tidal forcing (right) at western offshore boundary 60
4.6 Temperature (left) and salinity (right) at western offshore boundary . . . . . 61
4.7 Temperature (left) and salinity (right) at river boundaries . . . . . . . . . . . 61
4.8 Discharge at river boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.9 Spatial roughness data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.10 Temperature (a), salinity (b) and discharge (c) of Parkfield Drain . . . . . . . 63
4.11 Numerical parameters of the DFM-model . . . . . . . . . . . . . . . . . . . . 63

5.1 Modelled and observed water level values for observation point OUTER1 . . 74
5.2 Modelled water level at OUTER1 and ESTUARY3 in February 2012 . . . . . 75
5.3 Observed water level at OUTER1 and ESTUARY3 in February 2020 . . . . . 75
5.4 Modelled water level Charteris & Deeley (Charteris and Deeley, 2000) . . . . 75
5.5 Modelled water level CSIRO (Gillibrand et al., 2012) . . . . . . . . . . . . . . 75
5.6 Depth-averaged current velocity (u-component) at Cut in m/s (+ represents

eastward flow and - represents westward flow) . . . . . . . . . . . . . . . . . . 77
5.7 Depth-averaged current velocity (v-component) at Cut in m/s (+ represents

northward flow and - represents southward flow) . . . . . . . . . . . . . . . . 77
5.8 Depth-averaged current velocity (u-component) at Collie River in m/s (+

represents eastward flow and - represents westward flow) . . . . . . . . . . . . 77
5.9 Depth-averaged current velocity (v-component) at Collie River in m/s (+

represents northward flow and - represents southward flow) . . . . . . . . . . 77
5.10 Modelled and measured evaporation rates are not in good agreement . . . . . 78

6.1 Top view of modelled depth-averaged current velocities at rising spring tide
in winter (15-Jul-2011 03:00:00) - north (left) and south (right) . . . . . . . . 80

6.2 Top view of modelled depth-averaged current velocities at falling spring tide
in winter (15-Jul-2011 15:00:00) - north (left) and south (right) . . . . . . . . 81

6.3 Top view of modelled depth-averaged current velocities at falling neap tide in
winter (20-Jul-2011 21:00:00) - north (left) and south (right) . . . . . . . . . 81

6.4 Top view of modelled depth-averaged current velocities at falling neap tide in
winter (21-Jul-2011 15:00:00) - north (left) and south (right) . . . . . . . . . 82

6.5 Top view of modelled depth-averaged current velocities at rising spring tide
in summer (24-Dec-2011 15:00:00) - north (left) and south (right) . . . . . . . 82

6.6 Top view of modelled depth-averaged current velocities at falling spring tide
in summer (25-Dec-2011 03:00:00) - north (left) and south (right) . . . . . . . 83

6.7 Top view of modelled depth-averaged current velocities at falling neap tide in
summer (30-Dec-2011 12:00:00) - north (left) and south (right) . . . . . . . . 83

6.8 Top view of modelled depth-averaged current velocities at falling neap tide in
summer (31-Dec-2011 03:00:00) - north (left) and south (right) . . . . . . . . 83

6.9 Top view of modelled depth-averaged current velocities at rising neap tide
before extreme discharge event (17-Aug-2011 21:00:00) - north (left) and
south (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

xv



6.10 Top view of modelled depth-averaged current velocities at rising neap tide
before extreme discharge event (18-Aug-2011 15:00:00) - north (left) and
south (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.11 Top view of modelled depth-averaged current velocities at rising spring tide
at extreme discharge event (23-Aug-2011 21:00:00) - north (left) and south
(right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.12 Top view of modelled depth-averaged current velocities at rising spring tide
at extreme discharge event (24-Aug-2011 12:00:00) - north (left) and south
(right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.13 Time averaged water levels and time and depth-averaged current velocities
for the winter period (1-Jun-2011 to 31-Aug-2011) - north (left) and south
(right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6.14 Time averaged water levels and time and depth-averaged current velocities
for the summer period (1-Dec-2011 to 29-Feb-2011) - north (left) and south
(right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6.15 Rossby number: winter (15-Jul-2011 15:00:00; left), summer (25-Dec-2011
03:00:00; centre) and peak discharge event (23-Aug-2011 21:00:00; right) . . 88

6.16 Lateral variation current velocity (u-component) at transect the ‘Cut’ during
winter neap (east (+); west (−)) . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.17 Lateral variation current velocity (u-component) at transect the ‘Cut’ during
winter neap (east (+); west (−)) . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.18 Lateral variation current velocity (u-component) at transect the ‘Cut’ during
summer neap (east (+); west (−)) . . . . . . . . . . . . . . . . . . . . . . . . 89

6.19 Lateral variation current velocity (u-component) at transect the ‘Cut’ during
summer neap (east (+); west (−)) . . . . . . . . . . . . . . . . . . . . . . . . 90

6.20 Lateral variation current velocity (u-component) at transect the ‘Cut’ during
peak river discharge spring (east (+); west (−)) . . . . . . . . . . . . . . . . . 90

6.21 Lateral variation current velocity (u-component) at transect the ‘Cut’ during
peak river discharge spring (east (+); west (−)) . . . . . . . . . . . . . . . . . 90

6.22 Modelled flow velocity (u-components) at the different stations during winter
(left) and during summer (right) - (+ represents eastward flow and − repre-
sents westward flow) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.23 Modelled flow velocity u-component (left) (+ = east & − = west) and v-
component (right) (+ = north & − = south) at the different stations during
the extreme discharge event . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.24 Modelled flow velocity (v-components) at the different stations during win-
ter (left) and during summer (right) - (+ represents northward flow and −
represents southward flow) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.25 Modelled flow magnitude at the different stations during winter (left) and
during summer (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.26 Modelled flow magnitude at the different stations during winter (left) and
during summer (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.27 Modelled flow magnitude at the different stations (left) and cross-sections
(right) during the extreme discharge event . . . . . . . . . . . . . . . . . . . . 93

6.28 Depth-averaged temperature observed in a typical winter week (15-07-2011
03:00 - rising spring tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

xvi



6.29 Depth-averaged temperature observed in a typical winter week (15-07-2011
15:00 - falling spring tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.30 Depth-averaged temperature observed in a typical winter week (20-07-2011
21:00 - rising neap tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.31 Depth-averaged temperature observed in a typical winter week (21-07-2011
15:00 - falling neap tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.32 Depth-averaged temperature observed in a typical summer week (24-12-2011
15:00 - rising spring tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.33 Depth-averaged temperature observed in a typical week summer week (25-12-
2011 03:00 - falling spring tide) . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.34 Depth-averaged temperature observed in a typical summer week (30-12-2011
12:00 - rising neap tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.35 Depth-averaged temperature observed in a typical summer week (31-12-2011
03:00 - falling neap tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.36 Depth-averaged temperature during rising neap tide before the extreme rain-
fall event of August 22 (17-08-2011 21:00) . . . . . . . . . . . . . . . . . . . . 96

6.37 Depth-averaged temperature during falling neap tide before the extreme rain-
fall event of August 22 (18-08-2011 15:00) . . . . . . . . . . . . . . . . . . . . 96

6.38 Depth-averaged temperature during rising spring tide after the extreme rain-
fall event of August 22 (23-08-2011 21:00) . . . . . . . . . . . . . . . . . . . . 96

6.39 Depth-averaged temperature during falling spring tide after the extreme rain-
fall event of August 22 (24-08-2011 12:00) . . . . . . . . . . . . . . . . . . . . 96

6.40 Time- and depth-averaged modelled temperature in winter [June 2011 - Au-
gust 2011] (left) and summer [December 2011 - February 2012] (right) . . . . 97

6.41 Cross-sections Leschenault Estuary DFM-model . . . . . . . . . . . . . . . . . 98
6.42 Along estuary temperature profile in ◦C from the mouth of the Leschenault

Estuary to the Collie River (21-July-2011 21:00 - winter, left), (31-December-
2011 12:00 - summer, centre) and (24-August-2011 21:00 - extreme discharge
event, right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.43 Along estuary temperature profile in ◦C from the mouth of the Leschenault
Estuary to the Preston River (21-July-2011 21:00 - winter, left), (31-December-
2011 12:00 - summer, centre) and (24-August-2011 21:00 - extreme discharge
event, right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.44 Along estuary temperature profile in ◦C from the mouth of the Leschenault
Estuary to the Parkfield Drain (21-July-2011 21:00 - winter, left), (31-December-
2011 12:00 - summer, centre) and (24-August-2011 21:00 - extreme discharge
event, right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.45 Along estuary temperature profile in ◦C from the mouth of the Leschenault
Estuary to the Collie River (winter (left) and summer (right) mean) . . . . . 100

6.46 Along estuary temperature profile in ◦C from the mouth of the Leschenault
Estuary to the Preston River (winter (left) and summer (right) mean) . . . . 100

6.47 Along estuary temperature profile in ◦C from the mouth of the Leschenault
Estuary to the Parkfield Drain (winter (left) and summer (right) mean) . . . 101

6.48 Depth-averaged salinity observed in a typical winter week (15-07-2011 03:00 -
rising spring tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

xvii



6.49 Depth-averaged salinity observed in a typical winter week (15-07-2011 15:00 -
falling spring tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.50 Depth-averaged salinity observed in a typical winter week (20-07-2011 21:00 -
rising neap tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.51 Depth-averaged salinity observed in a typical winter week (21-07-2011 15:00 -
falling neap tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.52 Depth-averaged salinity observed in a typical summer week (24-12-2011 15:00
- rising spring tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.53 Depth-averaged salinity observed in a typical summer week (25-12-2011 03:00
- falling spring tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.54 Depth-averaged salinity observed in a typical summer week (30-12-2011 12:00
- rising neap tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.55 Depth-averaged salinity observed in a typical summer week (31-12-2011 03:00
- falling neap tide) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.56 Depth-averaged salinity during rising neap tide before the extreme rainfall
event of August 22 (17-08-2011 21:00) . . . . . . . . . . . . . . . . . . . . . . 104

6.57 Depth-averaged salinity during falling neap tide before the extreme rainfall
event of August 22 (18-08-2011 15:00) . . . . . . . . . . . . . . . . . . . . . . 104

6.58 Depth-averaged salinity during rising spring tide after the extreme rainfall
event of August 22 (23-08-2011 21:00) . . . . . . . . . . . . . . . . . . . . . . 104

6.59 Depth-averaged salinity during falling spring tide after the extreme rainfall
event of August 22 (24-08-2011 12:00) . . . . . . . . . . . . . . . . . . . . . . 104

6.60 Time- and depth-averaged modelled salinity in winter [June 2011 - August
2011] (left) and summer [December 2011 - February 2012] (right) . . . . . . . 105

6.61 Along estuary salinity profile in PSU from the mouth of the Leschenault Es-
tuary to the Collie River (21-July-2011 21:00 - winter, left), (31-December-
2011 12:00 - summer, centre) and (24-August-2011 21:00 - extreme discharge
event, right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6.62 Along estuary salinity profile in PSU from the mouth of the Leschenault Es-
tuary to the Preston River (21-July-2011 21:00 - winter, left), (31-December-
2011 12:00 - summer, centre) and (24-August-2011 21:00 - extreme discharge
event, right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6.63 Along estuary salinity profile in PSU from the mouth of the Leschenault Es-
tuary to the Parkfield Drain (21-July-2011 21:00 - winter, left), (31-December-
2011 12:00 - summer, centre) and (24-August-2011 21:00 - extreme discharge
event, right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6.64 Along estuary salinity profile in PSU from the mouth of the Leschenault Es-
tuary to the Collie River (winter (left) and summer(right) mean) . . . . . . . 107

6.65 Along estuary salinity profile in PSU from the mouth of the Leschenault Es-
tuary to the Preston River (winter (left) and summer (right) mean) . . . . . 107

6.66 Along estuary salinity profile in PSU from the mouth of the Leschenault Es-
tuary to the Parkfield Drain (winter (left) and summer (right) mean) . . . . . 108

6.67 Tidal cycles at the ‘Cut’ (ESTUARY1) considered in Section 6.5 . . . . . . . 109
6.68 T-S Diagram of OUTER1 (left) and ESTUARY1 (right) for winter, summer

and flood spring and neap tidal cycles . . . . . . . . . . . . . . . . . . . . . . 109

xviii



6.69 T-S Diagram of ESTUARY3 (left) and ESTUARY4 (right) for winter, sum-
mer and flood spring and neap tidal cycles . . . . . . . . . . . . . . . . . . . . 110

6.70 T-S Diagram of ESTUARY2 (left) and COLLIE1 (right) for winter, summer
and flood spring and neap tidal cycles . . . . . . . . . . . . . . . . . . . . . . 111

6.71 Richardson layer number at Bunbury Port (OUTER1) (left) and the ‘Cut’
(ESTUARY1) (right); SPW = Spring Peak Flow, NPW = Neap Peak Flow,
SS = Spring Summer, NS = Neap Summer, SW = Spring Winter and NW =
Neap Winter; RiL < 2 = well-mixed, 2 ≤ RiL ≤ 20 = partially-mixed and
RiL > 20 = highly stratified . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.72 Richardson layer number at the southern basin (ESTUARY2) (left) and the
Collie River (COLLIE1) (right); SPW = Spring Peak Flow, NPW = Neap
Peak Flow, SS = Spring Summer, NS = Neap Summer, SW = Spring Winter
and NW = Neap Winter; RiL < 2 = well-mixed, 2 < RiL < 20 = partially-
mixed and RiL > 20 = highly stratified . . . . . . . . . . . . . . . . . . . . . 113

6.73 Richardson layer number at the central basin (ESTUARY3) (left) and the
northern basin (ESTUARY4) (right); SPW = Spring Peak Flow, NPW =
Neap Peak Flow, SS = Spring Summer, NS = Neap Summer, SW = Spring
Winter and NW = Neap Winter; RiL < 2 = well-mixed, 2 < RiL < 20 =
partially-mixed and RiL > 20 = highly stratified . . . . . . . . . . . . . . . . 114

6.74 The vertical salinity distribution at OUTER1 (left) and the vertical salinity
distribution at ESTUARY1 (right) . . . . . . . . . . . . . . . . . . . . . . . . 115

6.75 The vertical salinity distribution at ESTUARY3 (left) and the vertical salin-
ity distribution at ESTUARY4 (right) . . . . . . . . . . . . . . . . . . . . . . 116

6.76 The vertical salinity distribution at ESTUARY2 (left) and the vertical salin-
ity distribution at COLLIE1 (right) . . . . . . . . . . . . . . . . . . . . . . . 116

6.77 The vertical velocity u-component distribution (left) (+ = east; - = west)
and vertical velocity v-component (right) (+ = north; - = south) at OUTER1 117

6.78 The vertical velocity u-component distribution (left) (+ = east; - = west)
and vertical velocity v-component (right) (+ = north; - = south) at ESTU-
ARY1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.79 The vertical velocity u-component distribution (left) (+ = east; - = west)
and vertical velocity v-component (right) (+ = north; - = south) at ESTU-
ARY2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.80 The vertical velocity u-component distribution (left) (+ = east; - = west)
and vertical velocity v-component (right) (+ = north; - = south) at COLLIE1 119

6.81 The vertical velocity u-component distribution (left) (+ = east; - = west)
and vertical velocity v-component (right) (+ = north; - = south) at ESTU-
ARY3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.82 The vertical velocity u-component distribution (left) (+ = east; - = west)
and vertical velocity v-component (right) (+ = north; - = south) at ESTU-
ARY4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.83 Circulation-stratification diagram for the x-component of the current velocity 121
6.84 Circulation-stratification diagram for the y-component of the current velocity 122

7.1 Initial design of the Preston River alignment (Bunbury Port Authority, 2013)
(left) and model grid of the Preston River alignment in D-Flow FM (right) . 130

7.2 Temperature anomaly at observation point OUTER1 (left), ESTUARY1
(centre) and ESTUARY2 (right) . . . . . . . . . . . . . . . . . . . . . . . . . 131

xix



7.3 Temperature anomaly at observation point COLLIE1 (left), ESTUARY3
(centre) and ESTUARY4 (right) . . . . . . . . . . . . . . . . . . . . . . . . . 132

7.4 Salinity anomaly at observation point OUTER1 (left), ESTUARY1 (centre)
and ESTUARY2 (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

7.5 Salinity anomaly at observation point COLLIE1 (left), ESTUARY3 (centre)
and ESTUARY4 (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

7.6 Mean winter (left) and summer (right) temperature anomaly . . . . . . . . . 133
7.7 Mean winter (left) and summer (right) salinity anomaly . . . . . . . . . . . . 133
7.8 Longitudinal profile with averaged temperature anomalies in ◦C between the

mouth of the Leschenault Estuary and the Collie River- winter (left) and
summer (right)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

7.9 Longitudinal profile with averaged temperature anomalies in ◦C between the
mouth of the Leschenault Estuary and the Preston River- winter (left) and
summer (right)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

7.10 Longitudinal profile with averaged temperature anomalies in ◦C between the
mouth of the Leschenault Estuary and the Parkfield Drain - winter (left) and
summer (right)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

7.11 Longitudinal profile with averaged temperature anomalies in ◦C between the
Koombana Bay and the newly aligned Preston River - winter (left) and sum-
mer (right)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

7.12 Longitudinal profile with averaged salinity anomalies in PSU between the
mouth of the Leschenault Estuary and the Collie River- winter (left) and
summer (right)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

7.13 Longitudinal profile with averaged salinity anomalies in PSU between the
mouth of the Leschenault Estuary and the Preston River- winter (left) and
summer (right)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

7.14 Longitudinal profile with averaged salinity anomalies in PSU between the
mouth of the Leschenault Estuary and the Parkfield Drain - winter (left) and
summer (right)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

7.15 Longitudinal profile with averaged salinity anomalies in PSU between the
Koombana Bay and the newly aligned Preston River - winter (left) and sum-
mer (right)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

7.16 Richardson layer number for the Preston River alignment scenario at Bun-
bury Port (OUTER1) (left) and the ‘Cut’ (ESTUARY1) (right); SPW =
Spring Peak Flow, NPW = Neap Peak Flow, SS = Spring Summer, NS =
Neap Summer, SW = Spring Winter and NW = Neap Winter; RiL < 2 =
well-mixed, 2 ≤ RiL ≤ 20 = partially-mixed and RiL > 20 = highly stratified 138

7.17 Richardson layer number for the Preston River alignment scenario at the
southern basin (ESTUARY2) (left) and the Collie River (COLLIE1) (right);
SPW = Spring Peak Flow, NPW = Neap Peak Flow, SS = Spring Sum-
mer, NS = Neap Summer, SW = Spring Winter and NW = Neap Winter;
RiL < 2 = well-mixed, 2 ≤ RiL ≤ 20 = partially-mixed and RiL > 20 =
highly stratified . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

7.18 Richardson layer number for the Preston River alignment scenario at the
central basin (ESTUARY3) (left) and the northern basin (ESTUARY4) (right);
SPW = Spring Peak Flow, NPW = Neap Peak Flow, SS = Spring Sum-
mer, NS = Neap Summer, SW = Spring Winter and NW = Neap Winter;
RiL < 2 = well-mixed, 2 ≤ RiL ≤ 20 = partially-mixed and RiL > 20 =
highly stratified . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

xx



7.19 Circulation-stratification diagram for the u-component of the current velocity
- Preston River Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

7.20 Circulation-stratification diagram for the v-component of the current velocity
- Preston River Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

A.1 Geostropic balance on Southern (left) and Northern (right) Hemisphere (Tom-
czak, 1998) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

A.2 Ekman layer balance on Northern Hemisphere, the reverse applies on South-
ern Hemisphere (Huang, 2015) . . . . . . . . . . . . . . . . . . . . . . . . . . 164

A.3 (a) Ekman pumping (b) Ekman suction; on Northern Hemisphere (Huang,
2015) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

A.4 The Surface Ekman layer produced by a wind stress on the surface (Huang,
2015) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

A.5 The Bottom Ekman layer generated by a frictional force at the bottom (Huang,
2015) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

A.6 Ekman layer transport for different depths (Tomczak, 1998) . . . . . . . . . . 166
A.7 Different coastal zones based on their upwelling dynamics (Tomczak, 1998) . 166
A.8 Estuarine classification (Boyd et al., 1992) . . . . . . . . . . . . . . . . . . . . 168

C.1 Output parameters page 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
C.2 Output parameters page 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
C.3 Miscellaneous page 1 (left) and miscellaneous page 2 (right) . . . . . . . . . . 173
C.4 Miscellaneous page 3 (left) and miscellaneous page 4 (right) . . . . . . . . . . 173

D.1 CSIRO-model waterlevel at Bunbury Port validated against observed data . . 175
D.2 CSIRO-model salinity at Bunbury Port validated against observed data . . . 176
D.3 CSIRO-model temperature at Bunbury Port validated against observed data 177
D.4 Modelled and observed salinity values for observation point ESTUARY1 . . . 178
D.5 Modelled and observed salinity values for observation point ESTUARY2 . . . 178
D.6 Modelled and observed salinity values for observation point ESTUARY3 . . . 179
D.7 Modelled and observed salinity values for observation point ESTUARY4 . . . 179
D.8 Modelled and observed salinity values for observation point COLLIE1BED . 180
D.9 Modelled and observed salinity values for observation point COLLIE1SURFACE180
D.10 Modelled and observed temperature values for observation point ESTUARY1 181
D.11 Modelled and observed temperature values for observation point ESTUARY2 181
D.12 Modelled and observed temperature values for observation point ESTUARY3 182
D.13 Modelled and observed temperature values for observation point ESTUARY4 182
D.14 Modelled and observed temperature values for observation point COLLIE1BED183
D.15 Modelled and observed temperature values for observation point COLLIE1SURFACE183

E.1 Tidal difference between OUTER1 and ESTUARY4 (neap tidal cycle in win-
ter), the black asterisks indicate the maximum troughs and crests . . . . . . . 186

xxi



E.2 Tidal difference between OUTER1 and ESTUARY4 (spring tidal cycle in
winter), the black asterisks indicate the maximum troughs and crests . . . . . 186

E.3 Tidal difference between OUTER1 and ESTUARY4 (neap tidal cycle in sum-
mer), the black asterisks indicate the maximum troughs and crests . . . . . . 186

E.4 Tidal difference between OUTER1 and ESTUARY4 (spring tidal cycle in
summer), the black asterisks indicate the maximum troughs and crests . . . . 186

E.5 Water levels at all stations in the Leschenault Estuary during a typical win-
ter period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

E.6 Water levels at all stations in the Leschenault Estuary during a typical sum-
mer period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

E.7 Water levels at all stations in the Leschenault Estuary during a peak flow
neap-spring period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

F.1 Waterlevel anomaly at observation point OUTER1 (left), ESTUARY1 (cen-
tre) and ESTUARY2 (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

F.2 Waterlevel anomaly at observation point COLLIE1 (left), ESTUARY3 (cen-
tre) and ESTUARY4 (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

F.3 Velocity magnitude anomaly at observation point OUTER1 (left), ESTU-
ARY1 (centre) and ESTUARY2 (right) . . . . . . . . . . . . . . . . . . . . . 190

F.4 Velocity magnitude anomaly at observation point COLLIE1 (left), ESTU-
ARY3 (centre) and ESTUARY4 (right) . . . . . . . . . . . . . . . . . . . . . 190

xxii



List of Tables

2.1 Salt transport components and their driving physical process (De Miranda
et al., 2017) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Manning coefficient for various bottom types in rivers and channels (Ji, 2012) 22

3.1 Coastal types – medium wave energy (Hs = 60− 150 cm) . . . . . . . . . . . 38
3.2 Mean river discharges [m3/s] . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 The tidal character indicated by the form factor F (Bosboom and Stive, 2012) 49
3.4 Overview of the observation points of 2020 . . . . . . . . . . . . . . . . . . . . 52

4.1 Dimensions of fixed weir of DFM-model . . . . . . . . . . . . . . . . . . . . . 56
4.2 Physical parameters DFM-model . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.1 Parameters of initial and final model . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Sensitivity analysis scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3 D2 of salinity values per model of the sensitivity analysis scenarios . . . . . . 73
5.4 D2 of temperature values per model of the sensitivity analysis scenarios . . . 73
5.5 Validation of salinity values based on statistics . . . . . . . . . . . . . . . . . 76
5.6 Validation of temperature values based on statistics . . . . . . . . . . . . . . 76

6.1 Moments of time applied to spatial current snapshots . . . . . . . . . . . . . 80
6.2 Start and end dates and times of the winter, summer and flood neap and

spring tidal cycles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.3 Salt flux components in kg/s at transect the ‘Cut’ in winter [1 Jun 2011 - 1

Sep 2011], summer [1 Dec 2011 - 1 Mar 2012] and the whole year [1 Jun 2011
- 1 Apr 2012] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

6.4 Salt flux components in kg/s at transect Central Basin in winter [1 Jun 2011
- 1 Sep 2011], summer [1 Dec 2011 - 1 Mar 2012] and the whole year [1 Jun
2011 - 1 Apr 2012] (north (+); south(−)) . . . . . . . . . . . . . . . . . . . . 126

7.1 Median values of full period anomalies of Preston River alignment scenario . 130
7.2 Median values of winter anomalies of Preston River alignment scenario . . . . 131

xxiii



7.3 Median values of summer anomalies of Preston River alignment scenario . . . 131
7.4 Salt flux components in kg/s at transect the ‘Cut’ in winter [1 Jun 2011 - 1

Sep 2011], summer [1 Dec 2011 - 1 Mar 2012] and whole year [1 Jun 2011 - 1
Apr 2012] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

7.5 Salt flux components in kg/s at transect Central Basin in winter [1 Jun 2011
- 1 Sep 2011], summer [1 Dec 2011 - 1 Mar 2012] and whole year [1 Jun 2011
- 1 Apr 2012] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

B.1 Amplitude (A) and Phase(◦) measured by DWER of all tidal constituents
present at Bunbury Port . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

B.2 Amplitude (A) and Phase(◦) calculated by Gillibrand et al. (2012) of the ma-
jor tidal constituents present at the Bunbury Port . . . . . . . . . . . . . . . 170

xxiv



1
Introduction

1.1 Context

In Western Australia, more than 80% of the population lives around estuaries (DWER,
2020). Estuaries are environmentally, ecologically and recreationally valuable ecosystems
and require careful management. However, the 166 estuaries in Western Australia are under
threat impacted by climate change and human interference like industry, housing, recre-
ation and agriculture (DWER, 2020). The Western Australia State Government therefore
launched the Healthy Estuaries WA program, which focuses on improving the health of sev-
eral important estuaries, amongst others the Leschenault Estuary (DWER, 2020).

The Leschenault Estuary is located at the south-west coast of Western Australia, approxi-
mately 180 km south of Perth (Figure 1.1). The estuarine system known today consists of
the Leschenault Estuary, the Leschenault Inlet, the Leschenault Peninsula, the Inner Har-
bour and the Koombana Bay. The Inner Harbour is part of the Bunbury Port, which has
exploited this part of the estuary for industry purposes. The Leschenault Estuary is con-
nected to the Indian Ocean via the artificial channel, the ‘Cut’, which has been constructed
in 1951 simultaneously with the development of the Bunbury Port. The ‘Cut’ has been con-
structed to guarantee the health of the estuary by stimulating the flow and circulation in-
side the estuary.

The Leschenault Estuary has a diurnal micro-tidal regime, with a mean spring range of 0.5
m (Semeniuk et al., 2000). The estuary covers a total surface area of 25 km2 and is ap-
proximately 13.5 km long and 2.5 km wide (McKenna, 2007). Furthermore, the estuary
functions as a river mouth for multiple rivers surrounding the estuary, e.g. the Parkfield
Drain, Wellesley River, Brunswick River, (lower) Collie River, Ferguson River and Preston
River (Figure 1.2). The total catchment area of this system is around 1981 km2 (McKenna,
2007).

The Leschenault Estuary has been quite dynamic in the past 7000 years until it developed
into a tide-dominated lagoon (McKenna, 2004). Since then, human interference has been
more impactful than ever and altered the estuary’s shape, environment and dynamics. Whereas

1
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Figure 1.1: Australian map (Google) Figure 1.2: Leschenault Estuary region (Google)

changes to the estuary’s shape can be observed directly, changes to environment and hydro-
and sediment dynamics need decades to adapt. In 1933, the first major alteration was exe-
cuted by the construction of the Wellington Dam, which altered the freshwater run-off into
the Leschenault Estuary (Wooltorton, 2013). An even more impactful event took place with
the construction of the of the Bunbury Port, which led to the development of the ‘Cut’ and
the infilling of the natural inlet of the estuary (Wooltorton, 2013). Besides, the construc-
tion of the Parkfield Drain and the realignment of the Preston River also had a substantial
impact on the Leschenault Estuary. At present the Leschenault Estuary area looks like the
aerial overview depicted in Figure 1.2.

1.2 Problem definition

The understanding of the main physical drivers of estuary hydrodynamics is crucial for wa-
ter quality management in order to make considered and efficient decisions. In the past
anthropogenic alterations like the excavation of the ‘Cut’ and the development of the In-
ner Harbour have been destructive for the Leschenault Estuary’s ecology and drastically
changed the estuary’s hydrodynamics (Wooltorton, 2013). These are examples of situations
in which unsubstantiated judgements have been the foundation of decision-making instead
of evidence by observed data or modelled data. This increases the chance of the develop-
ment of housing, industry, agriculture or recreation in sensitive areas where such develop-
ment can be detrimental to its environment (Thomson et al., 2017). Moreover, unconsid-
ered management decisions can be cheaper on the first sight, but can at the end be more
expensive. In case development causes substantial pressure to its environment, solutions
should be investigated to prevent further decline (Thomson et al., 2017). This of course
costs more money than forecasted. Besides, a degrading environment also causes a lot of
harm to the local community and stakeholders involved in the Leschenault Estuary (Thom-
son et al., 2017).

As is stated in Thomson et al. (2017), Western Australia’s estuary management should
have "a stable and enduring, science-based monitoring, modelling and reporting platform"
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as well as "a modelling platform that can provide robust, auditable results including fore-
casts and scenarios of potential management options". Before this can be achieved the main
drivers of the estuary’s hydrodynamics have to be fully comprehended. As soon there is a
fundamental understanding in these drivers, impacts of management actions to the Leschenault
Estuary can be forecasted. The Bunbury Port will undergo further development in the near
future. A major alteration to the system, will be the alignment of the Preston River, which
will be aligned to the Bunbury Port. This will insurmountably lead to complications to the
estuary’s dynamics and therefore also indirectly to the estuary’s ecology. The need for a
better understanding in the estuary’s hydrodynamics is thus crucial to visualise the changes
to the system. Numerical models and measurement equipment could therefore be of great
help. However, efficient methods are of equal importance as the data should be interpreted
quickly by management.

"Estuarine environments like the Leschenault Estuary, are sensitive systems that
require evidence based management in order to maintain their recreational, eco-
logical and economical value. Due to a lack of fundamental understanding in the
main physical drivers of the Leschenault Estuary hydrodynamics, water quality
management is limited to judgements which could result in expensive and detri-
mental situations, may need unnecessary regulation and may does harm to the
environment and local economies."

1.3 Research scope

This research focuses on the physical drivers of the governing hydrodynamic processes of
the Leschenault Estuary and the classification of the estuary based on its characteristics.
Furthermore, efficient and straightforward methods are used to assess the driving forces
and to visualise possible changes in the estuary’s hydrodynamics in case of alterations to
the system. Insight in the estuary’s hydrodynamics is crucial in order to make considered
decision for water quality management. A 3D numerical model is developed to complement
the observed data in order to increase the understanding in the hydrodynamics. Estuaries
are complex systems where salt and fresh water continuously mix. Many physical processes
are involved, which makes understanding of these systems difficult. A thorough research
should thus be conducted concerning the various processes driving the estuarine circulation,
e.g. tidal range, river discharge, wind, waves, Coriolis force and the mixing of salt and fresh
water masses (Van Leussen and Dronkers, 1988).

As estuarine systems in Australia and more specific in south-western Australia are at risk,
evidence-based management is of paramount importance for these systems. The scope of
this research is therefore focused on obtaining a fundamental understanding on the main
physical drivers of the Leschenault Estuary hydrodynamics. Besides, hands-on experience is
gathered while working at the DWER in Australia during a three month stay. The collab-
oration with the DWER adds an extra dimension to the thesis by incorporating a manage-
ment perspective and by obtaining experience in the field. This should enhance the process
of drawing relevant conclusions from the research results and adds value to thesis in gen-
eral. At last, the planned alignment of the Preston River could potentially put pressure on
the Leschenault Estuary ecosystem and should therefore carefully be investigated. The Pre-
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ston River alignment case study is also used to employ different classification techniques
that could benefit decision-making on a management level.

1.4 Research objective and questions

The following research objective is defined:

"Improve the understanding of the processes governing the hydrodynamics in the
Leschenault Estuary relevant for management purposes, and to forecast changes
in water quality and enhance environmental regulatory decision-making, by using
efficient and easy-to-apply methods for the observed and modelled data"

In addition to the research objective, the following research questions are formulated:

1. What are the governing hydrodynamic processes of the Leschenault Estuary and their
main physical drivers?

2. What are efficient classification techniques for management and how can the Leschenault
Estuary be classified?

3. What are the main physical drivers of the salt transport in the Leschenault Estuary?

4. How will the Preston River Alignment change the hydrodynamics, the classification
and the salt transport in the Leschenault Estuary and which conclusion can be drawn
from these changes on a management level?

1.5 Cooperation with Deltares and DWER

This study is conducted in cooperation with Deltares and the Department of Water and
Environmental Regulation (DWER). Most of the research is executed at Deltares, who pro-
vides a flexible working space, software and a laptop. Qinghua Ye and Lodewijk de Vet
from Deltares are the daily supervisors and give advice where needed. Prof. Wang is the
chairman of the committee and is also related to Deltares and Jeremy Bricker is related
to the DUT. The research is partly conducted at DWER during a three month internship,
where Alessandra Mantovanelli is the daily supervisor. In cooperation with DWER new
measurements are conducted that complement the available old data. DWER is responsible
for the management of the Leschenault Estuary and could thus be of great value in the pro-
cess of drawing relevant conclusions. The main focus of DWER over the years has been the
improvement of water quality and the prevention of further water decline in Western Aus-
tralia’s estuaries. To achieve this, multiple management plans have been drawn up over the
years. Besides, DWER provides a working space, accommodation and transfer from and to
Perth.
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1.6 Approach

This research is approached in four steps that all have their own goal. These steps are no-
ticeable in this report by the different parts, which are summarized in Figure 1.3. First, a
system analysis is conducted to obtain a better understanding in the governing hydrody-
namic estuaries in general. In Part II, the observed data is analysed and the model set-up
is summarized. In Part III, the model results are calibrated and validated against observed
data but furthermore the model results are processed in order to draw valuable conclusions.
These conclusions are further presented in Part IV. Besides, the overall process and findings
are discussed and recommendations are given for follow-up studies. All parts are further
subdivided in chapters, which all have a brief discussion and conclusion section at the end
of the chapter.

Figure 1.3: The summarized approach of this master thesis

1.6.1 Part I: System analysis

The system analysis only contains Chapter 1 focused on the theoretical background used to
conduct this study. Firstly, the basic theory of the hydrodynamics principles is expounded,
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including the conservation of mass, the conservation of momentum and the hydrodynamic
transport of mass. In addition, the theory behind the decomposition of the salt flux is pre-
sented. Secondly, the general estuarine hydrodynamics are discussed, which means the defi-
nition, the characteristics, the governing hydrodynamics and the driving forces of these dy-
namics of estuaries are elaborated. Also, a small section is dedicated to the riverine hydro-
dynamics as this is an important part of the estuarine system. Besides, detailed informa-
tion is given about the function of temperature and salinity for water quality management
purposes. Also, a brief overview is given of the various classification techniques relevant for
this thesis. Lastly, the relevant information about the numerical model used for this thesis
is provided.

1.6.2 Part II: Data analysis & model set-up

Part II is subdivided in Chapter 3 Data analysis and Chapter 4 Model set-up. Chapter 3
describes the area of study and gives useful information about the developments done in
the past and the general processes affecting the hydrodynamics of estuaries, such as the
Leschenault Estuary. Furthermore, the key takeaways of previous studies on the Leschenault
Estuary are summarized, which should enhance the model set-up of the numerical model
for this thesis. Then, all relevant observed data is analysed and processed in order to draw
conclusions and to serve as input for the numerical model. Measurements are also con-
ducted in the field during an excursion to the Leschenault Estuary. An impression of this
field trip is included in the last section of Chapter 3. Chapter 4, focuses on the model set-
up and gives insight in how the model is developed.

1.6.3 Part III: Numerical calculations

Part I is subdivided in three chapters, Chapter 5 Calibration & validation, Chapter 6 Model
results and Chapter 7 Scenario - Preston River alignment. The calibration and validation
is conducted in order to measure the reliability and accuracy of the developed model. Af-
ter a thorough calibration process and sensitivity analysis, the model results are validated
against observed data. The final model is then used for further research. The model re-
sults are processed in order to draw relevant conclusions for management. The analysis of
the model results are categorized into a tidal, circulation, flow velocity, temperature and
salinity analysis. Furthermore, the estuary is classified by using a set of classification meth-
ods. The used methods are the T-S diagram, the Richardson theory, the normalized verti-
cal distribution profiles and the stratification-circulation diagram. A combination of these
methods is used in order to guarantee the reliability of the conclusions and to discuss ir-
regularities found for certain methods. Besides, the salt transport is decomposed in order
to unravel the governing physical processes driving the salt flux inside estuaries like the
Leschenault Estuary. Chapter 7 is added to this thesis to measure the value and efficiency
of the methodology proposed to management. In additions, useful insights and information
about the Preston River alignment is presented to management.

1.6.4 Part IV: Evaluation

The evaluation consist of the final conclusion, discussion and recommendations and serve
as a tool to rethink about certain decisions made and to evaluate on the results, findings,
methodology and overall process.



Part I

System analysis

A comprehensive overview of the hydrodynamic processes
affecting the estuarine system is drawn up to elaborate on
essential hydrodynamic theory needed for this research.

Chapter 2: Literature Review

7





2
Literature review

This chapter reviews the general hydrodynamic hydrodynamic principles in Section 2.1. Be-
sides, in Section 2.2 the estuarine hydrodynamics are discussed. In Section 2.3, information
is given about the numerical model used for this research.

2.1 Hydrodynamic principles

Before the driving forces of estuarine hydrodynamics can be discussed, the main principles
of hydrodynamics in general have to be made clear. The study of hydrodynamics is basi-
cally the study of water movement and the driving forces of water (Ji, 2017). According to
Ji (2017), the theoretical basis of hydrodynamics is founded on the conservation laws, which
consist of the conservation of mass, the conservation of energy and the conservation of mo-
mentum.

2.1.1 The conservation of mass

The first conservation law, the conservation of mass, is best expressed by Kundu et al. (2016),
who stated that "mass can be neither created nor destroyed", when neglecting nuclear reac-
tions and relativistic effects. This means that in case of surface water, which almost is an
incompressible fluid (Ji, 2017), the water flux going into a defined area must be equal to
the water flux going out of this defined area. This defined area is also called a control vol-
ume and can be visualised as an imaginary balloon where mass inside the balloon is con-
served when the balloon expands, contracts or deforms (Kundu et al., 2016). The mass bal-
ance equation is derived in Equation 2.1 (Ji, 2017).

Mass accumulation = mass in − mass out + source − sink (2.1)

Equation 2.1 is a function of the mass balance of a control volume, where variables can en-
ter, leave or be stored inside. However, the shape and position of the water column stays
the same and the inflow minus the outflow must equal the volume change over time. Ji
(2017) restated Equation 2.1 as Equation 2.2.

9
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dm = (min −mout + mr) · dt (2.2)

In Equation 2.2, the following variables are mentioned: dm = mass accumulation, min =
flux of rate of mass going in, mout = flux of rate of mass going out, mr = the net rate of
production from all source and sink terms and dt = time increment. To be able to calculate
the mass balance in terms of mass flux, Equation 2.2 has to be divided by time (Ji, 2017).
This generates Equation 2.3, which is widely used in hydrodynamic and water quality stud-
ies and serves as a basic equation for mass conservation according to Ji (2017).

dm

dt
= δm

δt
+ ~v · (∇m) = min −mout + mr (2.3)

Equation 2.3 calculates the total variation over time of a certain mass m by summing up
the local variation δm/δt and the variation caused by advection consisting of the fluid ve-
locity and property gradient ~v · (m∇). The right part of Equation 2.3 tells how much mass
is leaving, entering and produced in the water column. The amount of produced mass by
sinks and sources can be influenced by two factors according to Ji (2017): there are other
sources that have discharged into the water column or chemical or biological reactions have
occurred inside the water column. Equation 2.3 determines the evolution of a certain mass
of a fluid in motion over space (x, y, z) and time (t) and can also be used for any other con-
servative fluid property P that is only dependent of advection and dispersion (De Miranda
et al., 2017). Equation 2.3 can thus be rewritten as Equation 2.4, when neglecting any sinks
and sources and biological reactions.

dP

dt
= δP

δt
+ ~v · (P∇) (2.4)

In Equation 2.4: P = fluid property, ~v = velocity vector and ∇ = flux divergence. The flux
divergence ∇ represents the net loss of mass at a point due to divergence of a flux (Kundu
et al., 2016). This means that when ~v · (P∇) is positive, the local density of fluid prop-
erty P will decrease (Kundu et al., 2016). Kundu et al. (2016) explained furthermore that
the flux divergence ∇ is also called a transport term, as it only transfers mass from one re-
gion to another and has no effect on the net contribution of an entire field. Equation 2.4
is called the continuity equation and expresses the principle of conservation of mass in a
differential way (Kundu et al., 2016). Equation 2.4 can be simplified when considering a
steady-state situation with a local variation δP/δt equals 0 and can even further be sim-
plified to a uniform situation with zero spatial variation (De Miranda et al., 2017). When
neglecting molecular and turbulent diffusion the concentration of the adjacent components
in a fluid remains constant, which means the total variation of a property over space and
time is equal to zero (De Miranda et al., 2017). This situation is derived in Equation 2.5.

dP

dt
= δP

δt
+ ~v · (P∇) = 0 (2.5)

Equation 2.4 can be redefined in a simplified form to Equation 2.6 for convenient purposes.

d

dt
= δ

δt
+ ~v · (∇) = 0 (2.6)
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In the situation defined in Equation 2.6, an equilibrium exists between the local and advec-
tive variation. When considering a situation where a fluid is in steady-state, which means
~v · (∇) is equal to zero, Equation 2.6 can be redefined in Cartesian coordinates (Ji, 2017) to
Equation 2.7. In Equation 2.7, the situation of a property of a fluid in motion that does not
vary over time but solely varies in space is mathematically formulated.

δu

δx
+ δv

δy
+ δw

δz
= 0 (2.7)

Salt balance

The conservation of salt uses the same principle as the conservation of mass due to the con-
servative character of salinity, which means the local variation of salt over space and time
is only due to advection and dispersion except at the boundaries (De Miranda et al., 2017).
The property P (Equation 2.5) can be replaced by the amount of salinity S (Equation 2.8):

dS

dt
= δS

δt
+ ~v · (S∇) = 0 (2.8)

Equation 2.8 can also be formulated in Cartesian coordinates, which result in Equation 2.9.
It should be noted that Equation 2.9 still describes the situation where the dispersion is
disregarded.

δS

dt
+ u

δS

δx
+ v

δS

δy
+ w

δS

δz
= dS

dt
= 0 (2.9)

As is further explained in Section 2.2.2, an important driver of in estuaries is turbulent dif-
fusion, which should therefore be considered when calculating the salt balance in an estu-
ary. Therefore, Pritchard (1952), Cameron and Pritchard (1963) and Sverdrup et al. (1942),
developed an equation which also incorporates turbulent diffusion, shown in Equation 2.10.

δS

δt
+ u

δS

δx
+ v

δS

δy
+ w

δS

δz
= δ

δx
(Kx

δS

δx
) + δ

δy
(Ky

δS

δy
) + δ

δz
(Kz

δS

δz
) (2.10)

In Equation 2.10, the right-hand side of the equation represents the influence of turbulent
diffusion, where Kz, Ky and Kx are the kinematic eddy diffusion coefficients. The coeffi-
cients determine the cross-correlation between the turbulent fluctuations in velocity (u’,
v’ and w’) and the salinity (S’) (De Miranda et al., 2017). The diffusion coefficients have
been developed by Osborne Reynolds in 1894 according to De Miranda et al. (2017) and
are shown in Equation 2.11.

Kx = −〈u
′S′〉
δS
δx

; Ky = −〈v
′S′〉
δS
δy

; Kz = −〈w
′S′〉
δS
δz

(2.11)

The diffusion coefficients in [m2/s] have equal dimensions when multiplying by the density.
According to Miranda and Castro Filho (1996) as in Pritchard (1954), the most dominant
factors in the salt balance are the horizontal advective salt flux (ρSu) and the vertical non-
advective salt flux (ρ〈w′S′〉) and the brackets 〈〉 indicate time averaged values. The latter
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is dependent on the tidal forcing and the vertical salinity stratification (De Miranda et al.,
2017). The same study shows that the mean vertical advective salt flux (ρSw) is less signif-
icant and the horizontal non-advective salt flux (ρ〈u′S′〉) has only a small influence.

Salt transport

The salt balance is maintained by salt fluxes as already became clear in the previous para-
graph. A distinction can be made between factors influencing the landward salt transport
in estuaries, namely gravitational circulation and tidal flooding, and the seaward transport
of salt, namely the ebb tidal current, the reversal of the tidal oscillation, the gravitational
circulation and the freshwater discharge (De Miranda et al., 2017). Hunkins (1981) con-
firmed the studies on salt transport of Pritchard (1954) by investigating the salt dispersion
in the Hudson River. Hunkins (1981) discovered that the mixing in the landward direction
is more related to dispersion than diffusion, due to the advective and vertical turbulent dif-
fusion component mainly driven by gravitational circulation, winds and tides. According to
De Miranda et al. (2017), measurements of salinity and current velocity are needed to as-
sess the influence of advective and non-advective salt fluxes. Therefore, De Miranda et al.
(2017) developed Equation 2.12, which represents the salt flux per unit width averaged over
depth and time in kg/(ms) in a simplified laterally homogeneous estuary.

MS =
∫ h

0
ρuSdz = 〈ρuSh〉 (2.12)

In Equation 2.12, u is the longitudinal velocity component and S is the salinity. The over-
line above the first three characters of Equation 2.12 indicates depth averaged values. To
calculate the non-tidal salt transport Ts, in a time period T of a minimum of one tidal cy-
cle, Equation 2.13 can be used (Miranda and Castro Filho, 1996).

Ts = 〈MS〉 = 1
T

∫ T

0
Msdt = 〈ρuSh〉 (2.13)

The mean density in Equation 2.13 is determined by using state equations for sea water
(De Miranda et al., 2017). Equations 2.14 and 2.15 are used to calculate the time and space
averaged current velocity and salinity respectively (Miranda and Castro Filho, 1996).

〈u〉 = ua = 1
T

[ 1
h

∫ h

0
u(x, z, t)]dt (2.14)

〈S〉 = Sa = 1
T

[ 1
h

∫ h

0
S(x, z, t)]dt (2.15)

Bowden (1963) as in De Miranda et al. (2017) noticed that the advective salt transport also
had a dispersive character, despite the advective nature of Equation 2.13. It was therefore
key to separate the dominant advective and non-advective components to obtain a bet-
ter understanding in the landward and seaward salt transport (De Miranda et al., 2017).
With the help of studies done by Bowden (1963), Fischer (1976), Hunkins (1981) and Kjer-
fve (1986), four different salinity and velocity components were identified and two water
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depth components for a laterally homogeneous estuary or a simplified estuary where the
salt transport is calculated of segment perpendicular to the mean flow at time t per unit
width. The decomposed current velocity and salinity profiles can be calculated by using
Equation 2.16 and 2.17.

u(x, z, t) = ua(x) + ut(x, t) + us(x, z) + u′(x, z, t) (2.16)

S(x, z, t) = Sa(x) + St(x, t) + Ss(x, z) + S′(x, z, t) (2.17)

In Equation 2.16 and 2.17, four decomposed components can be derived from the subscripts:
the mean (a), the tidal (t), the steady-state (s) and the deviation (′) term (De Miranda
et al., 2017). The mean current velocity ua and the mean salinity Sa are equal to 〈u〉 and
〈S〉 and can be computed with Equation 2.14 and 2.15 respectively. The tidal and steady-
state terms of Equation 2.16 and 2.17 consider the barotropic (tidal) and baroclinic (steady-
state component of the gravitational circulation) respectively (Miranda and Castro Filho,
1996). The tidal and steady-state terms can be calculated by using Equation 2.18 to 2.21.

ut = u − ua (2.18)

St = S − Sa (2.19)

us = 〈u〉 − ua (2.20)

St = 〈S〉 − Sa (2.21)

The remainders of Equation 2.16 and 2.17, are the deviation terms and represent the small-
scale physical turbulence observed in estuaries and can be calculated by using Equation
2.22 and 2.23 respectively (Miranda and Castro Filho, 1996).

u′ = u − ua − ut − us (2.22)

S′ = S − Sa − St − Ss (2.23)

As has already been explained earlier in this section, the water depth profile can be decom-
posed into two components: the time-averaged water depth ha = 〈h〉 and the tidal height
ht(x, t) (Miranda and Castro Filho, 1996). The water depth profile can be computed with
Equation 2.24.

h(x, t) = ha + ht(x, t) (2.24)

By substituting Equation 2.16, 2.17 and 2.24 into Equation 2.13, 32 advective salt trans-
port terms can be distinguished in a steady-state situation (Miranda and Castro Filho,
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1996). However, many of these terms can be neglected after being averaged over time and
depth (Miranda and Castro Filho, 1996). Furthermore, other terms can be neglected, be-
cause there is no apparent correlation between the tidal, steady-state and deviation com-
ponents (Miranda and Castro Filho, 1996). After filtering the negligible terms, seven domi-
nant terms remain, which in total cover the total salt transport over one tidal cycle and per
unit width. The total salt transport can be calculated according Equation 2.25.

Ts = ρ[[uaha + 〈htut〉]Sa + ha〈utSt〉 + hausSs

+ ha〈u′S
′〉 + 〈utStht〉 + ua〈Stht〉]

(2.25)

Equation 2.25 can also de redefined as Equation 2.26, where the seven terms are indicated
with a capital letter ranging from A to G.

Ts = A + B + C + D + E + F + G (2.26)

A brief overview of the seven distinct salt transport terms is presented in Table 2.1. The
first component A in Equation 2.26, indicate the advection of salt in seaward direction
driven by the mean velocity u. The second component B, represents the salt transport due
to tidal wave propagation in a estuarine channel with an inclined topography also known as
Stokes’ drift (De Miranda et al., 2017). Both terms A and B are advective processes that
mainly transport salt in seaward direction and therefore tend to reduce the salinity of estu-
aries and tend to sharpen the gradient between salt and fresh water (Hunkins, 1981). Both
terms are most important for estuaries with macro-tidal regimes according to De Miranda
et al. (2017). The influence of term B vanishes in case of a standing wave, where the tidal
height and tidal velocity are 90◦ out of phase, because it is averaged over the tidal cycle
(De Miranda et al., 2017). In this case, salt is transported out of the estuary. In case of a
long progressive wave, term B drives a negative salt transport in upstream direction. This
is counteracted by the advective salt transport of the mean velocity of the freshwater dis-
charge De Miranda et al. (2017).

Salt transport component Physical process Formulation
A - Total freshwater discharge Freshwater discharge ρuahaSa
B - Stokes drift/progressive tidal wave Freshwater discharge ρ〈utht〉Sa
C - Tidal correlation Topographic trapping ρha〈utSt〉
D‘- Steady shear dispersion Gravitational circulation ρhausSs
E - Steady shear dispersion Bathymetric tidal pumping

and steady wind effect
ρha〈u′S′〉

F - Oscillatory dispersion Tidal shear ρ〈utStht〉
G - Oscillatory dispersion Wind fluctuations ρua〈Stht〉

Table 2.1: Salt transport components and their driving physical process (De Miranda et al., 2017)

Term C, the tidal correlation component, is calculated by the multiplication of the mean
correlation of the summation of velocity ut and salinity St with the mean water depth ha
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(De Miranda et al., 2017). The importance of the tidal correlation component depends on
the vertical salinity stratification of the estuary as in List et al. (1979). In case of a well-
mixed estuary term C can be neglected, as maximum salinity will be observed after the
flood tide, which indicates a 90◦ phase lag between the ut and St. The phase lag can be-
come smaller than 90◦ and the water is released at an later stage than the tide itself due to
topographic trapping (List et al., 1979). In this case, the term C becomes negative, indicat-
ing a landward salt transport. It can also be possible that the estuary is partially-mixed,
which indicates a lower salinity oscillation in the lower layers of the estuary due to the less
sharp salinity gradients at lower depth (De Miranda et al., 2017). In this case term C be-
comes positive, which indicates a seaward salt transport.

Term D, the steady shear dispersion component driven by vertical gravitational circula-
tion, is counteracted by the circulation induced by the river discharge (De Miranda et al.,
2017). According to De Miranda et al. (2017) the term D is most important in partially-
mixed estuaries, is the largest salt dispersion component direct landward and experiences
the highest fortnightly and seasonal change. In well-mixed estuaries however, term D is less
important.

Component E results from turbulent oscillatory shear and has almost no influence on the
salt balance (De Miranda et al., 2017). The time scale of the turbulent oscillatory shear is
less than the tidal oscillation generated by the wind (De Miranda et al., 2017). The physi-
cal processes of term F and G are tidal shear and wind fluctuations and may be of impor-
tance for well-mixed estuaries with a meso-tidal regime. Miranda’s study also stated that
term F is the oscillatory dispersion computed by the triple correlation of the tidal varia-
tions of velocity, water depth and salinity. Term G also represents oscillatory dispersion,
but is calculated by multiplying the mean correlation of the tidally varying salinity and wa-
ter depth by the river discharge velocity ua (De Miranda et al., 2017).

2.1.2 The conservation of momentum

The second conservation law is the conservation of momentum and is developed from New-
ton’s second law, shown in Equation 2.27 (Kundu et al., 2016). Besides, external forces like
wind, there are three dominant forces in hydrodynamcis, namely gravitational force due to
the gravitational attraction of the earth, water pressure gradient force due to a pressure
gradient in a water body and a viscous force due to water viscosity and turbulent mixing
(Ji, 2017).

~F = m · ~a (2.27)

According to Kundu et al. (2016) and Ji (2017), Equation 2.27 can be rewritten to Equa-
tion 2.28 for incompressible fluids by implementing Equation 2.3.

ρ
d~v

dt
= δρ~v

δt
+ ∇ · (ρ~v~v) = ρ~g − ∇p + µ∇2~v (2.28)

In Equation 2.28, the first term expresses the gravitational factor, where ρ = water density
and ~g = gravitational force. The second term represents the water pressure gradient force,
where ∇ = divergence flux or gradient operator and p = water pressure. The last and third
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term indicates the viscous force in case of an incompressible fluid, where µ = absolute or
dynamic viscosity (assumed to be constant) and ∇2 = the Laplacian operator. Equation
2.28 is also called the Navier-Stokes equation and can be changed to Equation 2.29 when
considering external forces like the wind and the rotation of the earth (Ji, 2017).

d~v

dt
= δ~v

δt
+ ∇ · (~v~v) = ~g − 1

ρ
∇p + v∇2~v − 2~Ω · ~v + ~Ffr (2.29)

In Equation 2.29, ~Ω = angular velocity of the earth, ~Ffr = external forces and v = µ
ρ =

kinematic viscosity. The left part of Equation 2.29 represents the acceleration term d~v
dt and

determines how currents change with time and advection of the flow (Ji, 2017). Equation
2.27 expresses the acceleration of the object ~a and the rest of the equation determines the
forcing of the acceleration (Ji, 2017). The first term at the right side of Equation 2.29 in-
dicates the gravitational acceleration ~g and always acts towards the centre of the earth (Ji,
2017). The second term is the water pressure gradient term 1

ρ∇p and expresses the vertical
and horizontal water pressure gradient which induces water movement (Ji, 2017). Two pres-
sure gradient components can be derived according to Ji (2017): the barotropic component
which is generated by water surface slopes (horizontal) and the baroclinic component which
is forced by changes in density (horizontal and vertical). The third term is the viscous term
v∇2~v, which includes the impact of water viscosity, but also turbulent mixing (Ji, 2017).
The fourth term is the Coriolis force term 2~Ω · ~v, which implies the effects of the rotation of
the earth on the movement of water and it is only important for large spatial water surfaces
(Ji, 2017). The last term indicates the external force term ~Ffr and can consist of all kinds
of external forces like wind (Ji, 2017). As mentioned by Ji (2017), it should be noted that
the Navier-Stokes equation is too complex to solve analytically and should therefore always
be simplified in hydrodynamic models.

2.1.3 Hydrodynamic transport of mass

From a management perspective it is essential to understand the driving forces of transport
and fate of contaminants in the environment. These driving forces can be subdivided in
four general processes, including advection, dispersion, interphase mass transfer and trans-
formation reactions (Pepper et al., 2011). The first two processes are governed by the con-
servation of mass and the conservation of momentum. The interphase mass transfer is con-
trolled by the conservation of energy and the last process is regulated by chemical and bio-
logical factors.

Advection

Advection is the horizontal bulky mass transport by flows, transporting matter from one re-
gion to another without diluting or distorting the material significantly (Ji, 2017). Accord-
ing to Pepper et al. (2011), it is the dominant component in the transport of contaminants
and has the same order of magnitude as the rate of a fluid’s motion. The movement of the
fluid is forced by a horizontal pressure gradient in a water body, e.g. due to temperature or
salinity differences (Hardisty, 2007). When water is flowing in a river or estuary, the advec-
tion decreases along banks, resulting in a lateral variation of the flow rate across the river
or estuary (Ji, 2017). Subsequently, the lateral variation induces turbulent mixing at the
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frontal areas of the water bodies (Ji, 2017). According to Ji (2017), the lateral advection in
rivers is usually small, but the lateral advection might increase in wide and more complex
water bodies. Besides advection, there could also be a vertical transport of mass in water
bodies (Ji, 2017). This process is called convection and is governed by vertical pressure gra-
dients in the water column (Kothandaraman, 2006). Convection is the main process influ-
encing oceanic currents (Tomczak, 1998), but is usually small in lakes, rivers or estuaries
(Ji, 2017).

Dispersion

Dispersion can best be described by the spreading of a material from the centre of a con-
centration to the outside (Pepper et al., 2011). If a contaminant is disposed in a water
body, the patch of material or also called the ‘plume’ will be transferred mostly by advec-
tion. However, the size of this ‘plume’ is determined by dispersion, as the ‘plume’ increases
in size as it moves. The concentration of the material is decreased by dispersion due to this
spreading and mixing effect (Ji, 2017). Dispersion is caused by two phenomena of differ-
ent magnitude, namely molecular and diffusion turbulent mixing (Pepper et al., 2011).
According to Pepper et al. (2011), the first phenomenon, molecular diffusion, is caused by
the random movement of molecules and only plays a role on a microscopic level. Here, one
can think of a drop of dye in a glass of water who tends to spread until the whole glass is
uniformly filled with dye. The material thus tends to move from a region with a high con-
centration of material towards a region with a lower concentration (Ji, 2017). Because, the
small scale of molecular diffusion, the effect is only felt in regions with very low currents,
such as at the riverbed (Ji, 2012). On the other hand, turbulent mixing has a higher im-
pact on the transport of matter due to its higher order of magnitude (Pepper et al., 2011).
Turbulent mixing is the dominant factor causing dispersion, which is due to the momentum
exchange between different parts in a water body (Pepper et al., 2011). Turbulent mixing is
a non-uniform process and does not propagate uniformly. Instead, different parts in a water
body flow at different velocities (Ji, 2017).

Interphase mass transport and transformation reactions

Other processes that could have impact on the fate and transport of contaminants in water
bodies are interphase mass transport and transformation reactions (Pepper et al., 2011).
According to Pepper et al. (2011), the interphase mass transport is the process in which
a material is transferred from its original phase to other phases. The four most important
interphase mass transport processes are stated by Pepper et al. (2011), namely dissolution,
evaporation, volatilization and sorption. Dissolution is the process in which materials get
dissolved in water, evaporation is the process in which a material is transferred from a solid
to a gas, volatilization is the process in which a material is transferred from the water to
the atmosphere and sorption is the process in which materials get absorbed by a porous
medium (Pepper et al., 2011). At last, transformation reactions could lead to an increase
and a decrease of contaminants in a water body, depending on the material Pepper et al.
(2011).
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Mass balance equation

All these processes have an effect on the distribution of a substances like salinity, dissolved
oxygen, nutrients, contaminants, etc. Water quality is qualified according to these sub-
stances and it would therefore be of great value to calculate these matters. This can be
done with Equation 2.30, as Ji (2012) and De Miranda et al. (2017).

δC

δt
+u

δC

δx
+ v

δC

δy
+w

δC

δz
= δ

δx
(KxC

δS

δx
) + δ

δy
(KyC

δC

δy
) + δ

δz
(KzC

δC

δz
) +S+R+Q (2.30)

The term δC/δt represents the change in concentration over time. The change in concentra-
tion in space due to advection is formulated as u δCδx + v δCδy + w δC

δz . The change in concentra-
tion in space due to dispersion is formulated as δ

δx(KxC
δS
δx ) + δ

δy (KyC
δC
δy ) + δ

δz (KzC
δC
δz ). The

S in Equation 2.30 indicates the amount of settling particles and the resuspended particles
from the bed in the water. The R in Equation 2.30 has a chemical and/or biological char-
acter and refers to the transformation reactions discussed earlier. Terms R and S are out of
the scope of this thesis and will not be discussed. The last term represents the load due to
external factors like atmospheric forcing, point and non-point sources and open boundary
forcing. Atmospheric forcing includes wind, air temperature, solar radiation and precipita-
tion, representing the major components of external forces (Ji, 2017). However, properties
like atmospheric humidity, cloud cover and atmospheric pressure can also have a significant
influence on the mass balance (Ji, 2017).

2.2 Estuarine hydrodynamics

In this section, the estuarine hydrodynamics is discussed. First, the definition of an estuary
is presented in Section 2.2.1. Then, the estuarine hydrodynamics and their driving forces
are outlined in Section 2.2.2. In Section 2.2.3, the driving forces of river hydrodynamics and
their driving forces are presented. Next, the importance of the water properties tempera-
ture and salinity on estuarine systems is highlighted in Section 2.2.4. Lastly, a overview of
the different classification methods relevant for estuaries is presented in Section 2.2.5.

2.2.1 Definition of an estuary

The correct definition of an estuary has been largely discussed (Semeniuk et al., 2000). Se-
meniuk et al. (2000) described that the definition of an estuary has gradually developed
over time from its original hydro-chemical concept stated by Ketchum and Rawn (1951).
Ketchum and Rawn (1951) defined an estuary as "a body of water where river water mixes
with and measurably dilutes sea water". This roughly explains the basic concept of an estu-
ary, but does not consider any exceptions. According to Potter et al. (2010), the first defini-
tions of an estuary considered mostly estuaries located in temperate regions of the northern
hemisphere. These northerly located estuaries lack two main features that characterize nu-
merous estuaries on the southern hemisphere. The southern hemisphere estuaries are often
periodically separated from the sea due to the formation of sand bars across their mouths
and these estuaries can become hypersaline due to dry periods when freshwater input from
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rivers is low and evaporation is high (Potter et al., 2010). Potter et al. (2010) proposed a
renewed definition, namely: "an estuary is a partially enclosed coastal body of water that is
either permanently or periodically open to the sea and which receives at least periodic dis-
charge from a river(s), and thus, while its salinity is typically less than that of natural sea
water and varies temporally and along its length, it can become hypersaline in regions when
evaporative water loss is high and freshwater and tidal inputs are negligible". Estuaries are
thus the place where the oceans and the continents overlap, and where saline ocean water
and freshwater mix, creating unique environments.

2.2.2 Driving forces of estuarine hydrodynamics

Estuaries are complex water systems influenced by oceans. The understanding of oceanic
dynamics is therefore essential to comprehend the estuarine hydrodynamics. A brief overview
of oceanic dynamics and its driving forces is provided in Appendix A.1. Estuarine hydrody-
namics differs from oceanic dynamics for various reasons. The interaction between tides,
freshwater discharge and the estuary’s geometry generate currents and mixing inside the
estuary. The driving forces of the tidal and sub-tidal currents are friction, barotropic in-
fluences, baroclinic forces, wind and Coriolis, depending on the geometry and conditions of
the specific estuary (Fugate and Jose, 2019).

Tidal motion

The gravitational attraction between the moon, the earth and the sun generates tides, which
are continuously falling and rising water levels (Tomczak, 1998). Differences in tidal eleva-
tion generate tidal currents, the repeatedly horizontal flow back and forth according to the
tide (Ji, 2017). Tides are long waves (a few hundred to thousands of kilometres) formed by
the summation of different tidal constituents, which are harmonic oscillations with an am-
plitude, a period and a phase (Bosboom and Stive, 2012). Tidal oscillations can be classi-
fied as diurnal (a high tide and a low tide per day), semi-diurnal (two high tides and two
low tides per day) and mixed (two high tides and two low tides with varying water lev-
els) (Bosboom and Stive, 2012). Whereas in deep oceans the effect of the tide is negligi-
ble due to its long wave length and small amplitude, the tidal effect becomes more relevant
towards the coast (Tomczak, 1998). This is due to the decreased water depth towards the
coast, which increases the tidal amplitude and delays the propagation of the tidal wave
crest (Tomczak, 1998). Tidal motion is especially important for estuaries for various rea-
sons. According to Ji (2017), tides are one of the major factors impacting the flushing time
of estuaries. Besides, tides are responsible for a large part of the estuary’s mixing and pro-
duce a residual flow influencing the transport of pollutants over the long term (Ji, 2017).
Tides are important for the hydrodynamic, morphologic and water quality processes in es-
tuaries (Ji, 2017). The main factors that have impact on the amplitude and propagation
of the tides are the bottom friction, the water depth and the Coriolis force (Ji, 2017). As
water depths decrease the effect of friction becomes more substantial, which results in the
decrease of the tidal current near the bed. This decrease in tidal current results in an in-
crease in the responsiveness of the currents near the bed to tidal elevation, causing vertical
phase differences over the water depth (Ji, 2017). In wide estuaries and oceans, the Corio-
lis force can have a significant effect on ebb and flood currents as the currents are deflected
by the Coriolis effect. In narrow estuaries, the flow is often bidirectional and goes back and
forth along the channel (Ji, 2017).
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Terrestrial influences

Estuaries are highly influenced by evaporation, precipitation and river discharge (Tom-
czak, 1998). River discharge strongly affects temperature and salinity values in estuaries
producing horizontal density gradients and generating buoyancy-driven flows (Tomczak,
1998). Buoyancy-driven flows are generated by density gradients along the estuary and
mixing is induced by velocity shear caused by tides and winds (De Miranda et al., 2017).
Stratification depends on the balance between the buoyancy force and the velocity shear
(De Miranda et al., 2017). In estuaries, stratification is mainly controlled by thermohaline
gradients, which can vary seasonally (Tomczak, 1998). Estuaries are shallow water bodies
with small volumes, which increases fluctuations in temperature and salinity. Estuaries can
also become hypersaline when the salt flux is insufficient to remove the accumulated salt by
evaporation (Tomczak, 1998). According to (Pawlowicz, 2013), density is the most impor-
tant thermodynamic property in marine environments, depending on water temperature,
salinity and pressure. The level of stratification or vertical salinity structure determines
the estuary classification, which can be salt wedge, strongly stratified, weakly stratified or
vertically mixed ((Prichard, 1955); (Cameron and Pritchard, 1963)). This classification con-
siders the competition between buoyancy forcing from river discharge and mixing from tidal
forcing. The estuary classification is further explained in Section 2.2.5.

Friction force

Whereas the friction force in deep oceans can be disregarded, the friction force is important
in shallow waters. The friction force, produced by the bed, is directed against the flow and
gradually decreases the current velocity to zero near the bed (Huang, 2015).

Barotropic force

Barotropic forces are generated by barotropic pressure gradients caused by water level slopes
(Fugate and Jose, 2019). In estuaries, the water level slope is mostly dominated by water
level differences between the ocean and the estuary (Fugate and Jose, 2019). However, wa-
ter level slopes are also created by the freshwater discharge out of the estuary (Fugate and
Jose, 2019). The water level slopes force water from the higher pressure zone under the top
of the slope to the lower pressure zone with lower water level (Fugate and Jose, 2019).

Baroclinic force

Baroclinic forces are generated by baroclinic pressure gradients caused by differences in wa-
ter density (Fugate and Jose, 2019). In estuaries, the effect of pressure on water density is
negligible, which means the density is determined by salinity and temperature (Fugate and
Jose, 2019). Baroclinic pressure gradients increase with depth in the water column (Fugate
and Jose, 2019). In partially-mixed estuaries, the water is least dense at the fresher estu-
ary head and the water is denser at the saline estuary mouth. Considering both baroclinic
and barotropic forces, this leads to a two-layered sub-tidal current (tidally-averaged), with
freshwater flowing out of the estuary at the surface and saline ocean water flowing into the
estuary at the bed (Figure 2.1).
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Figure 2.1: Barotropic and baroclinic currents and the net current over the vertical axis of a partially-
mixed estuary (Fugate and Jose, 2019)

Wind

Wind can be a dominant force in controlling the estuarine bidirectional circulation and in
decreasing or increasing the vertical density stratification (Scully et al., 2005). Wind can
play an important role in straining the along-channel density gradient (Scully et al., 2005).
Down-estuary winds might increase the tidally-averaged vertical shear and up-estuary winds
might reduce or even reverse the vertical shear (Scully et al., 2005). For down-estuary winds
this means the vertical density stratification is increased and for up-estuary winds this means
the vertical density stratification is reduced (Scully et al., 2005).

Coriolis

The Coriolis effect is the deflection of moving objects due to the Earth’s rotation to the
right on the Northern Hemisphere and to the left on the Southern Hemisphere (Ji, 2017).
The Coriolis force might be an important factor in estuaries, depending on the time and
length scales of the physical properties (Fugate and Jose, 2019). In larger estuaries, the ef-
fect of Coriolis can be significant, but in smaller estuaries the effect of Coriolis is negligible
(Fugate and Jose, 2019). The effect of Coriolis can be determined by applying the Rossby
number (Equation 2.31).

Ro = | U
Wf
| (2.31)

Where Ro represents the Rossby number, U is the mean downstream velocity, W is the
estuary width and f is the Coriolis parameter. For Ro « 1, the effect of Coriolis becomes
more important and for Ro » 1, the effect of Coriolis is negligible (Cossu et al., 2010). The
Coriolis parameter is calculated by using Equation 2.32, where Ω is the rotation rate of the
earth and θ is the latitude (Cossu et al., 2010).

f = 2Ωsin(θ) (2.32)

2.2.3 Driving forces of river hydrodynamics

The hydrodynamics of rivers differ from those of estuaries and lakes. Flow velocities in
rivers are often higher than in lakes and rivers (Ji, 2012). While the flow direction in rivers
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is mainly downstream, estuarine circulation is complex and water can move in different di-
rections due to the combined influence of the tides, wind and freshwater forcing (Ji, 2012).
River hydrodynamics can vary tremendously due to differences in river geometry, bed rough-
ness, flow rates and flow velocity (Ji, 2017). Furthermore, dispersion and advection are the
dominant processes of transport of matter in rivers (Ji, 2012).

Type of channel Manning roughness
coefficient (n)

Smooth concrete 0.012
Ordinary concrete lining 0.013
Earth channels in best conditions 0.017
Straight unlined earth canals in good condition 0.020
Natural rivers and canals 0.020− 0.035
Mountain streams with rocky beds and rivers
with variable sections and some vegetation along banks 0.040− 0.050
Alluvial channels without vegetation 0.011− 0.035

Table 2.2: Manning coefficient for various bottom types in rivers and channels (Ji, 2012)

Manning coefficient and flow rate

Estuaries receive most of their freshwater inflow from rivers. Subsequently, flow rates in
rivers are determined by groundwater inflow and precipitation (Ji, 2017). The flow rate
Q[m3/s] can be determined once the cross-sectional area A[m2] of the river and the flow
velocity V [m/s] are known (Equation 2.33).

V = Q

A
= R2/3 · I1/3

n
(2.33)

According to Ji (2017), flow velocity, flow rate and water depth are usually calculated by
means of momentum and continuity equations. However, Manning formulated an equa-
tion, which linked the average flow velocity V and the hydraulic slope I, the hydraulic ra-
dius R and the Chézy coefficient C to each other (Dyakonova and Khoperskov, 2018). The
hydraulic radius is determined by dividing the cross-sectional area of the river A with the
wetted perimeter P , which is the length of the river in meters normal to the flow direction.
The Chézy coefficient C can be replaced by the Manning roughness coefficient n, by apply-
ing the Pavlosky formula, C = R/n (Dyakonova and Khoperskov, 2018). This results in
the empirical Equation 2.33. According to Dyakonova and Khoperskov (2018), the Manning
coefficient, considers inhomogeneity in the water column, braking due to vegetation, me-
andering channels, changes in channel width, turbulence, sediment transport and impurity
transfers. The various roughness values for different types of river bed can be observed in
Table 2.2. Berlamont (2020) explained that the Manning equation (Equation 2.33) can be
applied for wide-shallow estuaries with a width-depth ratio of 10 or higher.
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Figure 2.2: (a) Plan view of transport of dye in river (b) Laterally averaged dye concentration in river
(Ji, 2017)

Advection and dispersion

According to Ji (2012), two main features of transport of mass in rivers are flow advec-
tion and turbulence dispersion. The latter one is mostly due to longitudinal dispersion in
rivers and describes the amount of mixing in a river (Ji, 2012). Both features are mathe-
matically described by the first and second term respectively in Equation 2.30. In Figure
2.2 two schematisations are depicted of an idealized situation where a certain material, in
this case dye, is released into the river. The dye will be transported by advection and dis-
persion and can therefore give insight in how for instance salt or pollutants are transported
through a river. In Figure 2.2 (a), the a plan view of the experiment can be observed. At
the moment of release the concentration of dye can be simplified as a line source, which
propagates downstream over time due to advection. What also becomes evident is that the
dye becomes less concentrated and starts to spread in both lateral and longitudinal direc-
tion due to varying flow velocities across the river. As the river banks induce higher friction
values on the adjacent water column, the dye propagates slower along the banks than in the
middle. In Figure 2.2 (b), the laterally-averaged dye concentration is plotted over time and
distance from the location of release. Here, the velocity shear and turbulence dispersion
have a prevailing influence on the distribution of the dye concentration in the river.

2.2.4 Importance of temperature and salinity

Temperature and salinity are perhaps the most important water properties according to
Hardisty (2007). They both are measures of hydrodynamics and water quality (Liu, 2018),
which make them ideal properties to research from a management perspective. Another ad-
vantage is that they are physical parameters, so that they can be measured directly (Pawlow-
icz, 2013) and are affordable and technically straightforward (NRMRL (U.S.) and EM-
PACT Program (U.S.), 2002). From Figure 2.3 it becomes clear that by monitoring salin-
ity and temperature conclusions can be drawn on the total water quality of a water body,
as salinity and temperature have impact on all dominant water quality properties. Salin-
ity and temperature will be increasingly affected by future climate change (Pachauri et al.,
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2014). Changes in salinity and temperature can have dramatic impact on estuaries. It is
therefore key to understand their dynamics.

Figure 2.3: Water quality properties
and their interdependency (Fondriest
Environmental, Inc., 2014)

Figure 2.4: Heat flux components (plus (+) sign means
heat input and minus (-) sign means heat output) (Ji,
2017)

Definition of temperature

Temperature is "a measure of the heat content of a physical body" (Ji, 2017). Water tem-
perature varies as a function of the surface heat flux and the transport of water into and
out of the system (Ji, 2017). The surface heat flux of a water body is mainly driven by the
heat exchange with the atmosphere and can be divided in radiative and turbulent fluxes, as
shown in Figure 2.4 (Ji, 2017):

1. Solar radiation is a positive radiative heat flux component generated by the sun. It
consists of short-wave radiation heating the water surface.

2. Long-wave radiation is a negative radiative heat flux component and is emitted by the
atmosphere and the water surface.

3. Sensible heat can be either a positive or a negative turbulent heat flux component
and is the heat transfer between the atmosphere and the water body.

4. Latent heat is a negative turbulent heat flux component and is the heat transfer forced
by evaporation.

There are also other factors influencing the surface heat flux like, chemical and biological
reactions, transfer of heat between the water body and bed, and current friction (Ji, 2017).
However, these factors play a minor role in the total amount of heat in the water body and
can therefore be neglected (Ji, 2017). Temperature is an important factor when assessing
water quality as it has impact on physical and chemical properties like, water density, con-
ductivity and salinity, pH, oxidation reduction potential, dissolved oxygen and other dis-
solved gas concentrations, compound toxicity and metabolic rates and photosynthesis pro-
duction (Fondriest Environmental, Inc., 2014). The different water quality properties and
their interdependency are depicted in Figure 2.3. Temperature thus has a direct effect on
water quality and hydrodynamics and is therefore essential in assessing the dynamics of es-
tuaries.
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Definition of salinity

Salinity basically defines the amount of dissolved salts in the water column (Pawlowicz,
2013). These dissolved salts, also known as electrolytes, consist mostly of elements like
chloride, sodium, magnesium, sulfate, calcium, potassium and bromine (Fondriest Envi-
ronmental, Inc., 2014). Ionic particles, with each particle containing cations and anions, are
formed as these electrolytes are dissolved(Fondriest Environmental, Inc., 2014). The ionic
particles determine the conductivity, the ability of water to pass an electrical flow (CWT,
2004). Originally, the term salinity came from oceanography and never had an exact chem-
ical definition (Ji, 2017). Salinity can therefore be calculated in different ways. According
to Association et al. (1915) as in Fondriest Environmental, Inc. (2014), one of the most
straightforward ways of calculating salinity is measuring the complete chemical analysis.
This method however is too complicated as the water column consists of too many ele-
ments (Pawlowicz, 2013). Pawlowicz (2013) also stated that the ratio of dissolved salts in
sea water is more or less constant, which means salinity can be determined linearly on a
single element. The chloride ion is often used to calculate the salinity in parts per trillion
or ppt (Pawlowicz, 2013). However, as conductivity is directly determined by salinity, but
also temperature and density, the Practical Salinity Scale or Practical Salinity Unit (PSS
or PSU) was developed in 1978 (Arulananthan, 2000). The Practical Salinity Scale thus
depends on conductivity, pressure and temperature and is unit less. As can be seen in Fig-
ure 2.3, salinity has influence on conductivity, temperature, density and dissolved oxygen.
Salinity should therefore be assessed from a management perspective as it has direct impact
on water quality and hydrodynamics.

2.2.5 Estuarine classification

Due to the complexity of coastal waterways it is sometimes difficult or even impossible to
generalize these coastal waterways on oceanographic principles (De Miranda et al., 2017).
However, according to Nichols and Biggs (1985), despite the fact that estuaries around the
world are prone to different environments and tidal regimes and have widely varying char-
acteristics, they can be categorized into specific classes. This enables managers to easily
compare different estuaries and to quickly obtain a profound understanding in the dynam-
ics of estuaries (Ryan et al., 2003). In Appendix A.2, the geomorphic classification methods
are summarized, which are used in Chapter 3. The focus in this section is to explain the
relevant hydrodynamic classification methods.

Salinity stratification

Salinity stratification is extensively applied as a classification characteristic in oceanography
and considers the dominant factors in the salt balance discussed in Section 2.1.1 (De Mi-
randa et al., 2017). When considering a positive steady-state estuary with invariable salt
content, the freshwater volume R that enters the estuary over one tidal cycle, has also to
leave the estuary (Tomczak, 1998). This is due to a balance between advection of the fresh-
water volume R and diffusion of salt (De Miranda et al., 2017). In Section 2.1.3, it became
clear that diffusion in coastal waters is caused by turbulence. Subsequently, tidal forcing is
one of the driving forces of turbulence in estuaries and can therefore be predicted by the
strength of the tide ((Tomczak, 1998)). The tidal forcing can be expressed as tidal volume
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V , which is the total volume of water that enters and leaves the estuary in one tidal cycle
(Tomczak, 1998). The comparison between the freshwater volume over one tidal cycle R
and the tidal volume over one tidal cycle V , gives an indication of the circulation patterns,
mixing processes and salinity stratification. By using the R/V -ratio described by Tomczak
(1998), who referred to pioneering research done by Pritchard (1952, 1967) and Cameron
and Pritchard (1963), seven estuary types can be distinguished, which are enumerated be-
low:

1. Salt wedge estuaries, with a large R/V -ratio, are known for their highly stratified
character. As the tidal influence is negligible, not much mixing is observed, which
results in freshwater floating on ocean water. Salty ocean water is therefore able to
intrude the estuary at the bottom, whereas freshwater flows out of the estuary at the
surface (Tomczak, 1998). Salt wedge estuaries are mostly found in regions with micro
or meso tides and high river discharge (De Miranda et al., 2017).

2. Highly stratified estuaries, with a R/V -ratio of 0.1 to 1, are known for entrainment,
which is the transport of mass from a less turbulent medium to a more turbulent
one and therefore only propagates in one direction (Tomczak, 1998). Entrainment is
present at the interface of a stronger tidal current at the bottom and a weaker fresh-
water current at the surface, which causes local turbulent mixing (Tomczak, 1998).
Due to entrainment, salt water is transported into the fresh surface layer, which in-
creases the volume transport in the upper layer, which is depicted in Figure 2.5. Due
to mass continuity the net volume transport at the estuary’s mouth must be equal to
the river discharge R, which indicates that the volume transport input of the ocean
should be (n− 1)R when considering a volume transport due to entrainment of n. Ac-
cording to Tomczak (1998), the volume transport in highly stratified estuaries can go
up to thirty times the river discharge. This type of estuaries are often found in fjords
where a large saline lower layer and a small fresh upper layer, generate a perfect envi-
ronment for entrainment (Tomczak, 1998).

3. Slightly stratified estuaries, with a R/V -ratio of 0.005 to 0.1, are known for their
partially-mixed character according to Tomczak (1998). The tidally-induced turbu-
lence in this case is strong enough to destabilize the buoyancy forces and the bot-
tom friction of the water column and to produce turbulent diffusion at the interface
(De Miranda et al., 2017). Subsequently, the turbulent vortices reduce the vertical
salinity gradients and generate the mixing of fresh and salt water (De Miranda et al.,
2017). The mixing results in the transport of salt from the salty bottom layer to the
fresh surface layer, which increases the volume transport of the upper layer (De Mi-
randa et al., 2017). Due to mass continuity, the opposite occurs in the bottom layer.
This can lead to large volume transports in estuaries, as can be seen in Figure 2.6.
According to (De Miranda et al., 2017), the volume transport can increase up to twenty
times the river discharge.

4. Well-mixed estuaries, with a R/V -ratio of less than 0.005, are known for their ver-
tically mixed character (Tomczak, 1998). Due to the weak freshwater input by the
river and the strong tidal current, the mean flow is directed towards the ocean with
a gradual increase in salinity towards the ocean (Tomczak, 1998). Salinity intrusion
is only generated by turbulent diffusion against the mean flow and salinity does not
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vary over depth (Tomczak, 1998). De Miranda et al. (2017) distinguishes two kinds of
well-mixed estuaries: laterally stratified estuaries and non-laterally stratified estuaries.
The former mainly occurs in estuaries with a large width/depth ratio generated by
the deflection induced by Coriolis and the latter has already been described (De Mi-
randa et al., 2017). In the Southern Hemisphere this deflection intensifies the circu-
lation of the estuary to the left. Well-mixed estuaries are often observed in former
shallow river valleys with low river discharge and a micro or meso tide that is able to
generate sufficient bottom shear stress to vertically mix the water (De Miranda et al.,
2017).

5. Inverse estuaries, with a negative R/V -ratio, are known for their reversed bidirec-
tional flow induced by evaporation (Tomczak, 1998). Whereas in positive stratified
estuaries the bottom layer and surface layer tends to flow into the estuary and into
the ocean respectively, negative estuaries tend to have a reversed circulation (Tom-
czak, 1998). This is due to the denser hypersaline freshwater that sinks below the less
dense and less saline ocean water. Consequently, the hypersaline water flows out of
the estuary along the bottom and the ocean water intrudes the estuary on top. This
kind of estuaries are mostly found in arid regions where the input of freshwater is way
smaller than the amount of evaporation (Tomczak, 1998).

6. Salt plug estuaries can be recognized by their simultaneous positive and negative
character (Tomczak, 1998). According to Tomczak (1998), the freshwater input is
weak, indicating a slightly stratified water column near the estuary head. Further
downstream the estuary becomes more prone to evaporation, increasing the salinity
values (Tomczak, 1998). Consequently, the estuary tends to have a more inverse estu-
arine character towards the estuary’s mouth (Tomczak, 1998). The combination of a
slightly stratified estuary upstream and an inverse estuary downstream, results in the
salt plug estuary, where the highest salinity values are obtained at the interface of the
two circulation systems (Tomczak and Godfrey, 1994). At the interface, the only form
of transport is caused by turbulent diffusion, which restricts the ability of the estuary
to flush properly (Tomczak, 1998). As a consequence fluids tend to accumulate at the
interface, which can have dramatic effects for the environment (Tomczak, 1998).

7. Intermittent estuaries can be distinguished by the disappearance of the thermohaline
forcing, which causes the estuary to change from an estuary to an embayment and
back on a regular basis (Tomczak, 1998).

As is also mentioned by Tomczak (1998), the elaborated schemes only serve as a concept of
the different circulation types in estuaries, but should not be taken for granted. The circu-
lation behaviour of estuaries differ both spatially and temporally and can therefore hardly
be described by one of the seven estuary types (Tomczak, 1998). Nevertheless, when com-
paring estuaries based on their estuarine classification, sometimes clear assumptions can be
made on particular circulation types (Tomczak, 1998).

Richardson

According to De Miranda et al. (2017) as in Dyer (1977), an important process in estuaries
is the balance between the exchanges of motion and the vertical density gradient, which de-
termines the order of vertical stratification and mixing. One method to determine the order
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Figure 2.5: Longitudinal circulation pattern
of a highly stratified estuary with entrainment
(De Miranda et al., 2017)

Figure 2.6: Longitudinal circulation pattern of
a slightly stratified estuary (De Miranda et al.,
2017)

of mixing and vertical stratification is by using the Richardson number (De Miranda et al.,
2017). In this thesis, two different Richardson numbers are used, the gradient Richardson
number and the Richardson layer number. The former indicates the occurrence of turbu-
lence in a fluid flow by comparing the vertical density gradient (δρ/δz) (stabilizing factor)
with the vertical velocity shear (δu/δz) (destabilizing factor). The gradient Richardson
number is calculated by D-Flow FM using Equation 2.34.

Ri =
−g δρ

δz

ρ
[
( δuδz )2 + ( δvδz )2

] (2.34)

The gradient Richardson number thus gives information about the relationship between
buoyancy stabilizing factor to the destabilizing factor but also about the order of strati-
fication in a fluid flow (De Miranda et al., 2017). According to De Miranda et al. (2017),
the transition between laminar and turbulent regimes takes place approximately at Ri =
0.25. For values lower than 0.25 the turbulence becomes dominant and overpowers the ver-
tical density stratification causing mixing in the fluid flow (De Miranda et al., 2017). Note
that the gradient Richardson can also become negative, indicating vertical instability and
therefore vertically mixed fluid flows. For Ri > 0.25, the fluid flow becomes stable indicat-
ing less vertical mixing and increased stratification. Obviously, higher positive values in-
dicate higher stratification and higher negative values indicate more vertical mixing. The
Richardson layer number is developed in order to calculate the varying Richardson numbers
over the vertical water column. However, the Richardson layer number can also be used for
depth-averaged value. The Richardson layer number can be calculated by using Equation
2.35 as in Dyer and New (1986).

RiL(t) = gh(t)∆ρV (t)
ρ(t)(u2(t)) (2.35)

Where, h(t) is the local depth, ∆ρV (t) is the difference between bed and surface densities,
ρ(t) is the depth-averaged density and u(t) is the depth-averaged velocity. For Richardson
layer numbers of more than 20 (RiL > 20), almost no vertical mixing is encountered and
the fluid flow is highly stable (Dyer and New, 1986). For RiL < 20, the fluid flow becomes
less stable due to the higher influence of the turbulence at the bed level initiating vertical
mixing (Dyer and New, 1986). For RiL < 2, the fluid flow becomes unstable caused by the
dominant influence of the turbulence (Dyer and New, 1986).



2.2 ESTUARINE HYDRODYNAMICS 29

Figure 2.7: Original stratification-circulation
diagram (Hansen and Rattray Jr, 1966)

Figure 2.8: Stratification-circulation diagram
with different estuary types (Hansen and Rat-
tray Jr, 1966)

Stratification-circulation diagram

Hansen and Rattray Jr (1966) concluded that it can be useful to classify the estuaries bu
using two parameters, stratification and circulation. However, it should be noted that not
all dynamics of the estuarine properties in the vertical can be described by these parame-
ters (Hansen and Rattray Jr, 1966). Nevertheless, differences in the vertical regime of an
estuary can easily and quickly be visualised. Hansen and Rattray Jr (1966) developed the
stratification-circulation diagram depicted in Figure 2.7. The x-axis in Figure 2.7 represents
the order of circulation in the estuary and the y-axis represents the order of stratification in
the estuary. The former is called the circulation parameter pc and is calculated by Equation
2.37. The latter is called the stratification parameter pe and is calculated by Equation 2.36.

pe = δS

S0
(2.36)

pc = δu

u0
(2.37)

Hansen and Rattray Jr (1966) distinguished seven different estuary types based on the cir-
culation and stratification parameter: Type 1a, 1a, 2a, 2b, 3a, 3b and 4. The regions of
these estuary types are depicted in Figure 2.8. Type 1 estuaries can be characterized by
their seaward unidirectional flow over the vertical and their upstream salt transport driven
by diffusion (Hansen and Rattray Jr, 1966). The difference between a and b is character-
ized by the order of stratification, which is low for Type a estuaries and high for Type b
estuaries (Hansen and Rattray Jr, 1966). For Type 2 estuaries a different circulation regime
is observed over the vertical, with reversed flows over the depth (Hansen and Rattray Jr,
1966). According to Hansen and Rattray Jr (1966), the upstream salt transfer is mostly ef-
fected by advection and diffusion. In Type 3 estuaries the influence of advection becomes
dominant (>99%) for the upstream upstream salt transfer (Hansen and Rattray Jr, 1966).
In Type 3b estuaries, the lower layers are so deep that the salinity gradient will not extend



30 2. LITERATURE REVIEW

to the bottom, which is encountered in fjords for example (Hansen and Rattray Jr, 1966).
In Type 3a, the halocline is more mixed, with lower stratification as a result Hansen and
Rattray Jr (1966). Type 4 estuaries are specified as salt wedge estuaries and can be rec-
ognized by a thick upper layer that flows over a thin lower layer to a shallow upper layer
flowing over a deep lower layer (Hansen and Rattray Jr, 1966). In both situations, the layer
have negligible effect on each other.

2.3 D-Flow Flexible Mesh

Hydrodynamic models are useful tools to understand current velocities, circulation pat-
terns, mixing, dispersion, water temperature, and density stratification (Ji, 2017). These
processes provide essential information to a wide range of other numerical models, includ-
ing water quality, wave, ecology and morphology models (Ji, 2017). Deltares therefore de-
veloped a hydrodynamic simulation program, D-Flow Flexible Mesh, which is part of the
Delft3D Flexible Mesh Suite, a multi-disciplinary software suite that can execute wave,
water quality, ecology, morphology and hydrodynamic flow simulations in 1D, 2D and 3D
(Deltares, 2020).

2.3.1 Applicability

D-Flow FM is capable of modelling 2DH (depth-averaged) and 3D hydrodynamic processes
generated by forces like meteorology, tide and density-gradients (Deltares, 2020). The DFM-
module is especially applicable to areas where the horizontal length and time scales are
larger than the vertical dimensions like coastal areas, estuaries, lakes, lagoons, rivers, and
shallow seas (Deltares, 2020). The applicability of 2DH-models depends on the vertical ho-
mogeneity of the specific fluid. If a fluid is well-mixed 2DH-models can be used to simulate
the hydrodynamic processes. 3D-models are used for situations where the hydrodynamic
processes vary significantly over the vertical plane driven by, for example bed shear stress,
bed topography, density-gradients, wind forcing and/or Coriolis force. Salt intrusion is an
example of a situation where 3D-modelling is recommended by Deltares (2020).

2.3.2 Flexibility

The flexibility of the program is enabled by the use of unstructured grids in the horizontal
plane, where a grid can be build by using triangular and rectangular cells. The flexibility
in the vertical plane is guaranteed by offering two vertical grid systems: the σ-model and
the z-model (Deltares, 2020). The former model is illustrated in Figure 2.9 (left) and the
latter in Figure 2.9 (right). In the σ-model the vertical layers are defined by two σ planes
that follow the free surface and the bed topography. This means the vertical layers in the
σ-model are in general non-uniform (Deltares, 2020). The vertical layers in the z-model
have specified depths and are parallelly distributed (Deltares, 2020).

2.3.3 Physical processes

According to Deltares (2020), the theoretical basis of D-Flow FM is founded on the un-
steady shallow water equations, which are solved in 2DH or in 3D. The unsteady shallow
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Figure 2.9: Examples of the two applicable vertical grid systems: σ-model (left) and the z-model
(right) (Deltares, 2020)

water equations consider the continuity equation, the transport equations and the horizon-
tal equations of motion and can be either formulated in Cartesian or in spherical coordi-
nates. In the former, the bathymetry and free surface level have a flat horizontal plane of
reference and in the latter, the bathymetry and free surface level have the Earth curvature
as reference. The considered physical processes included in the D-Flow FM model are nu-
merous but are briefly listed. In Chapter 4 a more extensive explanation of the considered
physical processes in this thesis research can be found. The D-Flow FM model takes into
account the tide (forced at the open boundaries), the density gradients (baroclinic), the
pressure gradients (barotropic) and the wind stress at the free surface (Deltares, 2020). Be-
sides, discharges can be applied to the open boundaries as well to simulate rivers and sink
and source terms can be included to model smaller discharges and sinks of water (Deltares,
2020).
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Part II

Data analysis & model set-up

A thorough data analysis is conducted to supply the nu-
merical model with the essential data needed for calcula-
tion and to draw up preliminary conclusions on the hydro-
dynamic processes of the system. A detailed description
of the model set-up is added to motivate the taken deci-
sions and the considered strategy in the numerical model.

Chapter 3: Data analysis

Chapter 4: Model set-up
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3
Data Analysis

Data analysis is conducted to understand the dominant hydrodynamic processes in the
Leschenault Estuary and its main physical drivers. First, the Leschenault Estuary is inves-
tigated in Section 3.1. Secondly, the takeaways of previous developed numerical models of
the Leschenault Estuary are summarized in Section 3.2. All relevant data are summarized
in Section 3.3, is processed and analysed to serve as input for the numerical model and to
draw preliminary conclusions. Lastly, the field measurements conducted at the Leschenault
Estuary are briefly described.

3.1 Area description

The area of interest in this research is the Leschenault Estuary, which is located approxi-
mately 180 km south of Perth, Western Australia. To obtain a comprehensive understand-
ing of the processes affecting the estuary, the estuary’s history and developments are briefly
discussed in Section 3.1.1 and 3.1.2. Section 3.1.3, 3.1.4 and 3.1.5 present a geomorphic
characterization and highlight the dominant hydrodynamic processes.

3.1.1 Historical background

The Leschenault Estuary was created in the Holocene, approximately 7000 years by the
development of a natural sand dune barrier in front of the original open coast (McKenna,
2004). A schematization of the evolution of the Leschenault Estuary during various stages
of the Holocene is presented in Figure 3.1. According to research conducted by Semeniuk
et al. (2000), continuously changing sea levels and a retreating sand barrier led to the cre-
ation of one large estuarine lagoon. Studies by Semeniuk et al. (2000), showed that the
shape of the lagoon was more elongated and wider between approximately 7000 years and
2500 years BP. Their research indicated a lagoon three times as wide and covering an area
from the Leschenault Inlet to the northern part of Lake Preston. During that time the la-
goon was interconnected with the sea via the former Leschenault Inlet on the south side of
the lagoon. The landward retreating sand dunes eventually led to the segmentation of the
lagoon into two different systems, Lake Preston and the Leschenault Estuary (McKenna,
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Figure 3.1: Leschenault Estuary evolution (Se-
meniuk et al., 2000)

Figure 3.2: Anthropogenic impacts to the
Leschenault Estuary (Semeniuk et al., 2000)

2004). McKenna’s research implied that due to the segmentation, Lake Preston was no
longer connected with the sea and lost its initial estuarine characteristics. As a result of the
ongoing retrograding sand dunes, decreasing sea levels and the infilling of mud on the north
side of the Leschenault Estuary the size of the estuary decreased significantly until it finally
reached its current shape (McKenna, 2004). A schematization of the Leschenault Estuary
prior to anthropogenic changes is depicted in Figure 3.2.

3.1.2 Developments

Since the first Europeans set foot on the Australian continent many developments have
taken place. According to a historical summary of the Leschenault Estuary’s developments
provided by Hugues-dit-Ciles et al. (2012) and slightly altered by Wooltorton (2013), the
first settlers arrived around 1838 and were mainly farmers. Hugues-dit-Ciles et al. (2012)
research indicated that during the early stages of the first settlement of the farmers the
clearing of vegetation commenced to provide space for agriculture. Around 1910 - 1912
the first major clearing of vegetation occurred around the Leschenault rivers to improve
drainage and reduce flooding what affected the hydrology and ecology of the area (Hugues-
dit-Ciles et al., 2012). The Wellington Dam was constructed in 1933 to increase the avail-
ability of fresh water for agricultural purposes and to mitigate flood risk. This significantly
reduced the freshwater input of the Collie River to the estuary. An even more drastic de-
velopment took place in 1951 with the excavation of the ‘Cut’ and the filling of the ini-
tial Leschenault Inlet. This resulted in the separation of the Leschenault Estuary and the
Leschenault Inlet. According to Semeniuk et al. (2000), the construction of the ‘Cut’ al-
tered the estuarine landforms, hydrodynamics and hydrochemistry. Semeniuk et al. (2000)
mentioned furthermore that before the ‘Cut’ was excavated, the whole Leschenault estuar-
ine system was called the Leschenault Inlet. However, Semeniuk et al. (2000) stated that
from a technical perspective the name ‘Leschenault Inlet’ should have been given to the
connection between the ocean and the lagoon and the name ‘Leschenault Lagoon’ to the la-
goon itself. After the ‘Cut’ had been constructed the original inlet was called ‘Leschenault
Inlet’ and the lagoonal water body was named ‘Leschenault Estuary’ (Semeniuk et al.,
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Figure 3.3: Morphology of Naturaliste to Rottnest Shelf (Damara, 2016)

2000). The summary provided by Hugues-dit-Ciles et al. (2012) described that between
1941 and 1989 the Leschenault area urbanized rapidly with a destructive impact on fringing
vegetation, the area lost almost half of its vegetation. Hugues-dit-Ciles et al. (2012) men-
tioned furthermore that in 1967 the construction of the Inner Harbour commenced and
in 1976 the harbour was finished. Consequently, large areas of samphire were destroyed
(Hugues-dit-Ciles et al., 2012). Moreover, the Preston River had to be realigned in order
to reclaim the old inlet channel near the Inner Harbour and to start the development of the
Inner Harbour. The land reclamation, dredging and construction necessary for the devel-
opment of the harbour destroyed much of the Preston River Delta (Semeniuk et al., 2000).
In 1977, the Parkfield Drain was constructed to enhance water drainage of agricultural land
use, which had significant impact on hydrodynamics and biogeochemistry of the northern
part of the estuary (Hugues-dit-Ciles et al., 2012). From 1990 onwards, increased urbani-
sation around the Leschenault Estuary destroyed another 50% of its vegetation with major
impacts on the hydrology and ecology (Hugues-dit-Ciles et al., 2012). Urbanisation also
caused the destruction of the southern Collie River Delta (Semeniuk et al., 2000). Most of
the previous described anthropogenic changes are summarized in a schematization depicted
in Figure 3.2.

3.1.3 Morphological classification

The definition of an estuary described in Section 2.2.1 is genuinely applicable for the Leschenault
Estuary. Namely, the estuary is partially enclosed by a peninsula sand barrier, always open
to the sea due to the ‘Cut’, influenced by a periodic river discharge and periodically hy-
persaline during dry periods. Semeniuk et al. (2000) described the Leschenault Estuary as
a wave dominated and wind current driven lagoonal water body with an open connection
to the sea and a micro-tidal regime with a mean spring tidal range of 0.5 m. Boyd et al.
(1992) developed a ternary classification based on dominant processes for deltas, estuaries,
lagoons, strand plains and tidal flats. The classification, illustrated in Figure 3.4, contains
three axes. The first axis (horizontal axis) illustrates the relative power of the waves and
tide. The second axis (vertical axis) indicates the influence of fluvial processes.
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Figure 3.4: Estuarine classification (Boyd et al., 1992)

Ryan et al. (2003) slightly changed the classification by dividing the delta section into a
wave dominated delta and a tide dominated delta. The same report also categorizes all
Australian coastal waterways including the Leschenault Estuary. According to Ryan et al.
(2003), the Leschenault Estuary can be described as a wave dominated estuary. This means
that the coast is influenced by waves and rivers, but the tide plays a minor role in local
morphology. These descriptions of the Leschenault Estuary can be confirmed by imple-
menting a generalized diagram developed by Hayes (1979), which gives the relationship be-
tween mean wave height and mean tidal range. The diagram is pictured in Figure 3.5 and
is only applicable for regions with mild wave conditions and a microtidal regime (Hayes,
1979). Davies (1964) was the first to distinguish different coastal regimes on their tidal
range: microtidal coasts with a tidal range of 0 − 2 m, mesotidal coast with a tidal range
of 2− 4 m and macrotidal coasts with a tidal range of > 4 m. Hayes (1979) later subdivided
these three classes into five coastal types, because they all had specific characteristics. This
led to the final table listed in Table 3.1.

Class Tidal Range
Microtidal 0− 1 m
Low-mesotidal 1− 2 m
High-mesotidal 2− 3.5 m
Low-macrotidal 3.5− 5 m
Macrotidal > 5 m

Table 3.1: Coastal types – medium wave energy (Hs = 60 − 150 cm)

According to Semeniuk et al. (2000), the mean spring tidal range is 0.5 m in the Leschenault
region, which satisfies the first requirement of a microtidal regime. The second requirement,
mild wave conditions or medium wave energy, is satisfied for the mean significant wave
height lays between 0.6 − 1.5 m (Bosboom and Stive, 2012). With a mean significant wave
height of 0.8 m, this perfectly satisfies the second requirement. This means, Hayes’ diagram
can be applied to assess the relationship between tidal range and wave height. In Figure



3.1 AREA DESCRIPTION 39

3.5 it becomes clear that the Leschenault Estuary is wave dominated according to Hayes’
diagram, with a mean spring tidal range of 0.5 m and a mean significant wave height of
0.8 m. It therefore confirms the classification done by Semeniuk et al. (2000) and Ryan
et al. (2003).

Figure 3.5: Influence of tidal range
and wave height to coastal morphol-
ogy (Hayes, 1979)

Figure 3.6: Leschenault Estuary aerial photo (Google)

3.1.4 Wave dominated estuary

Hayes (1979) concluded "that barrier island shorelines are most abundant on coastal plains
located on trailing edges of continents and on marginal sea coasts". The Western Australian
coast is a trailing edge coast, which means the centre of the tectonic plate is diverging (Bos-
boom and Stive, 2012). In Figure 3.3, a map is shown of the coast south of Perth, which
depicts the continental shelf along the shore. Continental shelves are shallow (0 − 200 m)
coastal plains, typically found in protected coastal areas and on trailing edge coasts (Bos-
boom and Stive, 2012). The Leschenault coast has a microtidal regime and mild wave cli-
mate with a long elongated sand barrier peninsula with numerous washovers as can be seen
in Figure 3.6. Wave dominated coastal regions can be distinguished by their rather smooth
shoreline with well-developed beaches and dunes (Bosboom and Stive, 2012). According
to Bosboom and Stive (2012), their are two different shapes of wave dominated coastline.
The first shape is rather symmetrical and usually has a small delta due to the higher wave
impact than the fluvial impact. The second shape has elongated sand spits created by a
strong longshore current. The latter shape can be recognized in the Leschenault Estuary,
where the Leschenault Peninsula protects the estuary from the Indian Ocean. Ryan et al.
(2003) stated that "a wave dominated estuary represents a coastal bedrock embayment
that has been partially infilled by sediment derived from both the catchment and marine
sources, in which waves are the dominant force shaping the gross geomorphology". This
sort of estuaries usually has a supra-tidal barrier near the mouth separating the central
basin from the open ocean (Ryan et al., 2003). It can therefore be concluded that the de-
scription of a wave dominated estuary is in good agreement with the observations in the
Leschenault Estuary.
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Figure 3.7: Climatic zones (Ryan et al., 2003)

3.1.5 Hydrodynamics in wave dominated estuaries

Ryan et al. (2003) described six important hydrodynamic processes that influence wave
dominated estuaries: freshwater input, stratification, mixing, marine exchange, internal
circulation and evaporation. These processes are dependent on local climate and behave
differently under dry and wet circumstances. Therefore, Ryan et al. (2003) made a distinc-
tion between Australia’s varying climatic zones. The six climatic zones shown in Figure 3.7,
can be subdivided in four climate types: annual positive, annual negative, summer-positive
and winter-positive. If a region is positive or negative depends on the water balance. This
means that a positive region has a positive freshwater balance and thus has a higher fresh-
water input than output. For a negative region this is exactly reversed, which means there
is a higher freshwater output than input. Obviously, there are also regions with a seasonal
influence with both positive and negative seasons. This can clearly be seen in Figure 3.7,
where the south west of Australia has a seasonal climate with dry hot summers and rainy
winters. This indicates that Australia’s south west is prone to typical wet periods with a
relatively higher river flow in winter and dry periods with a relatively higher evaporation
in summer. This might indicate that in winter a lower salinity and temperature could be
observed inside the Leschenault Estuary and a higher salinity and temperature in summer.
The six hydrodynamic processes are illustrated by Ryan et al. (2003) in Figures 3.8 and 3.9.
Namely:

1. Freshwater input from the estuary’s surroundings is one of the major processes in-
fluencing estuaries. During summer the influence of freshwater input is less significant
in the Leschenault Estuary according to Ryan et al. (2003), due to the lower rainfall
rates. This is illustrated by the smaller arrow with number sign 1 in Figure 3.9.

2. The degree of stratification in an estuary is important for ecology and determines
the circulation patterns. In Figure 3.8 and 3.9, stratification is marked with number
sign 2. In Figure 3.8, a strongly stratified estuary is illustrated, where at moments
of extreme rainfall or river flow the entire estuary can be flushed, typical for winter
conditions in the Leschenault Estuary according to Ryan et al. (2003). In Figure 3.9,
the less stratified situation is illustrated, typical for summer conditions with reduced
freshwater input.
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3. In wave dominated estuaries two types of mixing occur, one for positive estuaries
and one for negative estuaries (Ryan et al., 2003). During winter, the estuary has pos-
itive characteristics with a classical estuarine circulation, illustrated in Figure 3.8 with
number sign 3. Freshwater from the rivers is less dense than the salty ocean water
and floats on top of the ocean water in a seaward direction. During summer, the es-
tuary has negative characteristics with an inverse estuarine circulation, illustrated in
Figure 3.9 with number sign 3. Surface water in the estuary heats up, increasing the
evaporation rates and therefore also increasing the salinity values. In arid climates
estuarine waters could even become saltier and denser than the ocean water, result-
ing in a floating ocean water layer directed landwards. The hypersaline bottom layer
flows in a seaward direction.

Figure 3.8: Hydrodynamic processes in a posi-
tive wave dominated estuary (Ryan et al., 2003)

Figure 3.9: Hydrodynamic processes in a nega-
tive wave dominated estuary (Ryan et al., 2003)

4. Marine exchange takes place at the estuary’s mouth and is dependent on the size
and length of the mouth’s channel (Ryan et al., 2003). Moreover, the seasonal circula-
tion mechanisms explained in the previous paragraph determine the marine exchange
in the estuary. Positive estuaries with a higher freshwater inflow than outflow tend
to have an inflowing ocean water layer at the bed and an out-flowing freshwater layer
at the top, depicted in 3.8 with number sign 4. This type of marine exchange causes
upwelling in the adjacent sea. Negative estuaries tend to have an out-flowing hyper-
saline water layer at the bed and an inflowing ocean water layer at the top, depicted
in 3.9 with number sign 4. This type of marine exchange causes downdwelling in the
adjacent sea.

5. The major driver for internal circulation, indicated in Figure 3.8 and 3.9 with num-
ber sign 5, in wave dominated estuaries is wind according to Ryan et al. (2003). Other
significant factors are the tide and the Coriolis’ force (Ryan et al., 2003). The Corio-
lis’ force is only of importance in very large basins. Besides, tidal ranges inside the
estuary could be small for wave dominated estuaries compared to tidal ranges in the
ocean (Ryan et al., 2003). This should be investigated in further detail for the Leschenault
Estuary. Due to the size of the ‘Cut’, the tidal range could still be significant inside
the Leschenault Estuary. However, a significant phase lag might be present due to the
length of the estuary. These assumptions are motivated in further detail in Chapter 6.
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During extreme weather events with high rainfall and river flow, internal circulations
driven by wind, tides and Coriolis’ effects, are occasionally disrupted (Ryan et al.,
2003).

6. As stated by Heggie et al. (1999), evaporation is encountered in positive wave domi-
nated estuaries, but does not exceed the freshwater inflow. In negative estuaries how-
ever, this process is reversed due to the occurrence of a drier and warmer climate
(Ryan et al., 2003). More freshwater is evaporating than the amount of freshwater
that is flowing into the estuary. As a consequence, the estuary tends to have less fresh-
water inflow and thus tends to have a larger residence time than positive estuaries
(Ryan et al., 2003). The difference between evaporation rates in a positive and nega-
tive wave dominated estuary is illustrated in Figure 3.8 and 3.9 with number sign 6.

3.2 Results previous models

Two numerical models of the Leschenault Estuary were developed in advance of the DFM-
model developed during this research. The first model was developed by Charteris and
Deeley (2000), who investigated different circulation pattern scenarios in the Leschenault
Estuary forced by different tidal, wind and river flow input. The second numerical model
was developed by the Environmental Modelling group at the Marine research Division of
CSIRO (Commonwealth Scientific and Industrial Research Environmental), who investi-
gated the 3D-hydrodynamics of the Leschenault Estuary, including circulation patterns,
salinity and temperature (Gillibrand et al., 2012). The conclusions of the first model and
second model are described in Section 3.2.1 and 3.2.2 respectively.

Figure 3.10: The numerical model developed by Charteris and Deeley (2000)

3.2.1 Charteris & Deeley

Charteris and Deeley (2000) used finite element techniques of the RMA suite of software
to model the different circulation patterns based on different scenarios. The model grid de-
veloped by Charteris and Deeley (2000) is depicted in Figure 3.10. Scenarios ranged from
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tidal characteristics, seasonal variation (summer and winter), ebb and flood variations and
an afternoon sea breeze typical for summer conditions with a parallel flooding tide (Char-
teris and Deeley, 2000). Unfortunately, their research results were not validated against
measured data. However, their outcomes can be useful to compare with the model results
generated in this research. Charteris and Deeley (2000) concluded that the ‘Cut’ is respon-
sible for a four to seven hours tidal phase lag for flood and ebb tide between the ocean and
the estuary, due to the hydraulic restrictive characteristic of the ‘Cut’. Moreover, peak flood
flow velocities in the ‘Cut’ occur about one to two hours before high water in the ocean
and peak ebb flow velocities occur two to three hours before low water in the ocean (Char-
teris and Deeley, 2000). Charteris and Deeley (2000) used the four main constituents (M2,
S2, O1 and K1) to reproduce the diurnal tidal wave existent in the Bunbury Port. Besides
the tidal influence, Charteris and Deeley (2000) found out that the water level inside the
Leschenault Estuary is also dependent on the freshwater input from the adjacent rivers, like
the Collie, Preston, Brunswick and Ferguson River. This causes higher water levels inside
the estuary during the wet winter months with higher river flow. According to Charteris
and Deeley (2000), circulation patterns inside the Leschenault Estuary do not vary under
summer and winter conditions and the summer sea breeze has only minor influence on the
circulation pattern. Conversely, circulation patterns in the Koombana Bay varied signifi-
cantly under winter and summer and ebb and flood conditions.

3.2.2 CSIRO

The environmental modelling team of CSIRO used SHOC (Sparse Hydrodynamic Ocean
Code) to develop the numerical model for the Leschenault Estuary (Gillibrand et al., 2012),
which is a 3D finite difference hydrodynamic model built on primitive equations. It is ap-
plicable as a general purpose model with scales ranging from estuaries to regional oceans
(Gillibrand et al., 2012). The output of the SHOC-model is very similar to the DFM-output
and contains data like temperature, velocity, density, salinity, mixing coefficients, water
level and passive tracers (Gillibrand et al., 2012). The model grid and bathymetry of CSIRO
are depicted in Figure 3.11. The CSIRO-team investigated the hydrodynamics in the Leschenault
Estuary in the April 2011 to April 2012 period, focusing mainly on stratification, mixing
and flushing time processes. The model was verified against observed salinity and tempera-
ture data and showed good agreement with the observed data, except the poorly modelled
salt wedge dynamics in the Collie River (Gillibrand et al., 2012).

Tides

The tide appeared to be the dominant forcing of the circulation in the Leschenault Estuary,
especially in the southern parts close by the ‘Cut’ (Gillibrand et al., 2012). Tidally-driven
flow velocities in the ‘Cut’ exceeded 1.5 m/s at certain moments (Gillibrand et al., 2012).
The estuary’s entrance causes a phase lag between high water and low water at Bunbury
Harbor and the estuary of respectively two and six hours (Gillibrand et al., 2012). Circula-
tion patterns typical for flood periods generate northward currents inside the estuary and a
anti-clockwise swirl south of the estuary (Gillibrand et al., 2012). Circulation patterns typi-
cal for ebb periods generate reversed currents in the estuary, with a southward-flowing cur-
rent in the northern part and a clockwise circulation in the southern part (Gillibrand et al.,
2012). Gillibrand et al. (2012) also concluded that the currents quickly became weaker,
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away from the estuary’s entrance. During high freshwater flow events, the currents induced
by the flow outcompeted the tidally induced currents, which generated unidirectional cur-
rents out of the estuary (Gillibrand et al., 2012).

Figure 3.11: The numerical model developed by CSIRO (Gillibrand et al., 2012)

Seasonality

Gillibrand et al. (2012) investigated the seasonal variation in circulation type of the Leschenault
Estuary. Gillibrand et al. (2012) discovered that during winter the estuary showed a clas-
sical estuarine circulation, with the mean winter surface flow in a seaward direction and
the mean winter flow near the bed in a landward direction. This could be explained by the
high river flow during winter with increased precipitation. Typical surface current speeds
averaged 1 cm/s in the estuary with bed current speeds of the same order of magnitude
(Gillibrand et al., 2012). Flow velocities in the southern part of the estuary were slightly
higher, with 3 to 4 cm/s on average. In summer, the estuarine circulation was inverse, with
a landward-moving surface flow and a seaward-moving bed flow for the largest part of the
estuary, excepting the southern region (Gillibrand et al., 2012). This is probably due to the
low river flow and high evaporation in the northern region of the estuary. Averaged flow
velocities appeared to be around 2 cm/s, which is slightly higher than during winter. The
southern part of the estuary showed a classical estuarine circulation, due to the higher in-
fluence of the rivers (Gillibrand et al., 2012).

Peak flow events

In August 2011, a high river flow event took place, which had a tremendous effect on the
dynamics of the southern part of the estuary (Gillibrand et al., 2012). The discharged fresh-
water from the rivers accumulated in the southern part of the estuary, where it gradually
flowed out of the estuary through the ‘Cut’ (Gillibrand et al., 2012). This produced a fresh-
water flume into the adjacent bay with flow velocities of 0.5 m/s or higher (Gillibrand et al.,
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2012). Impact in the northern and central parts of the estuary was not as significant, but
also decreased the salinity values drastically (Gillibrand et al., 2012).

Flushing times

Gillibrand et al. (2012) also conducted research into the mixing characteristics and flush-
ing time of the Leschenault estuary. Gillibrand et al. (2012) subdivided the estuary in three
compartments: a northern region influenced by the Parkfield Drain and weak tidal currents,
a central region influenced with weak tidal currents and no direct influence of rivers, and a
southern region influenced by the ‘Cut’, the Collie River and the Preston River. Gillibrand
et al. (2012) applied passive tracers in the SHOC-model to inspect the flushing times. The
southern compartment turned out to be the most dynamic one, with the shortest flushing
time of around 9 days (Gillibrand et al., 2012). The flushing times in the entire estuary
varied from 9 to 32 days (Gillibrand et al., 2012).

Collie River salt wedge

Whereas the modelled salinity values in the Leschenault Estuary were in good agreement
with the observed salinity data, the modelled salinity values in the Collie River did not re-
produce the observed data well, what was attributed to the coarse grid resolution (Gilli-
brand et al., 2012). Gillibrand et al. (2012) applied a vertical resolution of 0.5 m in the
Collie River, because finer resolutions dramatically increased the calculation time. The
model showed the general salt wedge dynamics of the Collie River, where at moments of
high river flow the salt wedge was pushed out of the estuary through the ‘Cut’ and at mo-
ments of low river flow the salty ocean water was able to penetrate all the way up the Col-
lie River along the bed (Gillibrand et al., 2012). However, the model lacked accuracy in
modelling the correct salinity over the depth of the Collie River. This led to a lower mod-
elled salinity gradient over depth than observed. A refined vertical resolution could be the
key to improved salt wedge dynamics in the rivers.

3.3 Data

The data analysed in this section covers precipitation and freshwater discharge in Section
3.3.1, wind in Section 3.3.2, tide and surface elevation in Section 3.3.3, temperature and
salinity in Section 3.3.5, evaporation in Section 3.3.6 and waves in Section 3.3.7.

3.3.1 Precipitation and freshwater flow

Two datasets were provided by DWER: one dataset contains modelled rainfall data used by
CSIRO while developing the SHOC-model (Figure 3.13) and one dataset contains measured
rainfall data provided by the Bureau of Meteorology (Figure 3.12). The former dataset
was extracted from the atmospheric model of the Bureau of Meteorology named ACCESS.
The latter dataset contains observed rainfall data collected at the Bunbury Power Station
weather station, being more reliable. The average of the daily rainfall over the analysed pe-
riod was 2.76 mm/day for the ACCESS model and 2 mm/day for the measured data. The
modelled ACCESS data overestimates the rainfall by 38 %. Therefore, the measured data
was applied in the DFM model.
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Figure 3.12: Daily averaged rainfall in mm/day
measured at the Bunbury Power Station (17-03-
2011 to 01-04-2012)

Figure 3.13: Daily averaged rainfall in mm/day
retrieved from the ACCESS-model (17-03-2011
to 01-04-2012)

Peak rainfall event

Two peak rainfall events are visible in Figure 3.12: one in June and one in August. Both
rainfall events have the same order of magnitude, with a rainfall rate of more than 40 mm/-
day. The peak rainfall events could have drastic impact on the estuarine hydrodynamics
due to the coinciding peak river flow discussed in Section 3.3.1.

Figure 3.14: Modelled discharge of the Preston
River in m3/s

Figure 3.15: Modelled discharge of the
Brunswick River in m3/s

Figure 3.16: Modelled discharge of the Collie
River in m3/s

Figure 3.17: Modelled discharge of the Parkfield
Drain in m3/s

Freshwater discharge

The river discharge data of the Parkfield Drain (Figure 3.17), Collie (Figure 3.16), Brunswick
(Figure 3.15), Ferguson and Preston River (Figure 3.14) in 2011 and 2012 are modelled by
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DWER in 2020 and are verified against observed river discharge data. The peak discharge
for all rivers occurs just after the peak rainfall event of the 21st and 22nd of August 2011
and persists for a couple of days. The intensity of the peak rainfall event described in Sec-
tion 3.3.1, caused the large river discharge rates after August 21.

River Full period Summer Winter
Collie 1.56 0.65 2.20
Brunswick 4.11 1.43 8.52
Preston 4.31 0.19 9.71
Parkfield Drain 0.08 0.001 0.20

Table 3.2: Mean river discharges [m3/s]

Mean freshwater discharge

The mean discharges over the summer period (01/12/2011 to 29/02/2012) and the winter
period (01/06/2011 to 31/08/2011) for each river are listed in Table 3.2. Winter river flow
is one to two orders of magnitude higher than summer river flow due to higher and more
frequent rainfall.

3.3.2 Wind

Wind data (from the Bureau of Meteorology at the Bunbury Power Station) were decom-
posed into east-west (Figure 3.18) and north-south (Figure 3.19) components. On average,
south-easterly winds dominate in summer while north-westerly winds prevailed in winter
(Figure 3.20). This observations correspond with the findings of Pearce et al. (2015), who
stated that in winter winds are predominant north-westerly and in summer winds are pre-
dominant south-easterly. The mean for the whole period is a southerly wind (Figure 3.20).

Figure 3.18: East (+) and West (-) component
of wind velocity measured at Bunbury Power
Station

Figure 3.19: North (+) and South (-) component
of wind velocity measured at Bunbury Power
Station

Alongshore current

According to Pearce et al. (2015), the alongshore current at the west coast of Australia is
mainly influenced by the Leeuwin current primarily driven by a pressure gradient with a
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Figure 3.20: Mean wind velocity vector measured at the Bunbury Power Station of the full period,
winter period and summer period (arrow points the direction the wind is blowing to)

range from south-east Asia to Tasmania. The Leeuwin current is caused by thermohaline
forcing and the Indonesian Throughput, which is the large-scale oceanic current flowing
through the Indonesian archipelago (Feng et al., 2009). The direction of the surface current
of the Leeuwin current is southward along the west coast of Australia and flows eastward
along the south coast of Australia towards Tasmania (Pearce et al., 2015). The Leeuwin
current is modulated by seasonally varying wind currents and is strongest during winter
when the southerly winds are less prevailing (Pearce et al., 2015). Moreover, as can be seen
in Figure 3.20, the wind direction in winter is pointed towards the south-east and therefore
strengthen the Leeuwin current. In the summer months the southerly winds prevail, which
overpowers the southward directed Leeuwin current, resulting in northward alongshore cur-
rents (Pearce et al., 2015). According to Pearce et al. (2015) minimum wind speeds of 3-5
m/s are needed to counteract the pressure gradient of the Leeuwin current and change the
direction of the alongshore current in shallow coastal regions and wind speeds of 6.2 m/s or
higher on the outer shelf. In estuaries, the effect of winds on the current is different due to
their shallow depths, which underlines the influence of the wind stress relative to the effects
of the horizontal density gradient (Geyer, 1997).

Figure 3.21: Observed water level collected at Bunbury Port between March 2011 and April 2012 with
an open air non-contact microwave radar gauge, full period (left), zoomed in (right)
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3.3.3 Tide and surface elevation

Water level measurements from March 2011 until April 2012 at the Bunbury Port are per-
formed by the DoT (Figure 3.21, left). The water levels show a clear tidal influence. The
main tidal constituents for Bunbury Port are summarized in Table B.1 and those calculated
by Gillibrand et al. (2012) in Table B.2. By applying the tidal constituents of Table B.1
and B.2 in Equation 3.1 a value of 2.7 - 2.8 is obtained, indicating a mixed tidal regime for
the Leschenault region but mainly diurnal (Bosboom and Stive, 2012). As shown in Figure
3.21, tides are mainly diurnal during spring and become more semi-diurnal during the neap
period.

F = K1 + O1
M2 + S2 (3.1)

Category Value of F
Semi-diurnal 0− 0.25
Mixed, mainly semi-diurnal 0.25− 1.5
Mixed, mainly diurnal 1.5− 3
Diurnal > 3

Table 3.3: The tidal character indicated by the form factor F (Bosboom and Stive, 2012)

3.3.4 River temperature and salinity

Air temperature and water temperature for the Ferguson and Collie river measured by
DWER during 2011 and 2012 are shown in Figure 3.24. A clear difference between sum-
mer and winter is noticed, which expresses the high sensitivity of the water temperature to
the atmospheric forcing. The cooler climate in winter lowers the water temperature of the
rivers. In summer, this process is reversed, with a warmer climate heating the water of the
rivers. River salinities are near zero and do not exceed values of 1 PSU. The salinity values
in the Collie River and Ferguson River are therefore not shown.

3.3.5 Meteorology

Meteorology data relevant for the Leschenault Estuary area are continuously monitored by
BoM at weather station Bunbury. Air pressure, cloud cover, air temperature and dew-point
data are collected. The cloud cover monitored by BoM is expressed in okta, which repre-
sents the cloud amount in numbers between 0 and 9 (Ahmad et al., 2017). A value of 0
indicates a clear sky without the presence of clouds and a value of 8 represents a totally
covered sky (Ahmad et al., 2017). A value of 9 indicates fog or other phenomena that could
obstruct the sky from view (Ahmad et al., 2017). The cloud cover in okta can be rewritten
to cloud cover in percentages by multiplying the cloud cover in okta by 12.5. The daily av-
eraged cloud cover in percentages is depicted in Figure 3.23. More clear skies are detected
in the summer period than in the winter period. Air pressure and air temperature data
are shown in Figure 3.22 and 3.24 respectively. The relative humidity presented in Figure
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3.25 is calculated according the August-Roche-Magnus formula (Equation 3.2) explained by
Lawrence (2005).

Figure 3.22: Measured air pressure at weather
station Bunbury

Figure 3.23: Cloud cover at weather station
Bunbury

Figure 3.24: Measured air temperature at
weather station Bunbury

Figure 3.25: Relative humidity at weather sta-
tion Bunbury

RH = 100
exp( aTd

b+Td
)

exp( aT
b+T )

(3.2)

Where Rh represents the relative humidity in %, T is air temperature in ◦C, Td is dew-
point temperature in ◦C, a is a constant with a value of 17.625 and b is a constant with
a value of 243.04.

3.3.6 Evaporation

In Figure 3.26 (left), the daily evaporations rates measured at the weather station Bun-
bury Power Station are depicted. A clear distinction between winter and summer rates is
noticeable. Evaporation rates are typically lower in winter and higher in summer. This is
due to many factors including cloud cover, humidity and air temperature. In Figure 3.26
(right), the evaporation is plotted against these factors. From Figure 3.26 (right), it be-
comes clear that the air temperature is following the same trend as the evaporation, which
indicates their correlation. Moreover, lower humidity and cloud cover values, result directly
in higher evaporation rates. After a maximum evaporation rate is achieved, evaporation
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Figure 3.26: Evaporation measured at weather station Bunbury Power Station (left), evaporation as-
sessed with cloud cover and humidity (right)

rates suddenly drop as a result of an increase in humidity and cloud cover. It is therefore
suggested that the higher evaporation rates in summer, generate more clouds and humid-
ity, which eventually decreases the evaporation. This pattern is recognizable in Figure 3.26
(left), where the evaporation rates are more volatile in summer and more constant in win-
ter.

3.3.7 Tides inside the estuary

RBR-pressure sensors were deployed in 2020 to measure the water level inside the Leschenault
Estuary with a 2Hz frequency. This sampling frequency includes gravity waves on the pres-
sure measurements. The pressure measurements were conducted from February 14, 2020 to
April 23, 2020. In Figure 3.27, the water level is presented from February 20 to March 6.
This period is chosen, as it contains the highest high-frequency waves in the 2.5 month pe-
riod. The waves are all less than 10 cm in height and it could therefore be argued if these
will play a significant role in the hydrodynamics of estuaries like the Leschenault Estuary.
However, the measurements are conducted in the summer/autumn period and higher waves
are expected in the winter period.

Figure 3.27: Water level at ESTUARY4 including high-frequency waves
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3.4 Field Measurements

During this thesis, DWER conducted measurements at the Leschenault Estuary. An overview
of the used instruments, location and observation points is summarized in Table 3.4. The
new data were collected at almost similar locations as the data measured in 2011/2012
(Figure 3.28). EXO-sensors measure a wide range of water quality properties including
temperature and salinity. RBR-sensors measure pressure, which can be used to calculate
water depth, water level, wave height and wave period. ADCP-sensors measure flow ve-
locities and direction. In Figure 3.29 and 3.30, several pictures are added to illustrate the
field trip to the Leschenault Estuary. In Figure 3.29 (left), the boat used for the measure-
ments is shown. In Figure 3.29 (right) and Figure 3.30 (right), the dismantling and deploy-
ing respectively of the EXO-sensor frame are shown. The sensors were attached to a heavy
steel frame with enough weight in order to not be moved by currents. In Figure 3.30 (left),
the data has been extracted from the instruments. All data were referenced and quality-
controlled.

Table 3.4: Overview of the observation points of 2020

Figure 3.28: Map overview with observation points used for the measurements in 2020 (DWER, 2020)
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Figure 3.29: Boat used to conduct measurements (left), collecting EXO-sensor (right)

Figure 3.30: Extracting data (left), deploying EXO-sensor (right)
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4
Model set-up

In this chapter, the model set-up of the Leschenault estuary is briefly discussed, details
about the model calibration and validation are presented in Chapter 5.

4.1 General

The general specifications of the model contain the vertical layer set-up, the model coor-
dinate system and the angle of latitude. For the vertical layer specification the z-model is
chosen with uniform z-layers of 0.2 m thick from the free surface level of 0 m until a depth
of 3 m. Below 3 m depth, the vertical grid size grows with a factor of 1.2 until the lowest
vertical point is reached. The z-model is chosen in order to reduce the chance of modelling
errors in salinity and/or temperature in the vertical. The z-model has specified layer depths
in contrast with the σ-model. The σ-model can therefore have to much artificial mixing,
which is unwanted. Besides, it is easier to compare the stratification in the estuary. The
model coordinate system used by DWER for Western Australia is GDA94 / MGA zone 50
with EPSG code 28350. This is a Cartesian (x, y, z) coordinate system that has a horizon-
tal plane of reference. All spatial datasets are converted to GDA94 / MGA zone 50. The
angle of latitude is specified in the model to calculate a fixed Coriolis force for the model
domain. The applied angle of latitude and longitude have values of -33.267◦ and 115.7◦ re-
spectively.

4.2 Area

The model area consists of all geographical features that are not based on grid coordinates
but xy-coordinates and can therefore exist without or outside the grid (Deltares, 2020). If
the grid is changed for example this will not alter the location of the geographical features.
The features used in this research are the observation points and cross-sections, a fixed weir
and land boundaries. The land boundaries only served as a reference for the development of
the grid and are therefore not discussed.
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4.2.1 Observation points

The observation points of the DFM-model are located on the same geographic positions as
the measurement points of 2011 and 2012 (Figure 4.1). The observation points of 2011 and
2012 are depicted in Figure 4.1 as white dots. The names of the specific observation points
are attached to the corresponding white dots. Figure 4.1 also shows four red dots, which in-
dicate the new measurement points of 2020. The new positions should be considered when
comparing 2011/2012 data with 2020 data.

4.2.2 Observation cross-sections

The observation cross-sections are illustrated as white lines in Figure 4.2. The names of
the cross-sections are attached to the corresponding lines. The positions of the nine cross-
sections are strategically chosen to enhance the ability to draw valuable conclusions.

4.2.3 Fixed weirs

In the central basin of the Leschenault Estuary, an emerged dam is built that only serves
a recreational purpose. The emerged dam is connected with the mainland by a jetty and
is modelled as a fixed weir. A thin dam would be less realistic in this case, being infinitely
thin and high. A fixed weir takes into account the chance of overtopping in case of extreme
water levels or waves. The fixed weir applied in the Leschenault Estuary model is depicted
in Figure 4.3 (left) as a purple line in the central basin. The dimensions of the fixed weir
are specified in Table 4.1.

Parameter Value Unit
X-coordinate 1 379070 m
X-coordinate 2 379541 m
Y-coordinate 1 6315956 m
Y-coordinate 2 6315279 m
Crest level 1 m
Ground height left 2.5 m
Ground height right 2.5 m
Crest width 15 m
Slope left 3 −
Slope right 3 −
Roughness code 0.05 −

Table 4.1: Dimensions of fixed weir of DFM-model

4.3 Computational grid

The computational grid of the final version of the Leschenault Estuary is depicted in Figure
4.3 (left). The grid is unstructured and developed by combining triangular and rectangular
grid cells. During the set-up of the model a trade-off had to be made between computation
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Figure 4.1: Observation points indicated with white dots, red dots indicate new observation points

Figure 4.2: Cross-sections in DFM-model indicated with white lines
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Figure 4.3: Grid of final DFM-model (left), bathymetry interpolated over grid (right)

time and accuracy. After a thorough calibration process, the final version of the grid is de-
veloped, which is depicted in Figure 4.3 (left). The final version has the most ideal balance
between accuracy and computation time. The offshore grid cells have a dimension of 300
m by 300 m, the rectangular grid cells in the estuary are 150 m by 150 m and the smallest
grid cells can be found in the rivers (min. 30 m by 10 m).

4.4 Bed level

The bathymetry data used in the Leschenault-model were compiled by DWER in 2016 us-
ing different datasets. The bathymetry data consists of block filled data, data from a survey
conducted by DoT in 2005, estuary LiDAR data from 2015, in-filled focal statistics, inter-
polated data, marine LiDAR data from 2009 and terrestrial LiDAR data from 2008. The
geodetic model used by DWER is GDA 94 and the vertical coordinate system used is AHD
71. The bathymetry is added to the model by interpolating the data over the grid points.
The best option proved to be averaging the bathymetry data by their minimum value. This
resulted in the bed level depicted in Figure 4.3 (right). Lowest bed levels are encountered
offshore (as low as -25 m) and gradually rise until the coast is reached. The Bunbury Port
and the connecting channel to the sea have a constant bed level of -8 m and are periodi-
cally dredged to maintain the depth. In the estuary bed levels typically lie between -0.5
m and -2.5 m and lowest values are observed in the ‘Cut’ (around 3-5 m deep). The bed
level in the Preston River has a constant value of -0.7 m and bed levels in the Collie and
Brunswick River vary between -2.5 m and 0.5 m. The Collie and Brunswick River were
gradually risen upstream to mimic observations.

4.5 Time frame

The time frame is set up with a maximum Courant number of 0.7, user time step of 2 min-
utes, nodal update interval of 6 hours, maximum time step of 60 s and initial time step of
60 s. The start and stop time are chosen based on the available data and are 01-06-2011
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Figure 4.4: Time frame of Leschenault-model (left), heat exchange system (Deltares, 2020) (right)

06:00:00 and 31-03-2012 21:00:00 respectively. All applied time frame input are summarized
in Figure 4.4.

4.6 Processes

The processes included in the Leschenault-model are tide generating forces, salinity and
temperature. Secondary flow is not considered as the focus of the hydrodynamics is on the
estuarine water body and not on the rivers. The secondary flow would therefore play a mi-
nor role in the hydrodynamics of the model and would only increase the computation time
without improving the accuracy. Waves are not considered, as wave data were not avail-
able for the 2011/2012 period. However, 2020 data presented in Chapter 3, shows that wave
heights are less than 10 cm. This indicates the minor role of the waves on the hydrodynam-
ics inside the estuary. However, extreme weather events could disrupt the hydrodynamics.
Morphological processes were not considered in this research due to time constraints but
including them in future research is highly recommended. The composite model (heat flux
model - number 5) is chosen to calculate the temperature in the model and makes use of
Equation 4.1 as in Deltares (2020). A schematization of Equation 4.1 is depicted in Figure
4.4 (right).

Qtot = Qsn + Qan + Qbr + Qev + Qco + Qevfree + Qcofree (4.1)

Where, Qsn is the net incident solar radiation (short wave), Qan is the net incident atmo-
spheric radiation (long wave), Qbr is the back radiation (long wave), Qev is the evaporative
heat flux (latent heat), Qco is the convective heat flux (sensible heat), Qevfree is the evap-
orative heat flux (free convection latent heat) and Qcofree is the convective heat flux (free
convection sensible heat).
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4.7 Initial and boundary conditions

The initial conditions seem not to be very important for the model results as is seen in
Chapter 5. Due to the short spin-up time of approximately two weeks, the model is able
to adapt quickly. Uniform initial values for water level, salinity and temperature of re-
spectively 0 m, 36 PSU and 21 ◦C were applied. The boundaries applied in the model are
depicted in Figure 4.3 (left). Three different boundary types can be distinguished in Fig-
ure 4.3: one boundary indicated with an h represents the western offshore boundary, two
boundaries indicated with a N represent the northern and southern offshore boundary and
three boundaries indicated with a s represent the river boundaries.

Figure 4.5: Tidal forcing (left) and sub-tidal forcing (right) at western offshore boundary

4.7.1 Western offshore boundary

The western offshore boundary is forced with tidal and sub-tidal water levels, salinity and
temperature data at two data points at the corners of the model grid. No spatial flow ve-
locity data were included in the model, since the velocity data have a coarse (10 km) reso-
lution. Further, the Leschenault Estuary is located 10 km from the northern and southern
boundaries and 7 km from the western boundary. As the estuary is only connected with
the ocean by the ‘Cut’, the influence of the flow velocity at the boundaries is expected to
be negligibly small. This is confirmed in Chapter 5 and 6. The northern and southern data
points of the western boundary have slightly different values for the sub-tidal data to simu-
late the barotropic gradient along the coast. The sub-tidal forcing, also used in the CSIRO-
model, is the residual water level after filtering the tide from the water level observations
depicted in Figure 3.21, using a low-pass filter with half amplitude period of 33 hours and
a half power period of 38 hours (Beardsley et al., 1983). The tidal time-series and sub-tidal
time-series are depicted in Figure 4.5 (left) and (right) respectively. The spatial salinity and
temperature data were retrieved from the OFAM-model operated by CSIRO and are de-
picted in Figure 4.6 (left) and (right) respectively. The data shown in Figure 4.5 and 4.6
belong to the southern data point of the western offshore boundary. The data of the north-
ern data point are not shown as the data only differ slightly an are not worth depicting.

4.7.2 Northern and southern offshore boundary

The northern and southern offshore boundaries are forced with a Neumann gradient of 0,
which simulates a uniform water level from the western offshore boundary to the coast. A
Neumann gradient is chosen for these boundaries to reduce the chance of unrealistic and
unphysical flow velocities modelled along the boundaries. Unfortunately, this solution also
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Figure 4.6: Temperature (left) and salinity (right) at western offshore boundary

might introduce strange circulation patterns and often reduces the reduction quality of the
water level. However, as the focus area is the Leschenault Estuary, which is sufficiently far
from the boundaries, this did not influence the hydrodynamics inside the estuary.

Figure 4.7: Temperature (left) and salinity (right) at river boundaries

4.7.3 River boundaries

The river boundaries at the Collie River, Preston River and Brunswick River were forced
with discharge, salinity and temperature measured for the Ferguson River and Collie River.
Salinity and temperature data of the Ferguson River and Collie River were also used for
the Preston River and Brunswick River respectively. The temperature input of the river
boundaries is depicted in Figure 4.7 (left) and the salinity input of the river boundaries is
depicted in Figure 4.7 (right). Note that the Ferguson River is not considered in the model,
as bathymetry data is lacking for this river. The discharge input of the river boundaries is
shown in Figure 4.8 and is provided by DWER in 2020. The data are generated by a model
developed by the SOURCE model that forecasts river discharge based on catchment charac-
teristics and meteorological forcing.

4.8 Physical parameters

Different coefficients and parametrization were applied for temperature, gravity, density,
roughness, viscosity and wind. These parameters and coefficients are summarized in Table
4.2.
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Figure 4.8: Discharge at river boundaries Figure 4.9: Spatial roughness data

Parameter Process Specification Unit
Secchi depth Temperature 1 m
Stanton number Temperature -1 −
Dalton number Temperature -1 −
Gravitational acceleration Gravity 9.81 m2/s
Water density Density 1000 kg/m3

Equation of state Density UNESCO −
Manning friction coefficient Roughness 0.02-0.023 (Figure 4.9) −
Wall-behaviour Roughness Free-slip −
Wall ks for partial slip Roughness 0 −
Uniform linear friction coefficient Roughness 0 −
Linear friction Umod Roughness 0 −
Uniform horizontal eddy viscosity Mixing 10 m2/s
Uniform horizontal eddy diffusivity Mixing 1 m2/s
Uniform vertical eddy viscosity Mixing 0.0001 m2/s
Uniform vertical eddy diffusivity Mixing 10−6 m2/s
Smagorinsky Mixing 0.45 −
Wind drag coefficient Wind ICdtyp 6 (Wuest, 2005) −
Air density Wind 1.2 kg/m3

Table 4.2: Physical parameters DFM-model

4.9 Sources and sinks

The Parkfield Drain source indicated as a red arrow in Figure 4.3 is forced with temper-
ature, salinity and discharge data shown in Figure 4.10 (a), (b) and (c) respectively. The
temperature and salinity data of the Parkfield Drain are similar as the data of the Collie
and Brunswick River. The discharge of the Parkfield Drain is modelled by DWER in 2020,
similar to the discharge data of the Collie, Brunswick and Preston River.
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Figure 4.10: Temperature (a), salinity (b) and discharge (c) of Parkfield Drain

4.10 Numerical and output parameters and miscellaneous

The numerical parameters used in the Leschenault-model have default settings and are
summarized in Figure 4.11. The output parameters are listed in Figure C.1 and C.2 of Ap-
pendix C. The his-file output is stored with an interval of 4 minutes and the map-file out-
put is stored with an interval of 3 hours. The miscellaneous parameters are summed up in
Figure C.3 and C.4. The model makes use of the k-ε turbulence model, which calculates the
turbulence in 3D. Furthermore, a fully implicit step reduce is used as time step type and
the turbulence advection is calculated by using horizontally explicit and vertically implicit
schemes.

Figure 4.11: Numerical parameters of the DFM-model

4.11 Post-processing

To post-process the model results multiple programs are used including TextPad, Mat-
lab, Python, Excel, QuickPlot, QGIS and more. Especially Matlab seemed very helpful in
analysing and post-processing the data. Deltares has developed an open source Matlab-tool
that can easily be of help when processing the data. This Matlab-tool is called EHY and
has many features, as EHY-statistics, EHY-getmodeldata, etc.
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Part III

Numerical calculations

A numerical model is developed to support the under-
standing in the governing hydrodynamic processes in the
Leschenault Estuary relevant for water quality manage-
ment. The model is calibrated and validated, but also val-
ued by incorporating a realistic scenario and by retrieving
important knowledge on hydrodynamic processes relevant
for management.

Chapter 5: Calibration & validation

Chapter 6: Results

Chapter 7: Scenario - Preston River alignment
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5
Calibration & validation

The DFM-model was modified from its initial set-up to achieve an optimal version of the
model. Model development consisted of three steps: the initial calibration, the sensitivity
analysis and the validation. In the calibration phase, the model is stepwise adjusted to im-
prove the model and to improve the understanding in the dominant factors affecting the
model results. A brief and structured outline of this phase including the most important
findings is summarized in Section 5.1. Secondly, a sensitivity analysis is conducted to better
understand the dominant processes found in Section 5.1. The sensitivity analysis is outlined
in Section 5.2. Lastly, the model results were validated against observed and modelled ref-
erence data to objectively assess the model’s performance, elucidated in Section 5.3.

5.1 Calibration

The model is calibrated against observed water level, temperature and salinity data col-
lected in 2011 and 2012 by the DWER and the DoT at eight individual observation points.
To objectively assess the model’s performance, specific statistics are used, which are ex-
pounded in Section 5.1.1. The calibration process briefly summarized in Section 5.1.2, is
categorized according the specific variables that are modified step-by-step. To enhance the
understanding in the dominant physical processes of the model, only one modification is
executed at a time. The final validation of the model results is elucidated and depicted in
Section 5.3.

5.1.1 Statistics

To objectively assess the DFM-model output, four statistical analyses are used: the bias,
the standard deviation, the root mean squared error and the index of agreement of Will-
mott et al. (1985). The first three analyses are calculated with the EHY-statistics tool de-
veloped by Deltares in Matlab and the index of agreement of Willmott et al. (1985) is also
calculated in Matlab. The bias is formulated in Equation 5.1.
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bias =

n∑
j=1

(pj − oj)

N
(5.1)

Where, subscript j refers to the location in time or/and space, pj refers to the model-predicted
variable, oj refers to the observed variable and N refers to the number of data points. Ob-
viously, a smaller bias indicates a well-performing model, as the errors between modelled
and observed data are small. The standard deviation used in this research is formulated in
Equation 5.2.

std =

√√√√√ n∑
j=1

(pj − oj − bias)2

N
(5.2)

The standard deviation also gives information about the comparison between modelled and
observed data. However, the standard deviation itself does not indicate the performance of
the model. The standard deviation can best be interpreted by dividing it by the weighted
average of the observed data. The root mean squared error is slightly different than the
standard deviation and is formulated in Equation 5.3.

rmse =

√√√√√ n∑
j=1

(pj − oj)2

N
(5.3)

The root mean squared error can also be interpreted by dividing it by the weighted average
of the observed data, which results in the ratio between the rmse and the weighted average
of the observed data. The lower this ratio, the better performs the model. Gillibrand et al.
(2012) classified ratios of 10% as well-performing models. Lastly, the index of agreement of
Willmott et al. (1985) is formulated in Equation 5.4.

d2 = 1 −

[
n∑
j=1

(pj − oj)2
]

[
n∑
j=1

(|pj − o| + |oj − o|)2

] (5.4)

Where d2 represents the index of agreement of Willmott et al. (1985) and (o) refers to the
weighted mean of the observed variable. The index of agreement indicates the performance
of the model with a value between 0 and 1. A value of 1 represents a perfectly performing
model and decreasing values towards 0 indicate worse performing models (Willmott et al.,
1985).

5.1.2 Calibration process

The calibration process is summarized in this Section and subdivided in the physical pro-
cesses that force the model and those calibrated during the development of the model. Fur-
thermore, the the importance of these processes in the estuarine hydrodynamics were evalu-
ated based on the changes in the model results.
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Vertical and horizontal resolution

Several model runs were executed with different layer types and vertical resolution. Model
runs with σ-layers take less time than model runs with z-layers. So, with regard to compu-
tation time, models with σ-layers are superior. However, z-layers perform better to assess
stratification in shallow estuaries. Gillibrand et al. (2012) applied a vertical layer height
of 0.5 m to the CSIRO-model. With a depth of max. -2.5 m in the estuary and the rivers,
this layer height seemed to be to coarse to correctly simulate the salt transport dynamics
inside the rivers according to Gillibrand et al. (2012). Here z-layers with a vertical grid
height of 0.2 m for the top 3 m of the water column were applied. The layer size of 0.2 m
gave the most optimal accuracy/computation time ratio. Below the upper layer of 3 m, the
layer size grows with a factor of 1.2. The growth factor is chosen in cooperation with Her-
man Kernkamp, an experienced Delft3DFM-developer from Deltares, who stated that the
growth factor should not exceed values of 1.2. Also a growth factor is considered of 1.1,
which did not result in a better model performance but increased the computation time.
Horizontal grid cell resolution appears to be an important factor in terms of computation
time but is less of influence in the accuracy of the model than the vertical resolution. Sev-
eral experiences are conducted with different grid cell sizes varying from coarse (300 m x
300 m) to fine (30 m x 30 m). The model with the coarser horizontal resolution and same
vertical resolution as the model with the finer horizontal resolution has similar model out-
comes. This confirms that it is better to have a vertically fine and horizontally coarse gird
with regard to optimal computation time and accuracy.

River boundaries

Several model runs used different positions of the upstream river boundaries and different
river discharge input to assess the influence of the position of the estuary and the estuary’s
discharge. First of all, three different boundary positions are tested: (a) boundary locations
of the final model, (b) boundary locations at the estimated maximum salt wedge intrusion
provided by DWER and (c) extended boundaries located further upstream. Changes in the
position of the boundaries drastically alter the salt transport inside the rivers but not in
the estuary. In the situation with the extended boundaries, the highest salt transport oc-
curs in the rivers. The salt wedge configuration also generated a higher salt transport in
the rivers than the final boundary locations. However, no bathymetry data were available
for these extended river stretches. Moreover, the model runs with extended boundaries and
salt wedge boundaries were run with default viscosity and diffusivity values and the salt
transport in the rivers is therefore not in good agreement with the observed data. Bathy-
metric data for the stretch of the rivers are required to investigate the salt transport and
salt wedge intrusion in the rivers. Despite the different salinity values per model scenario
in the rivers, the salinity in the estuary did not change significantly. Therefore, the final
model locations were chosen based on the reach of the bathymetry data. The influence of
the freshwater discharge was assessed by reducing its value by 50%. This change increased
the salinity in the rivers. However, to keep the model as realistic as possible the most re-
cent developed discharge data of DWER were used.
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Bathymetry

The bathymetry data used for the DFM-model, is developed by DWER in 2016. Different
methods of interpolation of the bathymetry data to the model grid were tested. First, the
bathymetry is interpolated by triangulation. However, problems were encountered to guar-
antee sufficient depth in the rivers to enable salt transport. To safeguard the depth in the
rivers, the bathymetry was interpolated by averaging over the minimum depth in a grid
cell. This resulted in slightly overestimated bed levels in the estuary but better agreement
of the salinity values in the rivers.

Water level

The water level of the estuary comprises of tidal and sub-tidal forcing at the western off-
shore boundary. The sub-tidal data was extracted from Gillibrand et al. (2012). The tidal
forcing on the other hand is thoroughly analysed. The tidal constituents, listed in Table
B.2 and B.1, were implemented in different versions of the model. The best fit was obtained
by using the tidal constituents of Table B.1 less J1 and MSM and using the phase and am-
plitude of the corresponding constituents of Table B.2.

Viscosity and diffusivity

The degree of mixing in the estuary is for a great extent determined by the viscosity and
diffusivity parameters. Using the default vertical and horizontal viscosity and diffusivity co-
efficients prevented the salt transport inside the rivers. This led to salinity values in the
rivers of 0 year-round. During the calibration process, higher horizontal diffusivity val-
ues were applied (10 to 100 m2/s) to increase the horizontal mixing and therefore the salt
transport in the rivers. However, the stratification is overpowered by increasing the mix-
ing in the estuary, which is unrealistic for the Leschenault Estuary. To see whether some-
thing was wrong with the forcing in the model or with the mixing parameters, the vertical
diffusivity was set to 0. In this case no vertical mixing is possible, which leads to highly
stratified flows. This immediately generated better 3D salinity and temperature results in
the river but also in the estuary. Besides, experiences are conducted with the smagorinsky
value, which calculates the horizontal diffusivity for different locations. The mixing param-
eters seemed of significant influence and are therefore also used in the sensitivity analysis of
Section 5.2.

Roughness

The roughness input of the model was determined by using Table 2.2. Firstly, constant
roughness and Manning coefficients were applied to the model. Models with different rough-
ness values were compared to the default model with roughness of 0.023. A lower roughness
value of 0.020 produced a better salinity agreement in the rivers, the ‘Cut’ and the south-
ern and central basin of the estuary. A higher roughness value of 0.026 promoted better
matching of the salinity values in the northern basin of the estuary. A value of 0.035 for the
Manning coefficient resulted in worst agreement and a value of 0.011 led to unstable model
results. The roughness parameter is further assessed in the sensitivity analysis of Section
5.2.
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Rainfall and evaporation

Rainfall and evaporation data were provided by DWER. Whereas salinity was more sensi-
tive to variations in mixing parameters, temperature was not. Therefore, different methods
were tested to model the temperature and salinity. Heat flux model 1, with prescribed rain-
fall and evaporation data, gave worse results for salinity and temperature. The salinity was
underestimated throughout the estuary and temperature results were completely off. There-
fore, heat flux model 5 (composite model) was used in the final DFM-model to calculate
the temperature.

Miscellaneous

Other parameters that are calibrated are the baroclinicity function idensform, the water
density, the logprofkeps function and the secondary flow. The first parameter idensform
considers the baroclinicity in the model. The model results were not better by implement-
ing the idensform function but it should be included to consider the baroclinic flow. Model
runs with different uniform water densities had similar outcomes as the default value of
1000 kg/m3. The implementation of the secondary flow also does not alter the hydrody-
namics of the estuary. Lastly, the use of the logprofkeps function, which should improve the
stability of the turbulence along the boundaries does not change the model output.

Parameter Initial Model Final Model
Horizontal diffusivity 0.1 m2/s 1 m2/s
Horizontal viscosity 1 m2/s 10 m2/s
Vertical diffusivity 0 m2/s 10−6 m2/s
Vertical viscosity 5 · 10−5 m2/s 10−4 m2/s

Roughness 0.023 Spatial
Smagorinsky 0 0.45

Table 5.1: Parameters of initial and final model

5.2 Sensitivity analysis

In the sensitivity analysis the most impactful parameters are considered to improve the
salinity and temperature results of the DFM-model. These parameters include the hori-
zontal diffusivity, the horizontal viscosity, the vertical diffusivity, the vertical viscosity, the
bed roughness and the Smagorinsky value. The different sensitivity scenarios, including
their values and units, are listed in Table 5.2. The salinity and temperature data gener-
ated by DFM were validated against observed data and compared with the initial model
results by using the D2 skill number. The parameter values of the initial model are summa-
rized in Table 5.1. All D2 skill numbers of the different stations in the different sensitivity
models are shown in Table 5.3 for salinity and in Table 5.4 for temperature. The station
names are: C1S (COLLIE1SURFACE), C1B (COLLIE1BED), E1 (ESTUARY1), E4 (ES-
TUARY4), E2 (ESTUARY2), E3 (ESTUARY1).
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Model Parameter Value Unit
M1 Horizontal diffusivity 1 m2/s
M2 Horizontal diffusivity 0.01 m2/s
M3 Horizontal viscosity 10 m2/s
M4 Horizontal viscosity 0.1 m2/s
M5 Vertical diffusivity 10−6 m2/s
M6 Vertical diffusivity 10−8 m2/s
M7 Vertical viscosity 10−4 m2/s
M8 Vertical viscosity 10−7 m2/s
M9 Roughness 0.02 -
M10 Roughness 0.026 -
M11 Smagorinsky 0.15 -
M12 Smagorinsky 0.3 -
M13 Smagorinsky 0.45 -

Table 5.2: Sensitivity analysis scenarios

5.2.1 Horizontal diffusivity

M1 and M2 have horizontal diffusivity values of 1 m2/s and 0.01 m2/s and were compared
with the initial model with a horizontal diffusivity of 0.1 m2/s. With regard to salinity, the
M1 and M2 results were not significantly different. M1 has a slightly worse agreement at
C1S but a slightly better agreement at E4 and E3. M2 has similar D2-values as the initial
model but a slightly worse value at E2. The slightly better D2-values for M1 could indicate
that the horizontal diffusivity is higher in the estuary. However M1 generated better re-
sults for temperature. Therefore a horizontal diffusivity of 1 m2/s is considered in the final
model.

5.2.2 Horizontal viscosity

M3 and M4 have horizontal viscosity values of 10 m2/s and 0.1 m2/s and were compared
with the initial model with a horizontal viscosity of 1 m2/s. With regard to salinity, M3
gave much better D2-values at C1S, C1B, E1 and E2 but slightly worse values at E4 and
E3. M4 only produced a better D2-value at E4 for salinity but generated significantly worse
values for temperature. In contrast, the M3 temperature results have similar agreements
with observed data as the initial model. It is therefore suggested that the Leschenault Estu-
ary had a higher horizontal viscosity of 10 m2/s.

5.2.3 Vertical diffusivity

M5 and M6 have vertical diffusivity values of 10−6 m2/s and 10−8 m2/s and were com-
pared with the initial model with a vertical diffusivity of 0 m2/s. With regard to salinity,
M5 gave much better D2-values at C1S, C1B, E1 but slightly worse values at E4 and E2.
M6 only had a better D2-value at E3 for salinity but performed a lot better than the ini-
tial model in terms of temperature. In contrast, the M5 temperature results were slightly
worse. However, due to the significant improvement of M5 in the salinity results a vertical
diffusivity was chosen of 10−6 m2/s.
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INITIAL M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13
C1S 0.85 0.84 0.84 0.88 0.84 0.89 0.75 0.85 0.84 0.84 - 0.84 0.84 0.84
C1B 0.89 0.89 0.89 0.91 0.88 0.91 0.51 0.88 0.89 0.89 - 0.89 0.89 0.89
E1 0.86 0.86 0.86 0.87 0.86 0.87 0.84 0.85 0.86 0.85 - 0.86 0.86 0.87
E4 0.93 0.94 0.93 0.92 0.94 0.92 0.91 0.93 0.94 0.94 - 0.94 0.94 0.93
E3 0.78 0.8 0.78 0.77 0.78 0.78 0.81 0.81 0.78 0.79 - 0.78 0.79 0.81
E2 0.81 0.81 0.8 0.82 0.8 0.8 0.79 0.81 0.8 0.79 - 0.81 0.82 0.82

Table 5.3: D2 of salinity values per model of the sensitivity analysis scenarios

INITIAL M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13
C1S 0.94 0.94 0.94 0.94 0.94 0.95 0.94 0.94 0.94 0.93 - 0.94 0.94 0.94
C1B 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 - 0.95 0.95 0.95
E1 0.84 0.84 0.84 0.85 0.84 0.83 0.86 0.84 0.84 0.84 - 0.84 0.84 0.84
E4 0.94 0.94 0.94 0.94 0.94 0.94 0.95 0.95 0.94 0.94 - 0.94 0.94 0.94
E3 0.93 0.93 0.93 0.93 0.93 0.91 0.95 0.94 0.93 0.93 - 0.93 0.93 0.93
E2 0.55 0.57 0.55 0.55 0.54 0.47 0.62 0.57 0.55 0.55 - 0.55 0.55 0.56

Table 5.4: D2 of temperature values per model of the sensitivity analysis scenarios

5.2.4 Vertical viscosity

M7 and M8 have vertical viscosity values of 10−4 m2/s and 10−7 m2/s and were compared
with the initial model with a vertical diffusivity of 5 · 10−5 m2/s. With regard to salinity,
M7 gave a better D2-value at E3 but slightly worse values at C1B and E1. M8 only had a
better D2-value at E4 for salinity and performed slightly worse than M7 but similar to the
initial model in terms of temperature. The vertical viscosity is therefore suggested to be
higher than initially thought with a value of 10−4 m2/s.

5.2.5 Roughness

M9 and M10 used bed roughness values of 0.020 and 0.026 which were compared with the
initial model with a bed roughness of 0.023. With regard to salinity, M9 gave better D2-
values at E3 and E4 but slightly worse values at C1S, E1 and E2. With regard to tempera-
ture, M9 only gave a slightly lower D2-value at C1S. M10’s computation time took incredi-
bly longer and a Manning coefficient of 0.026 caused unstable and unphysical model results
and increased computation time. The model results of M9 contradict the findings of Sec-
tion 5.1.2, which suggested higher bed roughness values for the northern basin. With the
correct stratified flow in the estuary, the bed roughness becomes of less importance in the
areas with lower flow velocities. The final model applies a spatially varying bed roughness
with a value of 0.020 in the northern basin and 0.023 in the rest of the domain.

5.2.6 Smagorinsky

M11, M12 and M13 have Smagorinsky values of 0.15, 0.30 and 0.45 respectively, which
were compared with the initial model with a Smagorinsky value of 0. With regard to salin-
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ity, M13 performs much better in the estuarine water body (E1, E2, E3, E4) than M11,
M12 and the initial model. M13 performs slightly better for temperature as well. A higher
Smagorinsky value of 0.45 was applied, indicating the grid-size dependence on the horizon-
tal diffusivity.

5.3 Validation

The DFM-model results were validated for water level, salinity, temperature and flow veloc-
ity output.

Figure 5.1: Modelled and observed water level values for observation point OUTER1

5.3.1 Water level

The modelled water levels of the DFM-model were verified against the observed water level
data collected at two different time periods and two different locations. First, the modelled
water level was verified against the water level observed in the Bunbury Port (observation
point OUTER1) in 2011/2012 by the DoT. This is elucidated in Section 5.3.1. Secondly,
the modelled water level at observation point ESTUARY3 is validated against the water
level observed in 2020 by the DWER, which is expounded in Section 5.3.1. However, the
latter validation was only conducted to assess the order of magnitude of the water level in-
side the estuary, as no water level data inside the estuary was collected in 2011/2012. The
water level inside the estuary was not properly verified, which is recommended for future
research.

Bunbury Port

The observed and modelled water level of observation point OUTER1 is depicted in Fig-
ure 5.1. The modelled water level is in good agreement with the observed water level (d2
of 0.99). The standard deviation and RMSE are 5.55 cm and 5.57 cm respectively and the
bias is 0.4 cm. These values are similar to the d2 and RMSE found for the CSIRO-model (a
d2 of 0.99 and a RMSE of 5 cm) as can be seen in Appendix D.1.1.
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Figure 5.2: Modelled water level at OUTER1
and ESTUARY3 in February 2012

Figure 5.3: Observed water level at OUTER1
and ESTUARY3 in February 2020

Leschenault Estuary

The water level inside the estuary is validated based on the order of magnitude of the phase
lag and the attenuation of the tidal wave of the observed water level at observation point
OUTER1 and ESTUARY3 in 2020. Figure 5.2 represents the modelled water level of the
OUTER1 and ESTUARY3 in February 2012 and Figure 5.3 represents the measured wa-
ter levels of the OUTER1 and ESTUARY3 in February 2020. The phase lag between high
and low tides at OUTER1 and ESTUARY3 of the modelled tidal wave in 2012 was 0.5-1
hours and 1-2 hours, respectively. The attenuation of the tidal wave inside the estuary is
almost negligible and has a similar pattern as the water level observed at OUTER1. The
phase lag between high and low tide at OUTER1 and ESTUARY3 of the measured tidal
wave in 2020 was 1-1.5 hours and 2-3 hours, respectively. The attenuation of the tidal wave
observed inside the estuary in 2020 is significantly higher than the modelled attenuation.
This results in a tidal range of approximately 25% lower at ESTUARY3 than at OUTER1.
The tidal phase lag is also more significant for the observed water levels than the modelled
water levels. Compared to the Charteris & Deeley-model (4 and 7 hours phase lag for high
and low tide) and the CSIRO-model (2 and 6 hours phase lag for high and low tide), the
DFM-model shows a better agreement with the observed tidal phase lag in 2020. The mod-
elled water levels of the Charteris & Deeley-model and CSIRO-model are depicted in Figure
5.4 and 5.5 respectively. Besides the tidal phase lag, the attenuation of the tidal range in
the Charteris & Deeley-model and the CSIRO-model is higher than the observed attenua-
tion of the tidal range of the observed water levels in 2020. However, the DFM-model does
not show a clear sign of tidal damping, which could indicate that the tidal volume of the
estuary and the dimensions of the ‘Cut’ are overestimated in the DFM-model.

Figure 5.4: Modelled water level Charteris &
Deeley (Charteris and Deeley, 2000)

Figure 5.5: Modelled water
level CSIRO (Gillibrand
et al., 2012)
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5.3.2 Salinity

In Appendix D.2, a detailed salinity validation is presented for each observation point shown
in Figure 4.1. The RMSE and D2 coefficients for the salinity validation are summarized in
Table 5.5. The RMSE and D2 for the salinity values show significantly better results for the
DFM-model than for the CSIRO-model. Great improvements were made at COLLIE1BED,
COLLIE1SURFACE and ESTUARY4. At ESTUARY3 and ESTUARY4, the salinity values
are slightly underestimated for the second half of the period. At ESTUARY1, the salinity
values are in good agreement with the measured salinity. In the Collie River, the salt in-
trusion is much better simulated than in the CSIRO-model. In general, the DFM-model
represents the salinity of the Leschenault Estuary correctly.

Model Coefficient EST1 EST2 EST3 EST4 COL1BED COL1SURF
CSIRO RMS 2.57 6.35 4.17 4.81 11.85 12.99
DFM RMS 2.49 5.99 4.61 2.66 7.03 9.65
CSIRO D2 0.87 0.85 0.79 0.84 0.68 0.72
DFM D2 0.97 0.92 0.92 0.94 0.95 0.9

Table 5.5: Validation of salinity values based on statistics

5.3.3 Temperature

In Appendix D.3, a detailed temperature validation is presented for each observation point.
The statistical coefficients (RMSE and D2) obtained by validating the modelled tempera-
ture values with the measured temperature values, are summarized in Table 5.6. In general,
no major anomalies between the DFM-model and CSIRO-model are observed. However, the
RMSE is slightly higher for the DFM-model but this difference is small. Overall, the mod-
elled temperature values are in good agreement with the observed temperature.

Model Coefficient EST1 EST2 EST3 EST4 COL1BED COL1SURF
CSIRO RMS 0.78 0.95 1.08 0.95 1.04 1.58
DFM RMS 1.32 1.56 1.36 1.6 1.35 2.38
CSIRO D2 0.96 0.79 0.97 0.98 0.97 0.94
DFM D2 0.95 0.63 0.97 0.97 0.98 0.93

Table 5.6: Validation of temperature values based on statistics

5.3.4 Flow velocities

Current velocities are measured near the ‘Cut’ and in the Collie River from February 14,
2020 to April 22, 2020 at 20 min time interval (Figure 3.28). The measured current velocity
and direction were decomposed into u- and v-components. Unfortunately, no flow veloc-
ity measurements were conducted in 2011 and 2012. The modelled current velocities can
therefore only be validated based on the order of magnitude of the current velocities mea-
sured in 2020 in the ‘Cut’ and the Collie River. The depth-averaged current velocities in u-
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and v-direction at the ‘Cut’ (Figure 5.6 and 5.7) and the Collie River (Figure 5.6 and 5.7)
represent moving averages with a 3 hours interval. The modelled 2012 current velocities
are plotted over the 2020 time period to facilitate comparison. Blue lines represent mod-
elled current velocities from 2012 and black lines represent measured current velocities from
2020.

Figure 5.6: Depth-averaged current velocity (u-
component) at Cut in m/s (+ represents east-
ward flow and - represents westward flow)

Figure 5.7: Depth-averaged current velocity (v-
component) at Cut in m/s (+ represents north-
ward flow and - represents southward flow)

The order of magnitude of the modelled depth-averaged current velocity in u-direction at
the ‘Cut’ is approximately two to three times lower than the measured depth-averaged cur-
rent velocity in u-direction (Figure 5.6). The modelled depth-averaged current velocity in
v-direction at the ‘Cut’ is in good agreement with the measured data (Figure 5.7). The or-
der of magnitude of the modelled depth-averaged current velocity in u-direction in the Col-
lie River is approximately one to two times lower than the measured depth-averaged cur-
rent velocity in u-direction (Figure 5.8). The modelled depth-averaged current velocity in v-
direction in the Collie River is in good agreement with the measured data (Figure 5.9). The
differences in magnitude between the measured and modelled current velocity in u-direction
could be due to differences in climatic and meteorological conditions between the 2012 and
2020 period. Nevertheless, the modelled current velocity signal is in line with the measured
current velocity signal. Measured and modelled current velocities switch between east and
west and north and south at the same moments in time. Moreover, the good agreement be-
tween the modelled and measured current velocities in v-direction gives confidence in the
correct simulation of the current velocities in the Leschenault Estuary.

Figure 5.8: Depth-averaged current velocity (u-
component) at Collie River in m/s (+ represents
eastward flow and - represents westward flow)

Figure 5.9: Depth-averaged current velocity (v-
component) at Collie River in m/s (+ represents
northward flow and - represents southward flow)
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5.3.5 Evaporation

The daily-averaged modelled evaporation rates (Figure 5.10) did not match the measure-
ments well during winter. From October onwards the modelled evaporation rates agreed
better with observations, but still differ a lot from the measured evaporation rates. The
daily-averaged measured evaporation tends to be more fluctuating than the daily-averaged
modelled evaporation (Figure 5.10). As explained in Section 4.6, evaporation rates are cal-
culated internally in the DFM-model with heat-flux model 5. Several experiments with dif-
ferent evaporation rates or heat-flux models, expounded in Section 5.1.2, did not result in
intentional improvements of the salinity and temperature output of the DFM-model. In
fact, the salinity and temperature output only worsened. Improved investigation into the
application of correct heat-flux models or evaporation rates in the DFM-model is recom-
mended for future research.

Figure 5.10: Modelled and measured evaporation rates are not in good agreement



6
Model results

In this Chapter, the model results using the set-up of Chapter 4 are presented. First, the
typical circulation patterns and flow velocities of summer, winter and flood conditions are
discussed. Secondly, the seasonality of the circulation patterns and the flow velocities are
assessed. Thirdly, the temperature and salinity values are given and analysed for various
conditions. Next, the estuary is classified according to the degree of stratification, depend-
ing on area and conditions. Lastly, the salt transport is decomposed to analyse the physical
processes driving the salt fluxes between the ocean and the estuary.

6.1 Circulation

Analysis of the circulation patterns in the Leschenault Estuary and the Koombana Bay al-
lows the understanding of the driving forces of the hydrodynamics. Firstly, it is interesting
to look into moment in time under normal winter and summer conditions without the pres-
ence of extreme rainfall or extreme discharge events. Secondly, the circulation patterns un-
der extreme rainfall and discharge conditions were investigated. Lastly, the seasonality of
the circulation patterns is discussed.

6.1.1 Temporal conditions

To assess the circulation patterns of the Leschenault Estuary, snapshots are taken contain-
ing spatially varying depth-averaged current velocities and vectors at eight moments in
time with different conditions (Table 6.1). The moments in time represent maximum ris-
ing (flooding tide) or falling (ebbing tide) neap and spring tides, when current velocities are
highest. The magnitude of the current velocities is specified in the colour bars. Three types
of vectors can be distinguished: yellow arrows (current velocities lower than 0.05 m/s),
black arrows (current velocities between 0.05-0.5 m/s) and red arrows (current velocities
higher than 0.5 m/s). The three vector types are independently scaled to improve the visi-
bility of the circulation patterns in the plots.

79
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Season Tide Moment Time
Winter Spring Rising 15-07-2011 03:00:00
Winter Spring Falling 15-07-2011 15:00:00
Winter Neap Rising 20-07-2011 21:00:00
Winter Neap Falling 21-07-2011 15:00:00
Summer Spring Rising 24-12-2011 15:00:00
Summer Spring Falling 25-12-2011 03:00:00
Summer Neap Rising 30-12-2011 12:00:00
Summer Neap Falling 31-12-2011 03:00:00
Winter Spring Rising 17-08-2011 21:00:00
Winter Spring Falling 18-08-2011 15:00:00
Winter Neap Rising 23-08-2011 21:00:00
Winter Neap Falling 24-08-2011 12:00:00

Table 6.1: Moments of time applied to spatial current snapshots

Winter (15-Jul-2011 03:00:00 & 15-Jul-2011 15:00:00)

High rainfall and freshwater discharge occurs during the wet season in winter (see Section
3.3.1). The tidal influence in the hydrodynamics of the Leschenault Estuary is therefore
lessened by the freshwater discharge. At rising tide the estuary is flooding, increasing the
water level inside the estuary. The circulation pattern inside the estuary is shaped by the
tidal and freshwater influence and shows a northward current at rising spring tide in the
central and northern part of the estuary (Figure 6.1). Besides, a southward current is ob-
tained along the estuary’s boundaries at rising spring tide (Figure 6.1), potentially gen-
erated by northerly winds and/or Coriolis effects (investigated in Section 6.1.3 and 6.1.4,
receptively). In the southern part, the circulation is clockwise at rising spring tide (Figure
6.1). At falling spring tides, the circulation is reversed, generating a southward flow in the
central and northern basin (Figure 6.2) and an anti-clockwise circulation in the southern
basin (Figure 6.2). In the most northern part of the estuary, a clockwise circulation is ob-

Figure 6.1: Top view of modelled depth-averaged current velocities at rising spring tide in winter (15-
Jul-2011 03:00:00) - north (left) and south (right)



6.1 CIRCULATION 81

Figure 6.2: Top view of modelled depth-averaged current velocities at falling spring tide in winter (15-
Jul-2011 15:00:00) - north (left) and south (right)

served, which could be generated by Coriolis effects that deflects currents to the left at the
Southern Hemisphere (Figure 6.2). Also, along the boundaries, where the current veloci-
ties are low, currents seem to be deflected to the left in the central and northern basins. In
the southern basin, the influence of the freshwater discharge dominates the Coriolis effects.
Highest current velocities are generated at the ‘Cut’ at falling spring tide (Figure 6.2).

Figure 6.3: Top view of modelled depth-averaged current velocities at falling neap tide in winter (20-
Jul-2011 21:00:00) - north (left) and south (right)

Winter (20-Jul-2011 21:00:00 & 21-Jul-2011 15:00:00)

At neap tide, the tidal flow is weaker generating different circulation patterns than at spring
tide. At rising and falling neap tide, the circulation in the southern basin is counter-clockwise
(Figure 6.3 and Figure 6.4). The circulation pattern in the central and northern basin has
a northward direction at rising neap tide (Figure 6.3) and a southward direction at falling
neap tide in winter (Figure 6.4). Current velocities are significantly lower at neap tide than
at spring tide.
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Figure 6.4: Top view of modelled depth-averaged current velocities at falling neap tide in winter (21-
Jul-2011 15:00:00) - north (left) and south (right)

Summer (24-Dec-2011 15:00:00 & 25-Dec-2011 03:00:00)

During the dry summer period the freshwater discharge is reduced, and estuarine hydro-
dynamics is dominated by tides. At rising spring tide, the tidally-driven flows overpower
the river flows, generating landward currents in the downstream portion of the rivers (Fig-
ure 6.5). This also causes an anti-clockwise circulation in the southern basin, contrary to
the winter pattern (Figure 6.5). At falling spring tide, the weak river flow and the stronger
tidal current generated a clockwise circulation in the southern basin (Figure 6.6). In the
central basin, circulation was equal to the one observed in winter, with northward currents
at rising spring tide (Figure 6.5) and southward currents at falling spring tide (Figure 6.6).
In the northern basin, a clockwise circulation is obtained at rising spring tide (Figure 6.5)
and a counter-clockwise circulation at falling spring tide (Figure 6.6). Besides, the higher
current velocities along the estuary’s boundaries at rising spring tide are probably wind-
driven.

Figure 6.5: Top view of modelled depth-averaged current velocities at rising spring tide in summer (24-
Dec-2011 15:00:00) - north (left) and south (right)
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Figure 6.6: Top view of modelled depth-averaged current velocities at falling spring tide in summer
(25-Dec-2011 03:00:00) - north (left) and south (right)

Figure 6.7: Top view of modelled depth-averaged current velocities at falling neap tide in summer (30-
Dec-2011 12:00:00) - north (left) and south (right)

Figure 6.8: Top view of modelled depth-averaged current velocities at falling neap tide in summer (31-
Dec-2011 03:00:00) - north (left) and south (right)
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Summer (30-Dec-2011 12:00:00 & 31-Dec-2011 03:00:00)

Neap circulation patterns in the southern basin at rising and falling tides were similar to
those observed at spring tide (Figure 6.7 and 6.8). In the central and northern basin, the
depth-averaged current velocities are lower in the main body at rising neap tide than at
falling neap tide (Figure 6.7 and 6.8). At falling neap tide, the current in the main body is
southward, but the current along the eastern boundary is northward (Figure 6.7).

Extreme discharge conditions (17-Aug-2011 21:00:00 & 18-Aug-2011 15:00:00)

Before the extreme discharge event, the freshwater discharge was already higher than nor-
mal winter conditions, increasing the influence of the freshwater discharge relative to the
the tide. The typical winter circulation patterns in the southern basin are interrupted by
the increased freshwater flow, generating seaward currents at falling neap tide (Figure 6.9)
and counter-clockwise currents at rising neap tide (Figure 6.10). The current in the central
and northern basin has a northward direction at rising neap tide (Figure 6.9) and a south-
ward direction at falling neap tide (Figure 6.10). The wind drives the southward alongshore
currents, counteracts the northward currents along the estuary’s boundaries at rising neap
tide (Figure 6.9) and superimposes the currents along the estuary’s boundaries at falling
neap tide (Figure 6.10). At rising neap tide high flow velocities are obtained at the Cut and
a clockwise circulation is generated in the northern parts of the estuary (Figure 6.9).

Extreme discharge conditions (23-Aug-2011 21:00:00 & 24-Aug-2011 12:00:00)

During the extreme discharge event, currents in the southern basin are mostly directed to
the north at rising spring tide due to the increased freshwater discharge (Figure 6.11). The
central and northern basin become more dynamic generating strong northward currents in
the main body and strong southward currents along the estuary’s boundaries (Figure 6.11).
At falling spring tide, the current in the southern basin is mostly forced out of the estuary
(Figure 6.12). The peak flow event coincided with the spring tides generating strong cur-
rents near ‘Cut’.

Figure 6.9: Top view of modelled depth-averaged current velocities at rising neap tide before extreme
discharge event (17-Aug-2011 21:00:00) - north (left) and south (right)
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Figure 6.10: Top view of modelled depth-averaged current velocities at rising neap tide before extreme
discharge event (18-Aug-2011 15:00:00) - north (left) and south (right)

Figure 6.11: Top view of modelled depth-averaged current velocities at rising spring tide at extreme
discharge event (23-Aug-2011 21:00:00) - north (left) and south (right)

Figure 6.12: Top view of modelled depth-averaged current velocities at rising spring tide at extreme
discharge event (24-Aug-2011 12:00:00) - north (left) and south (right)
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6.1.2 Seasonal conditions

To assess the seasonal variation of the water circulation in the Leschenault Estuary, two pe-
riods are considered: winter and summer. The winter period at the Leschenault Estuary
starts on June 1, 2011 and ends on August 31, 2011. The summer period start on Decem-
ber 1, 2011 and ends on February 29, 2012. The time averaged water levels and time and
depth-averaged flow velocities of the winter and summer period are depicted in Figure 6.13
and 6.14 respectively. The water levels and depth-averaged flow velocities were time aver-
aged to filter the influence of the tide on the water circulation and assess the seasonal dif-
ferences.

Winter

Figure 6.13 shows dominant southward currents along the coast in winter. This alongshore
current is typical for winter conditions as is explained in Section 3.3.2. The flow near the
‘Cut’ had a jet-like shape with strong outflow velocities. Rivers presented a strong down-
stream flow. In the central and upper basin of the Leschenault Estuary, the flow was mainly
northward in the main body but southward along the estuary’s boundaries (Figure 6.13).
Current velocities are higher along these boundaries, likely driven by the prevailing northerly
winds in winter. Time and depth-averaged flow velocities were highest in the rivers and the
‘Cut’. In the southern basin, the circulation pattern was anti-clockwise, with dominant out-
flow in the ‘Cut’ (Figure 6.13). In the northern basin, a clockwise circulation prevailed in
winter (Figure 6.13). Mean water levels were highest near the river mouths and gradually
decreased towards the northern boundary of the estuary. This is in line with the prevailing
northerly winds that causes fetch across the estuary, with lower waterlevels in the northern
basin. In winter, the mean water level of the estuary was around 2-3 cm higher than the
ocean level, generated by the river discharge and fetch.

Figure 6.13: Time averaged water levels and time and depth-averaged current velocities for the winter
period (1-Jun-2011 to 31-Aug-2011) - north (left) and south (right)
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Summer

A northerly alongshore current prevailed in summer (Figure 6.14), as expected (see Sec-
tion 3.3.2). The southward offshore Leeuwin current is influenced by winds, generating
stronger southward currents in winter due to northerly winds and weaker northward cur-
rents in summer due to southerly winds. Compared to winter conditions the flow velocities
along the rivers were also seaward but weaker. The time and depth-averaged current veloci-
ties at the ‘Cut’, were much weaker and are not entirely seaward (Figure 6.14), which could
indicate bidirectional lateral currents (investigated in Section 6.1.5). The central and north-
ern basin showed southward averaged currents in the main body (Figure 6.14). However,
the mean current velocities along the estuary’s boundaries were southward and stronger,
likely due to the stronger wind effects over shallower areas. The southern basin circula-
tion is significantly different from winter conditions, as two main circulation patterns are
distinguished (Figure 6.14): a clockwise and an anti-clockwise cell. In the northern basin,
a counter-clockwise circulation prevailed in winter (Figure 6.13). Mean water levels were
higher in the northern region and gradually decreased towards the south of the estuary, in
line with the fetch generated by the prevailing southerly winds in summer. Mean sea level
was 5 cm lower than the estuary.

Figure 6.14: Time averaged water levels and time and depth-averaged current velocities for the summer
period (1-Dec-2011 to 29-Feb-2011) - north (left) and south (right)

6.1.3 Wind influence

In Section 3.3.2, the dominant influence of the wind on the alongshore current already be-
came clear. The influence of the wind increases in shallow regions ((Pearce et al., 2015)).
This becomes evident in Figure 6.13, where the currents along the estuary’s boundaries
were southward, while northward currents prevailed in the central basin. The southward
current along the boundaries are likely generated by prevailing northerly winds in winter.
In summer, the reversed phenomenon occurred, with strong southward currents along the
estuary’s boundaries and a weaker northward current in the main body (Figure6.14), likely
generated by prevailing northerly winds in summer. It is therefore assumed that winds are
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an important driver of the water circulation in the Leschenault Estuary in the shallow re-
gions.

6.1.4 Coriolis

Figure 6.15 shows the Rossby numbers based on depth-averaged velocities for winter (15-
Jul-2011 15:00:00; left), summer (25-Dec-2011 03:00:00; centre) and peak river discharge
(23-Aug-2011 21:00:00; right). The Rossby number is calculated by Equation 2.31. The
considered times are all taken at falling spring tide, when current velocities in the Leschenault
Estuary were the highest. For Rossby numbers lower than 1, Coriolis might play a role in
the hydrodynamics of the estuary (Cossu et al., 2010). Rossby numbers in the Leschenault
Estuary were high (Ro > 1), in the southern basin, ‘Cut’, bay and rivers (Figure 6.15). The
Rossby numbers were lowest in the northern basin and near the estuary’s boundaries, with
values far below 1 (Ro << 1) (Figure 6.15). This might indicated that Coriolis has influ-
ence on the circulation pattern of the Leschenault Estuary. However, the shallow regions
in which Coriolis might be important, winds are also more impactful. From Section 6.1, it
is assumed that winds have a stronger influence on the circulation patterns than Coriolis.
Furthermore, no clear deflections to the left were observed in the spatial circulation plots of
Section 6.1.

Figure 6.15: Rossby number: winter (15-Jul-2011 15:00:00; left), summer (25-Dec-2011 03:00:00; cen-
tre) and peak discharge event (23-Aug-2011 21:00:00; right)

6.1.5 Lateral variations - The ‘Cut’

Lateral cross-section plots with current velocities in u-direction (east-west) at the ‘Cut’
were generated to investigate the circulation patterns in lateral and vertical direction. Three
single tidal cycles (24 hours) are considered with 3-hour interval: winter neap (20-Jul-2011
21:00:00 to 21-Jul-2011 21:00:00), summer neap (30-Dec-2011 12:00:00 to 31-Dec-2011 12:00:00)
and peak river discharge spring (23-Aug-2011 21:00:00 to 24-Aug-2011 21:00:00 (shown in
Figure 6.67).

Winter neap

Figures 6.16 and 6.17 show the u-components of the current velocity along the cross-section
during winter neap and a clear difference between the two sides of the channel. During ris-
ing tide (Figure 6.16, left), the flow into the estuary was substantially higher at the chan-
nel’s south side than at its north side, with landward currents. A similar pattern was ob-
served during flood tide (Figure 6.16, centre), with higher seaward currents at the south
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side of the ’Cut’. In Figure 6.16 (right, 6 hours later), a two-layered current velocity struc-
ture occurred, with landward bottom currents and seaward surface currents. Figure 6.17
(left) shows lateral variable currents, with higher velocities observed at the south side dur-
ing ebb. In Figure 6.17 (right), the waters at the ‘Cut’ started rising again, with higher in-
flowing currents ar the south side.

Figure 6.16: Lateral variation current velocity (u-component) at transect the ‘Cut’ during winter neap
(east (+); west (−))

Figure 6.17: Lateral variation current velocity (u-component) at transect the ‘Cut’ during winter neap
(east (+); west (−))

Summer neap

Figures 6.18 and 6.19 show the u-components of the current velocity along the cross-section
during summer neap. A similar difference between the higher velocities at the south side
and lower velocities at the north side was observed during summer neap (Figures 6.18 and
6.19). However, no two-layered current velocity structures were observed during the sum-
mer neap (Figures 6.18 and 6.19). Current velocities were significantly higher during falling
tide than rising tide (Figures 6.18 and 6.19). Besides, the currents did not change in direc-
tion laterally (Figures 6.18 and 6.19).

Figure 6.18: Lateral variation current velocity (u-component) at transect the ‘Cut’ during summer
neap (east (+); west (−))

Peak river discharge spring

Figures 6.20 and 6.21 show the u-components of the current velocity along the cross-section
during peak river discharge spring. Two main lateral variations could be distinguished:
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a vertical (Figure 6.20, left and centre) and horizontal (Figure 6.20, right and 6.21) two-
layered current velocity structure. Again, higher current velocities occurred at the south
side of the ‘Cut’ (Figure 6.20, right and 6.21) and currents did not change in direction lat-
erally.

Figure 6.19: Lateral variation current velocity (u-component) at transect the ‘Cut’ during summer
neap (east (+); west (−))

Figure 6.20: Lateral variation current velocity (u-component) at transect the ‘Cut’ during peak river
discharge spring (east (+); west (−))

Figure 6.21: Lateral variation current velocity (u-component) at transect the ‘Cut’ during peak river
discharge spring (east (+); west (−))

6.2 Flow velocities

Flow velocity data are extracted at the observation points and cross-sections, including u-
and v-components and flow magnitude. To assess the dominant processes affecting the cur-
rents in the estuary, the same periods are considered as in Section 6.1: a typical winter and
summer week with seven tidal cycles including both neap and spring tides to assess the dif-
ferences.

6.2.1 U-component of flow velocity

Figure 6.22 shows the u-components of the flow velocity at the different stations during
summer (right) and winter (left). The peaks and troughs of the u-components correspond
with the steepest curves of the tidal wave and the zero velocity values correspond with
ebb and flood slack. The out-flowing water at the ‘Cut’ (ESTUARY1) in winter and sum-
mer was smooth. The inflowing water on the other hand seemed to be counteracted by the
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Figure 6.22: Modelled flow velocity (u-components) at the different stations during winter (left) and
during summer (right) - (+ represents eastward flow and − represents westward flow)

Figure 6.23: Modelled flow velocity u-component (left) (+ = east & − = west) and v-component
(right) (+ = north & − = south) at the different stations during the extreme discharge event

freshwater discharge, which reduced the flow velocity during rising tide. This can clearly
be seen in Figure 6.22, where at the ‘Cut’ (ESTUARY1) two small peaks with lower values
than the troughs are observed. Compared with the u-component of the flow velocity dur-
ing summer, the winter currents suffered higher influence of the freshwater discharge, with
weaker ebb and flood tidal flow velocities. The u-velocities at the Collie River (COLLIE1,
COLLIE2) were negative in winter, indicating freshwater outflow. In summer, the freshwa-
ter discharge was reduced, allowing the ocean water to flow upriver during flood tides. The
higher influence of the tide in summer is clear at all locations, being more in phase and less
disrupted. During winter, incoming tides at the ‘Cut’ (ESTUARY1) opposed the freshwa-
ter outflow, generating more complex circulation patterns (Figure 6.22). An explanation
can be found in the considered periods that start with a spring tide and end with a neap
tide. The extreme discharge event starts with a neap tide and ends with spring tide. The
u-component showed a semi-diurnal pattern during the neap (Figure 6.22). A more diurnal
pattern was observed during rising tide in the neap and a more semi-diurnal pattern during
falling tide in the neap. Figure 6.23 shows that the extreme rainfall event (August, 21/22)
had maximum currents at the Collie River (COLLIE1, COLLIE2, COLLIE3) but the flow
also increased in other parts of the estuary.

6.2.2 V-component of flow velocity

In Figure 6.24, the v-components of the flow velocity at the different stations are shown.
The highest values occurred at the ‘Cut’ (ESTUARY1), reaching 0.3 m/s. Values of the v-
components of the flow velocity were higher during summer, when the freshwater discharge
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was reduced, showing the dominant influence of the tide on the v-component in summer.
The v-component of the flow velocity in the central basin (ESTUARY3) and the northern
basin (ESTUARY4) had opposite directions compared to those at the ‘Cut’ (ESTUARY1)
and the southern basin (ESTUARY2). This could be attributed to the phase lag of the flow
velocity induced by the tide. The same phenomenon as in Section 6.2.1 is encountered at
the ‘Cut’ (ESTUARY1), with a diurnal behaviour for positive values of the v-component
and a semi-diurnal behaviour for negative values (Figure 6.24). During neap tide, this phe-
nomenon was reversed, resulting in diurnal peaks for negative v-components of the flow ve-
locity and semi-diurnal peaks for positive v-components (Figure 6.24). This pattern can be
clearly seen during the extreme discharge event (Figure 6.23 (right)). Spring tide coincided
with the extreme discharge event, generating strong currents across the ‘Cut’ (ESTUARY1)
and Collie River (COLLIE1, COLLIE2, COLLIE3).

Figure 6.24: Modelled flow velocity (v-components) at the different stations during winter (left) and
during summer (right) - (+ represents northward flow and − represents southward flow)

Figure 6.25: Modelled flow magnitude at the different stations during winter (left) and during summer
(right)

6.2.3 Magnitude of flow velocity

Current speeds are shown at the different stations and as resultant values along the differ-
ent cross-sections. The former data type represents positive magnitudes of the flow velocity
observed at the different stations and the latter data type assumes negative or positive val-
ues for averaged flows along a cross-section. The same periods were considered as in Section
6.2.1 and 6.2.2 and the magnitudes of the flow velocity at the different stations are depicted
in Figure 6.25 and 6.27 (left). The result flows in the cross-sections are shown in Figure
6.26 and 6.27 (right). In typical summer periods (Figure 6.25, right) the flow velocities
were higher than in winter (Figure 6.25, left), generated by tides. The higher freshwater
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discharge during winter does not generate higher flow velocities. During the extreme dis-
charge event (Figure 6.27), high current velocities were observed in the Collie River (COL-
LIE1, COLLIE2, COLLIE3), with values exceeding 0.4 m/s. However, the flow velocities at
the ‘Cut’ (ESTUARY1) during the extreme discharge event were lower than under typical
summer conditions (Figure 6.26). This could be due to the lower tidal range at the extreme
discharge event, which was around 0.5 m at the extreme discharge event during spring and
0.8 m under typical summer and winter conditions at spring (Appendix E.1). Current ve-
locities were highest in the Preston River (PRESTON1), reaching a peak of 1.2 m/s after
the flood event (Figure 6.27, right).

Figure 6.26: Modelled flow magnitude at the different stations during winter (left) and during summer
(right)

Figure 6.27: Modelled flow magnitude at the different stations (left) and cross-sections (right) during
the extreme discharge event

6.3 Temperature

Similar to Section 6.1, temperature results are assessed for a typical summer and winter
week (Section 6.3.1) and a week associated with extreme river discharge (Section 6.3.2).
Seasonal variations between summer and winter were evaluated in Section 6.3.3 and the
vertical variations of temperature were analysed in Section 6.3.4.

6.3.1 Normal conditions

Similar periods as in Section 6.1 were considered to evaluate temperature results: (a) rising
spring tide in winter (Figure 6.28), and in summer (Figure 6.32), (b) falling spring tide in
winter (Figure 6.29), and in summer (Figure 6.33), (c) rising neap tide in winter (Figure
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6.30), and in summer (Figure 6.34), (d) falling neap tide in winter (Figure 6.31), and in
summer (Figure 6.35). All temperatures were depth-averaged.

Figure 6.28: Depth-averaged temperature ob-
served in a typical winter week (15-07-2011 03:00
- rising spring tide)

Figure 6.29: Depth-averaged temperature ob-
served in a typical winter week (15-07-2011 15:00
- falling spring tide)

Figure 6.30: Depth-averaged temperature ob-
served in a typical winter week (20-07-2011 21:00
- rising neap tide)

Figure 6.31: Depth-averaged temperature ob-
served in a typical winter week (21-07-2011 15:00
- falling neap tide)

Winter

Figures 6.28, 6.29, 6.30 and 6.31 show the depth-averaged water temperatures of four mo-
ments in time in winter. Winter water temperatures for these moments varied between 12
and 17 ◦C. Warmest water temperatures occurred offshore (≈18/ 19 ◦C) and coolest water
temperatures were observed in the northern basin of the estuary (<14 ◦C). Moreover, the
northern basin is less affected by river flow and ocean water, which makes the atmospheric
forcing dominant. As the estuary is shallower than the ocean, it is more sensitive to heating
and cooling. The northern basin is also less affected by river flow and ocean water, which
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makes the atmospheric forcing dominant. The water in the northern basin was cooler than
in other parts of the estuary. During rising tide warmer ocean water penetrates the estuary,
heating up the estuary’s water temperature by mixing and water circulation. This is evi-
dent when Figures 6.28 and 6.30 are compared against Figures 6.29 and 6.31. At ebb tide
the cooler estuarine water, cools the coastal waters. The opposite process occurs during ris-
ing tide, when warmer ocean waters were observed nearshore.

Figure 6.32: Depth-averaged temperature ob-
served in a typical summer week (24-12-2011
15:00 - rising spring tide)

Figure 6.33: Depth-averaged temperature ob-
served in a typical week summer week (25-12-
2011 03:00 - falling spring tide)

Figure 6.34: Depth-averaged temperature ob-
served in a typical summer week (30-12-2011
12:00 - rising neap tide)

Figure 6.35: Depth-averaged temperature ob-
served in a typical summer week (31-12-2011
03:00 - falling neap tide)

Summer

Figures 6.32, 6.33, 6.34 and 6.35 show the depth-averaged water temperatures of four mo-
ments in time in summer. Typical summer water temperatures in the estuary varied be-
tween 20 and 27 ◦C. Warmest water temperatures were observed in the northern basin



96 6. MODEL RESULTS

of the estuary (>26 ◦C) and coolest water temperatures occurred offshore (≈20 ◦C). The
reversed phenomenon of the winter situation happened in summer, with colder ocean wa-
ters penetrating the estuary during rising tide and cooling down the estuarine waters. The
northern basin was less affected by water circulation and mixing generated by the tide, and
typically presented higher water temperatures than the rest of the estuary. The water in
the northern basin was predominantly affected by heat transfer between water and atmo-
sphere. During falling tide, warmer estuary water heats up nearshore waters.

Figure 6.36: Depth-averaged temperature during
rising neap tide before the extreme rainfall event
of August 22 (17-08-2011 21:00)

Figure 6.37: Depth-averaged temperature dur-
ing falling neap tide before the extreme rainfall
event of August 22 (18-08-2011 15:00)

Figure 6.38: Depth-averaged temperature during
rising spring tide after the extreme rainfall event
of August 22 (23-08-2011 21:00)

Figure 6.39: Depth-averaged temperature dur-
ing falling spring tide after the extreme rainfall
event of August 22 (24-08-2011 12:00)

6.3.2 Extreme discharge conditions

Figures 6.36, 6.37, 6.38 and 6.39 show the depth-averaged water temperatures a few days
before and after the extreme rainfall event (August, 21/22). Temperatures in the estuary
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had values between 12 and 16 ◦C, with the lowest temperatures observed in the northern
basin (<14◦). Maximum nearshore temperatures were around 18 ◦. Similarly to the winter
conditions, warmer ocean water penetrated the estuary during rising tide and heating up
the estuary’s water. A higher variation in water temperature was observed in winter, high-
lighting the influence of the freshwater. During falling tide, the colder estuary water cooled
the nearshore waters.

6.3.3 Seasonal variation

The seasonal difference in the Leschenault water temperature between winter and summer
periods is shown clearly in Figure 6.40. In winter, the depth-averaged water temperatures
were lower than in summer, with values between 14 and 18 ◦C. Warmest estuary water
occurred near the ‘Cut’(≈18◦C) and coldest estuary water was observed in the northern
basin. Offshore waters had temperatures of 18/19 ◦C in winter and around 22 ◦C in sum-
mer. Higher water temperatures were observed inside the estuary in summer(22-24 ◦C). A
higher variation in water temperature was observed in winter, highlighting the influence of
the freshwater. In the northern basin of the estuary, the water temperature was mainly in-
fluenced by atmospheric forcing.

Figure 6.40: Time- and depth-averaged modelled temperature in winter [June 2011 - August 2011]
(left) and summer [December 2011 - February 2012] (right)

6.3.4 Temperature profiles

To assess the variations of temperature along the water column, four different cross-sections
were considered: Cut-Collie, Cut-Parkfield, Cut-Preston and Bay-Bunbury Port-Preston
(only assessed in Chapter 7). The cross-sections are shown in Figure 6.41. Three snapshots
were taken (winter (21-July-2011 21:00), summer (31-December-2011 12:00) and extreme
discharge conditions (24-August-2011 21:00)) for each cross-section to evaluate seasonal
temperature stratification patterns in the Leschenault Estuary, the rivers and the Bunbury
Port. Besides, the time-averaged vertical temperature values are shown for the winter and
summer seasons.
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Figure 6.41: Cross-sections Leschenault Estuary DFM-model

The Cut-Collie profile

The Cut-Collie profiles for winter, summer and extreme discharge conditions are shown in
Figure 6.42. At the distance between 2000 and 3000 m, the bed level starts to fall, indicat-
ing the Leschenault Estuary mouth (Figure 6.42). In winter, the ocean waters penetrated
up to the Collie River close to the river bed and underneath the freshwater (Figure 6.42,
left). This upriver bed flow brings warmer ocean water further upstream, resulting in a
strong temperature gradient and a highly stratified flow. In summer (Figure 6.42, centre),
this process was reversed, with colder ocean water penetrating up the Collie River. How-
ever, this process was weaker as well as the vertical temperature gradient. The estuary is
therefore less stratified in summer in terms of temperature. During the extreme discharge
event (Figure 6.42, right), the thermocline was pushed out of the estuary by the freshwater
discharge. The thermocline occurred in Koombana Bay, generating temperature stratifica-
tion in the upper layers of the water body.

Figure 6.42: Along estuary temperature profile in ◦C from the mouth of the Leschenault Estuary to
the Collie River (21-July-2011 21:00 - winter, left), (31-December-2011 12:00 - summer, centre) and
(24-August-2011 21:00 - extreme discharge event, right)

The Cut-Preston profile

The Cut-Preston profiles (Figure 6.43) show the same phenomena as seen in the Cut-Collie
profiles (Figure 6.42). However, the thermocline in the Preston River did not penetrate all
the way upriver in winter but only around 1 km upstream. Nevertheless, a strong thermo-
cline was observed in the estuary in winter (Figure 6.43, left). In summer, the vertical tem-
perature stratification was weak and the largest gradients occurred in the horizontal, with
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temperatures gradually decreasing from Preston River to Koombana Bay (Figure 6.43, cen-
tre). During the peak flow event (Figure 6.43, right), the thermocline is pushed far out of
the estuary.

Figure 6.43: Along estuary temperature profile in ◦C from the mouth of the Leschenault Estuary to
the Preston River (21-July-2011 21:00 - winter, left), (31-December-2011 12:00 - summer, centre) and
(24-August-2011 21:00 - extreme discharge event, right)

The Cut-Parkfield profile

The Cut-Parkfield profiles (Figure 6.44), indicate that the central and northern basins were
less stratified than the southern basin. In winter (Figure 6.44, left), strong stratification
was observed in the southern basin, indicating the influence of the freshwater flow, which
is considerably less in the central and northern basin. During the extreme discharge event,
increased temperature stratification occurred in the southern basin and partly in the cen-
tral basin (Figure 6.44, right). Water temperatures gradually decreased in the estuary in a
northerly direction in winter (Figure 6.44, left). In summer (Figure 6.44, centre), no strati-
fication was observed and water temperatures were higher in the northern basin, gradually
decreasing towards the ocean.

Figure 6.44: Along estuary temperature profile in ◦C from the mouth of the Leschenault Estuary to
the Parkfield Drain (21-July-2011 21:00 - winter, left), (31-December-2011 12:00 - summer, centre) and
(24-August-2011 21:00 - extreme discharge event, right)

Seasonally averaged profile - Cut-Collie

In Figure 6.45 and 6.45, the mean winter and summer temperatures of cross-section Cut-
Collie are shown. In winter, the average water temperature varied from 15 ◦C, in the Col-
lie River, to 17.5 ◦C in the Koombana Bay (Figure 6.45, left). In summer, temperatures
around 25 ◦C were observed in the Collie River and 22 ◦C in the Koombana Bay (Figure
6.45, right). In both situations, the water body was stratified with a sharper temperature
gradient being observed in winter. Besides, the thermocline seemed to be located in the
southern basin of the estuary in winter (Figure 6.45, left) and more upstream the Collie
River in summer (Figure 6.45, right).



100 6. MODEL RESULTS

Figure 6.45: Along estuary temperature profile in ◦C from the mouth of the Leschenault Estuary to
the Collie River (winter (left) and summer (right) mean)

Seasonally averaged profile - Cut-Preston

In Figure 6.46, the mean winter and summer temperatures of the Cut-Preston profile are
shown. In winter, the average water temperature varied from 14 ◦C, in the Preston River,
to 17.5 ◦C in the Koombana Bay (Figure 6.46, left). In summer, values lied between 25 ◦C
in the Preston River to 22 ◦C in the Koombana Bay (Figure 6.46, right). Whereas the ther-
mocline in the Collie River was present far upstream the river, the thermocline in the Pre-
ston River showed a minor reach. In winter, the thermocline was visible in the southern
basin of the estuary, with highly stratified conditions (Figure 6.46, left). In summer how-
ever, the temperature was almost uniform along the water column and gradually decreased
from upriver towards the ‘Cut’ (Figure 6.46, right).

Figure 6.46: Along estuary temperature profile in ◦C from the mouth of the Leschenault Estuary to
the Preston River (winter (left) and summer (right) mean)

Seasonally averaged profile - Cut-Parkfield

In Figure 6.47, mean winter and summer temperatures for the Cut-Parkfield section are
shown. In winter, the average water temperature varied from 15 ◦C, in the northern basin,
to 17.5 ◦C in the Koombana Bay (Figure 6.47, left). In summer, it varied between 24 ◦C,
in the northern basin, and 22 ◦C in Koombana Bay (Figure 6.47, right). Stratification was
less pronounced in the central and northern basin, even in winter when the freshwater dis-
charge was higher (Figure 6.47, left). The thermocline is observed in the southern basin in
summer and winter but had a sharper gradient in winter (Figure 6.47). In winter, the tem-
perature gradually increased from the ‘Cut’ towards the north and in summer, the temper-
ature gradually decreased from the ‘Cut’ towards the north (Figure 6.47).
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Figure 6.47: Along estuary temperature profile in ◦C from the mouth of the Leschenault Estuary to
the Parkfield Drain (winter (left) and summer (right) mean)

6.4 Salinity

Similar to Section 6.1 and Section 6.3, salinity results were evaluated for a typical summer
and winter week (Section 6.4.1) and a week associated with extreme river discharge con-
ditions (Section 6.4.2). The seasonal variation between summer and winter is evaluated in
Section 6.4.3 and the vertical variation of salinity is analysed in Section 6.4.4. Salinity val-
ues are specified with PSU (practical salinity unit).

6.4.1 Normal conditions

Similar periods were considered to evaluate the salinity results as for the circulation results
(Section 6.1): (a) rising spring tide in winter (Figure 6.48), and in summer (Figure 6.52),
(b) falling spring tide in winter (Figure 6.49), and in summer (Figure 6.53), (c) rising neap
tide in winter (Figure 6.50), and in summer (Figure 6.54), (d) falling neap tide in winter
(Figure 6.51), and in summer (Figure 6.55). All salinity results are depth-averaged.

Winter

Figures 6.52, 6.53, 6.54 and 6.55 show the depth-averaged salinity under typical winter con-
ditions. Salinity values in the Leschenault Estuary reached 35 around the ‘Cut’ but as low
as 0 near the river mouths. In winter, the estuary was influenced both by the tides and
freshwater discharge. This can be noticed when comparing Figure 6.52 against Figure 6.53
and Figure 6.54 against Figure 6.55. At rising spring and neap tide, the salinity inside the
estuary increased, indicating that saline ocean waters penetrated the estuary during ris-
ing tide (Figures 6.52 and 6.54). During falling tide, the brackish water flowed out of the
estuary, decreasing the nearshore salinity (Figures 6.53 and 6.55). During falling tide, fresh-
water reached the central and northern basin of the estuary, decreasing the salinity in those
regions. The southern basin was the most dynamical area, being influenced by the ‘Cut’
and the Preston Collie rivers. The highest salinity gradient occurred in the southern basin
with values from 0 at the river mouths to 35 at the ‘Cut’. The central basin was less af-
fected by the tide and freshwater discharge, showing a lower salinity gradient (values be-
tween 25 and 31). The northern basin was mainly influenced by Parkfield Drain discharge
and less affected by tides.
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Figure 6.48: Depth-averaged salinity observed in
a typical winter week (15-07-2011 03:00 - rising
spring tide)

Figure 6.49: Depth-averaged salinity observed in
a typical winter week (15-07-2011 15:00 - falling
spring tide)

Figure 6.50: Depth-averaged salinity observed in
a typical winter week (20-07-2011 21:00 - rising
neap tide)

Figure 6.51: Depth-averaged salinity observed in
a typical winter week (21-07-2011 15:00 - falling
neap tide)

Summer

The typical summer salinity values are shown in Figures 6.56, 6.57, 6.58 and 6.59. Ocean
salinity was around 35 and in the Leschenault Estuary, salinity values reached 40 in the
northern basin, with hypersaline conditions in summer. Salinity values were significantly
lower near the river mouths (≈28). In winter, ocean water penetrated the estuary, mixing
up with the brackish estuary water and therefore increased the salinity inside the estuary.
This phenomenon can be clearly seen while assessing Figure 6.56 against 6.57 and Figure
6.58 against Figure 6.59. The freshwater discharge played a minor role in summer in the
dynamics and the freshwater input of the Parkfield Drain was almost negligible. The north-
ern basin was less affected by tides and freshwater discharge from the Preston and Collie
rivers, becoming hypersaline in summer.
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Figure 6.52: Depth-averaged salinity observed in
a typical summer week (24-12-2011 15:00 - rising
spring tide)

Figure 6.53: Depth-averaged salinity observed
in a typical summer week (25-12-2011 03:00 -
falling spring tide)

Figure 6.54: Depth-averaged salinity observed in
a typical summer week (30-12-2011 12:00 - rising
neap tide)

Figure 6.55: Depth-averaged salinity observed
in a typical summer week (31-12-2011 03:00 -
falling neap tide)

6.4.2 Flood conditions

Figures 6.56 and 6.57 show estuarine salinities before the August 22 extreme discharge
event and Figures 6.58 and 6.59 show the salinity distributions after the extreme discharge
event. A extreme discharge event lowers the Leschenault salinities considerably compared
to the normal conditions (Section 6.4.1), indicating the increased influence of the freshwa-
ter discharge on the salinity. Discharges were higher in the days before the extreme dis-
charge event than during typical winter days. Saline ocean water penetrated the estuary
during rising tide (as is seen in Section 6.4.1), increasing estuarine salinities (Figures 6.56
and 6.58). During falling tide, the process is reversed and saline waters were pushed out of
the estuary (Figures 6.57 and 6.59). Under extreme discharge conditions this process was
strengthened and the southern region of the estuary became totally fresh (Figure 6.59).
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Freshwater was flowing out of the estuary, decreasing the nearshore salinities (Figures 6.58
and 6.59). In the northern basin, the peak discharge of the Parkfield Drain had a consider-
able impact on the salinity reduction. Salinity values in the adjacent bay before the flood
event were around 35 but dropped to minimum values of 25 after the extreme discharge
event (Figures 6.56 and 6.57). Salinities in the central basin situated around 25-27 but de-
creased to 0 in the northern basin (Figures 6.56 and 6.57). After the extreme discharge
event, salinity values of the entire southern and partly of the central basin dropped to 0,
indicating the dominant influence of the freshwater discharge under extreme discharge con-
ditions (Figures 6.58 and 6.59).

Figure 6.56: Depth-averaged salinity during ris-
ing neap tide before the extreme rainfall event of
August 22 (17-08-2011 21:00)

Figure 6.57: Depth-averaged salinity during
falling neap tide before the extreme rainfall
event of August 22 (18-08-2011 15:00)

Figure 6.58: Depth-averaged salinity during ris-
ing spring tide after the extreme rainfall event of
August 22 (23-08-2011 21:00)

Figure 6.59: Depth-averaged salinity during
falling spring tide after the extreme rainfall
event of August 22 (24-08-2011 12:00)
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6.4.3 Seasonal variation

Figure 6.60 show the time- and depth-averaged salinities in winter (left) and summer (right).
The salinity values represent averages over the entire winter and summer periods, filter-
ing out the tidal influence on salinity. Observed salinities in summer (between 30 and 40)
were much higher than in winter (between 15 and 32). Coastal salinities were around 35,
with slightly higher values being observed in summer. Highest salinity values were found in
winter in the northern basin (around 40) and gradually decreased towards the south. The
impact of the freshwater discharge on the salinity was clearly more pronounced in winter
(Figure 6.60). Salinity values near the river mouths were 0 in winter and in summer, river
salinities were considerably higher than in winter (Figure 6.60).

Figure 6.60: Time- and depth-averaged modelled salinity in winter [June 2011 - August 2011] (left) and
summer [December 2011 - February 2012] (right)

6.4.4 Salinity profiles

The same cross-sections adopted for temperature were used to show longitudinal salin-
ity variations (Figure 6.41). Three snapshots of moments in time (winter (21-July-2011
21:00), summer (31-December-2011 12:00) and extreme discharge conditions (24-August-
2011 21:00)) were taken for each cross-section to evaluate seasonal variations of salinity
stratification in the Leschenault Estuary, the rivers and the Bunbury Port. Also, the time-
averaged vertical salinity values are shown for winter and summer.

The Cut-Collie profile

In the Collie River, freshwater flows on top of ocean waters that intrude the estuary near
the bottom. This salinity stratification happened both in winter (Figure 6.61, left) and
summer (Figure 6.61, centre) but it was higher in winter (Figure 6.61, left). The sharp
halocline is still observed near the entrance of the estuary. This halocline is less sharp in
summer and is pushed back up the Collie River. Saline ocean water penetrates the Collie
River along the river bed. However, under extreme flood conditions the halocline is forced
out of the estuary (Figure 6.61, right). The halocline has a sharp gradient despite the sea-
son with varying salinity values between 0 and 35.
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Figure 6.61: Along estuary salinity profile in PSU from the mouth of the Leschenault Estuary to the
Collie River (21-July-2011 21:00 - winter, left), (31-December-2011 12:00 - summer, centre) and (24-
August-2011 21:00 - extreme discharge event, right)

The Cut-Preston profile

The Cut-Preston profiles (Figure 6.62) show similar patterns to the Cut-Collie profiles (Fig-
ure 6.61). The halocline was observed in the southern basin in winter, indicating highly
stratified waters (Figure 6.62, left). In summer, the halocline was pushed upriver (Figure
6.62, right), and had a relatively reduced salinity gradient. Under extreme flood conditions,
the halocline was forced out of the estuary (Figure 6.62, right).

Figure 6.62: Along estuary salinity profile in PSU from the mouth of the Leschenault Estuary to the
Preston River (21-July-2011 21:00 - winter, left), (31-December-2011 12:00 - summer, centre) and (24-
August-2011 21:00 - extreme discharge event, right)

The Cut-Parkfield profile

The Cut-Parkfield profiles (Figures 6.63) showed better mixing than the Cut-Collie and
Cut-Preston profiles (Figures 6.61 and 6.62). During winter, the salinity was almost ho-
mogeneous along the estuary, with highest stratification observed in the southern regions of
the estuary (Figure 6.63, left). In summer, the salinity was almost vertically uniform and
reached hypersaline values (≈40) in the northern reach of the estuary (Figure 6.63, centre).
During the extreme discharge event, the northern regions were well-mixed and high salinity
stratification occurred south of the estuary (Figure 6.63, right).

Figure 6.63: Along estuary salinity profile in PSU from the mouth of the Leschenault Estuary to the
Parkfield Drain (21-July-2011 21:00 - winter, left), (31-December-2011 12:00 - summer, centre) and
(24-August-2011 21:00 - extreme discharge event, right)
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Seasonally averaged profile - Cut-Collie

Winter and summer mean salinities for the Cut-Collie profiles are shown in Figure 6.64. In
winter, the averaged salinity varied from 0 in the Collie River to 35 in the Koombana Bay
(Figure 6.64, left). In summer, this variation was the same but the halocline was located
further upriver, with a much weaker salinity gradient (Figure 6.64, right). In winter, more
freshwater flowed into the estuary (Figure 6.64, left) and in summer, ocean water intruded
further upriver (Figure 6.64, right).

Figure 6.64: Along estuary salinity profile in PSU from the mouth of the Leschenault Estuary to the
Collie River (winter (left) and summer(right) mean)

Seasonally averaged profile - Cut-Preston

In Figure 6.65, the mean winter and summer salinities are shown for the Cut-Preston pro-
file. In winter, the averaged salinity varied between 10 in the Preston River and 35 in the
Koombana Bay (Figure 6.65, left). In summer, this variation lied between 20 in the Preston
River to 35 in the Koombana Bay (Figure 6.65, right). In winter, a higher stratification oc-
curred (Figure 6.65, left), whereas in summer, the salinity homogeneously decreased upriver
(Figure 6.65, right).

Figure 6.65: Along estuary salinity profile in PSU from the mouth of the Leschenault Estuary to the
Preston River (winter (left) and summer (right) mean)

Seasonally averaged profile - Cut-Parkfield

Even less stratification was observed for the Cut-Parkfield profile (Figure 6.66). In winter,
the average water salinity varied between 31 in the central and northern basin of the es-
tuary and 35 in the Koombana Bay (Figure 6.66, left). In summer, this variation lied be-
tween 40 in the northern basin and 35 in the Koombana Bay (Figure 6.66, right). In the
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Cut-Parkfield profile in winter (Figure 6.66, left), the range of salinity variation was much
less than in other cross-sections, which already indicates that the salinity varied less over
depth. Most of the salinity stratification occurred in the southern basin in winter (Figure
6.66, left). In summer, the salinity gradually increased along the estuary, with hypersaline
salinity in the northern regions (Figure 6.66, right).

Figure 6.66: Along estuary salinity profile in PSU from the mouth of the Leschenault Estuary to the
Parkfield Drain (winter (left) and summer (right) mean)

6.5 Estuarine classification

The Leschenault Estuary was classified by assessing the thermohaline characteristics, the
vertical variations of salinity and current velocity, the Richardson layer number and the cir-
culation and stratification parameter of Hansen and Rattray Jr (1966). Each parameter was
calculated for the variability per parameter for both a neap and spring tidal cycle under
winter, summer and peak river flow conditions. The neap and spring tidal cycles all have
a duration of 24 hours, for dominant diurnal tides, including ebbing and flooding periods.
Note that the neap tidal cycle is mainly diurnal with a slight semi-diurnal characteristic.
The start and end dates and times of the considered tidal cycles are summarized in Table
6.2 and shown in Figure 6.67.

Period Start End
Neap Winter 15-Jul-2011 03:00:00 16-Jul-2011 03:00:00
Spring Winter 20-Jul-2011 21:00:00 21-Jul-2011 21:00:00
Neap Summer 24-Dec-2011 15:00:00 25-Dec-2011 15:00:00
Spring Summer 30-Dec-2011 12:00:00 31-Dec-2011 12:00:00
Neap Peak Flow 17-Aug-2011 21:00:00 18-Aug-2011 21:00:00
Spring Peak Flow 23-Aug-2011 21:00:00 24-Aug-2011 21:00:00

Table 6.2: Start and end dates and times of the winter, summer and flood neap and spring tidal cycles

6.5.1 Thermohaline character

The T-S diagrams show the thermohaline characteristics of the Leschenault Estuary at the
different stations, and were built using depth-averaged salinity and temperature data, gen-
erated by the DFM-model. The considered time periods are listed in Table 6.2 and shown
in Figure 6.67. According to De Miranda et al. (2017), the water is more homogeneous if
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Figure 6.67: Tidal cycles at the ‘Cut’ (ESTUARY1) considered in Section 6.5

the set of data points are clustered, indicating no variation in the advective and diffusive
properties. More scattered datasets represent non-homogenous water bodies with variation
in these properties (De Miranda et al., 2017).

Bunbury Port

The T-S diagram at the Bunbury Port (OUTER1) shows temperatures ranging from 15.3-
16 ◦C in winter to 21-22.5 ◦C in summer, and salinities ranging from 31.4-33.8 in winter to
35.4 in summer (Figure 6.68, left). However, the variations between neap and spring were
small. This is probably due to reduced influence of the estuarine waters in the Bunbury
Port, considering the long distance between the ‘Cut’ and the harbour. However, significant
variations in salinity were observed under flood conditions, ranging between 22-30 at spring
and 28-34 at neap. A possible explanation is the high freshwater discharge at this time of
year generating highly variable salinities, although with almost constant temperatures. Fur-
ther, higher temperatures occurred at summer neap and winter spring. This indicates more
intense mixing during spring tides, resulting in warmer water in the harbour in winter and
cooler water in the harbour in summer. Coastal shallow water bodies are more sensitive
to atmospheric heat exchanges and are generally colder than ocean waters in winter and
warmer in summer. The same trend is observed at all other stations.

Figure 6.68: T-S Diagram of OUTER1 (left) and ESTUARY1 (right) for winter, summer and flood
spring and neap tidal cycles

The ‘Cut’

The T-S diagram at the ‘Cut’ (ESTUARY1) shows temperatures ranging from 15-17 ◦C in
winter to 20.5-23 ◦C in summer, and salinities ranging from 22.5-35 in winter to 33.7-35.3
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in summer (Figure 6.68, right). During the peak river flow event, salinities ranged from 3.7
to 31.8 and the temperatures ranged from 13.5 to 16.3 ◦C. The highly variable salinity at
the ‘Cut’ (ESTUARY1) indicates that the station is located in a mixing zone (Figure 6.68,
right). The positive correlation between the temperature and the salinity under flood and
winter conditions represents the influence of both the tide and the freshwater discharge ac-
cording to De Miranda et al. (2017). However, a different pattern was recognized in sum-
mer, with a negative correlation. A possible explanation could be the increased influence
of the tide under drier summer conditions with low river flow. The hypersaline conditions
in the estuary in summer could only be reduced by mixing of ocean water induced by the
tide. Another phenomenon that can be noticed in Figure 6.68 (right) is the lower salinity at
spring tide during the peak river flow event. Overall, salinities were higher in winter spring
than at winter neap due to increased mixing (Figure 6.68, right). Conversely, salinities were
higher in summer inside the estuary and lower salinities occurred at spring than at neap
tide (Figure 6.68, right). On the other hand, the lower salinity values at spring during the
peak flow event were caused by the extreme freshwater flow just before spring tide, dimin-
ishing the influence of the tide.

Central basin

The T-S diagram at the central basin of the estuary (ESTUARY3) shows temperature ranges
of 15-17 ◦C in winter, and 20.5-25.5 ◦C, in summer (Figure 6.69, left). Salinities varied be-
tween 29.3-33.8 in winter, and 34-35.8, in summer (Figure 6.69, left). During the peak river
flow event, the salinity ranged from 8.9 to 27.6 and the temperature ranged from 12.5 to 16
◦C (Figure 6.69, left). Compared to the ‘Cut’ (ESTUARY1), the salinity variation was re-
duced under peak freshwater discharge conditions and almost negligible under normal win-
ter conditions. Again, a positive correlation can be noticed for the flood and winter situ-
ation. Under summer conditions, the salinity variation was almost nil and temperatures
varied only slightly at spring tide (Figure 6.69, left), indicating the dominant tidal influence
in the central basin in summer. In winter, a more balanced influence was observed between
tides and freshwater discharge.

Figure 6.69: T-S Diagram of ESTUARY3 (left) and ESTUARY4 (right) for winter, summer and flood
spring and neap tidal cycles

Northern basin

At the northern basin (ESTUARY4) the T-S diagram (Figure 6.69, right) shows tempera-
ture ranges of 14.3-16 ◦C in winter, and 22.1-26.3 ◦C in summer. Salinities varied between
29.3-31.1 in winter and 35.5-36.9 in summer. During the peak river flow event, salinities
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ranged between 26.1-28.7 and temperatures ranged between 13.2-15.9 ◦C. Compared to the
central basin (ESTUARY3), the salinity variation was less marked, even during the peak
river flow event. Positive correlations were observed for peak river flow and winter condi-
tions (Figure 6.69, right). As a result of the remote location of the northern basin (ESTU-
ARY4), it suffers less influence of tides and freshwater discharge. In summer, salinities were
almost constant and water temperatures varied slightly (Figure 6.69, right). Tidal influence
dominated in the northern basin in summer over freshwater inflow. During winter and the
peak river flow event, both tidal and freshwater discharge influence were important.

Southern basin

The T-S diagram at the southern basin of the estuary (ESTUARY2) shows temperatures
between 13.1-17.1 ◦C in winter, and between 20.3-25 ◦C in summer (Figure 6.70, left).
Salinity varies between 17-34 in winter, and 33.2-35.3 in summer (Figure 6.70, left). Dur-
ing the peak river flow event, salinities ranged between 0.2-6.2 and temperature ranged be-
tween 12-15 ◦C (Figure 6.70, left). Temperature and salinity distributions in summer at the
southern basin (ESTUARY2) had similar patterns to those observed at the ‘Cut’ (ESTU-
ARY1), due to the proximity of these two stations (Figure 6.68, right). Temperature and
salinity distributions in winter had higher variations, indicating a higher influence of the
freshwater discharge in winter at the southern basin (ESTUARY2) (Figure 6.70, left). Dur-
ing the peak river flow event, the southern basin (ESTUARY2) water behaved more like a
river. Both salinity and temperature variations were considerably lower (<6 PSU) than at
other stations, what indicates the dominant influence of the river discharge under peak flow
conditions.

Figure 6.70: T-S Diagram of ESTUARY2 (left) and COLLIE1 (right) for winter, summer and flood
spring and neap tidal cycles

Collie River

The T-S diagram at the Collie River (COLLIE1) shows temperatures ranging between 13.5-
16 ◦C in winter and between 22.2-25.4 ◦C in summer (Figure 6.70, right). Salinities var-
ied between 12.5-20 in winter to 15.7-31.3 in summer (Figure 6.70, right). During the peak
flow event, salinities ranged between 0.5-2.6 and temperatures ranged between 12.6-14.3 ◦C.
The pattern of the temperature and salinity distribution at the Collie River (COLLIE1)
differed significantly from the other stations. The highest variation in salinity and tempera-
ture occurred in summer (Figure 6.70, right), indicating the decreased freshwater discharge
in the Collie River and the higher influence of the tide. It also implies that the mixing zone
extends beyond this point in summer with saline ocean water intruding far into the Collie
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River. In winter, the variation was less pronounced with lower salinity values than inside
the estuary (Figure 6.70, right), implying the higher influence of the freshwater discharge
at COLLIE1 in winter. During the peak flow event, the water in the Collie River (COL-
LIE1) is solely affected by the freshwater discharge (Figure 6.70, right), which pushes the
salt wedge out of the Collie River and partly out of the estuary.

6.5.2 Richardson

The depth-averaged Richardson layer number is used to evaluate the mixing intensity at
the different stations per tidal cycle (specified in Table 6.2 and shown in Figure 6.67). Di-
urnal neap and spring tidal cycles started at rising tide and ended at falling tide (Figure
6.67). For Richardson layer number of more than 20 (RiL > 20), almost no vertical mix-
ing occurs in the water column and the water column can be classified as highly stratified
(De Miranda et al., 2017). For Richardson layer numbers of 2 or lower (RiL < 2), turbu-
lence becomes dominant and the the water column can be classified as well-mixed (De Mi-
randa et al., 2017). For Richardson layer numbers in between 2 and 20 (2 ≤ RiL ≤ 20) ,
the water column can be classified as partially-mixed with slight stratification (De Miranda
et al., 2017).

Bunbury Port

The RiL of the different tidal cycles at Bunbury Port (OUTER1) are shown in Figure 6.71
(left). Bunbury Port waters can be classified as highly stratified (RiL > 20) for neap win-
ter, neap peak flow and spring peak flow tidal cycles (Figure 6.71, left). For spring sum-
mer, neap summer and spring winter tidal cycles, the water at Bunbury Port was mainly
partially-mixed (2 ≤ RiL ≤ 20), with some outliers in the well-mixed zone (Figure 6.71,
left). The size of the box-plots are small indicating small variations in richardson later num-
bers over a single tidal cycle (Figure 6.71, left). The higher Richardson layer numbers at
neap tide than at spring tide for winter and summer conditions at Bunbury Port indicates
the dominant tidal influence on vertical mixing during spring. During the peak flow event,
the influence of the spring tides was dominated by the freshwater discharge, generating
stratified flows in the Bunbury Port (Figure 6.71, left). During summer, the weak fresh-
water discharge was dominated by tides, generating partially-mixed to well-mixed flows in
the Bunbury Port (Figure 6.71, left).

The ‘Cut’

The RiL of the different tidal cycles at the ‘Cut’ (ESTUARY1) show that estuarine wa-
ters at the ‘Cut’ have very dynamic conditions (Figure 6.71, right). In winter, the waters at
the ‘Cut’ (ESTUARY1) were partially-mixed to highly stratified at neap and well-mixed to
partially-mixed at spring (Figure 6.71, right), indicating the higher influence of the fresh-
water discharge during neap and the higher influence of tides during spring in winter. In
summer, the water at the ‘Cut’ (ESTUARY1), was mainly well-mixed, indicating the weak
freshwater discharge dominated by tides (Figure 6.71, right). During the peak river flow
event, the water at the ‘Cut’ can be classified as partially-mixed to highly stratified at spring
and highly stratified at neap (Figure 6.71, right), indicating increased vertical mixing gener-
ated by spring tides.
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Figure 6.71: Richardson layer number at Bunbury Port (OUTER1) (left) and the ‘Cut’ (ESTUARY1)
(right); SPW = Spring Peak Flow, NPW = Neap Peak Flow, SS = Spring Summer, NS = Neap Sum-
mer, SW = Spring Winter and NW = Neap Winter; RiL < 2 = well-mixed, 2 ≤ RiL ≤ 20 = partially-
mixed and RiL > 20 = highly stratified

Southern basin

Figure 6.72 (left) shows the RiL of the different tidal cycles at the southern basin (ESTU-
ARY2). In winter, the waters in the southern basin were highly stratified during neap and
partially to well-mixed during spring (Figure 6.71, left), indicating stratified flows generated
by freshwater discharge at neap and increased mixed flows due to dominant tidal influence.
In summer, the waters in the southern basin were well-mixed during spring and partially
to well-mixed during neap (Figure 6.71, left), which indicates the reduced influence of the
freshwater discharge in summer. During the peak river flow event, the southern basin wa-
ters were highly stratified during neap and partially-mixed during spring (Figure 6.71, left).
This indicates that the southern basin waters are still significantly mixed during the peak
discharge event at spring tide.

Figure 6.72: Richardson layer number at the southern basin (ESTUARY2) (left) and the Collie River
(COLLIE1) (right); SPW = Spring Peak Flow, NPW = Neap Peak Flow, SS = Spring Summer, NS =
Neap Summer, SW = Spring Winter and NW = Neap Winter; RiL < 2 = well-mixed, 2 < RiL < 20 =
partially-mixed and RiL > 20 = highly stratified

Collie River

The turbulence regime in the Collie River (COLLIE1) was rather uniform, with highly
stratified flows for almost all tidal cycles, except the spring tidal cycle during the peak
river flow event (Figure 6.72, right). RiL-values were well above the limits of the transi-
tion zones, which indicated highly stable water bodies with high stratification at the Col-
lie River (COLLIE1) (Figure 6.72, right). However, during the peak flow event, the situa-
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tion changed with extreme river flow pushing the salt wedge out of the rivers, resulting in
a well-mixed water body (Figure 6.72, right). The fact that the peak river flow event oc-
curred a few days after neap tide explains why the water body at neap tide was still highly
stratified. Hence, the chosen neap tide for the peak river flow event occurred before spring
tide. In summer, the influence of the tides became higher in the Collie River, due to the
decreased influence of the freshwater discharge in summer (Figure 6.72, right).

Central basin

The estuarine waters in the central basin (ESTUARY3) are less influenced by the fresh-
water discharge from the south, which can be noticed by the lower RiL shown in Figure
6.73 (left). The central basin waters can be classified as well-mixed for spring summer, neap
summer and spring winter tidal cycles (Figure 6.73, left), indicating weak influence of fresh-
water discharge and higher influence of tides. During neap in winter, the central basin be-
came partially-mixed at moments of dominant freshwater discharge over tides (Figure 6.73,
left). partially-mixed flows were also observed during the peak river flow event, when more
freshwater flowed into the central basin (Figure 6.73, left).

Figure 6.73: Richardson layer number at the central basin (ESTUARY3) (left) and the northern basin
(ESTUARY4) (right); SPW = Spring Peak Flow, NPW = Neap Peak Flow, SS = Spring Summer, NS
= Neap Summer, SW = Spring Winter and NW = Neap Winter; RiL < 2 = well-mixed, 2 < RiL < 20
= partially-mixed and RiL > 20 = highly stratified

Northern basin

The northern basin of the estuary (ESTUARY4) showed even less stratification than the
central basin (ESTUARY3) (Figure 6.73). Only under winter conditions, the Richardson
layer number sometimes was high enough to provide vertical stability and increased stratifi-
cation to become partially-mixed (Figure 6.73, right). The partially-mixed characteristics in
winter were potentially caused by the Parkfield Drain discharge. In summer and during the
peak river flow event, the northern basin waters were well-mixed (Figure 6.73, right). It is
therefore expected that the northern basin is almost unaffected by the freshwater discharge
from the southern rivers.

6.5.3 Vertical distribution profiles

Vertical variations of time-averaged salinity and current velocity were assessed by plotting
salinities and current velocities against the normalized depth. The considered tidal cycles
for each station are summarized in Table 6.2 and shown in Figure 6.67. As the Leschenault
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Estuary has many flow directions due to the different flow regimes along the estuary, both
u- and v-components of the current velocity were assessed. The considered currents are
residual, net flows averaged over single tidal cycles under different (tidal) conditions (Ta-
ble 6.2 and Figure 6.67).

Salinity - Bunbury Port

Figure 6.74 (left) shows the vertical salinity distributions at Bunbury Port (OUTER1).
In summer, the salinity was well-mixed at neap and spring tide with values of 35 in the
Bunbury Port (OUTER1) (Figure 6.74, left). In winter, the vertical salinity variation was
about 1 at spring and slightly higher at neap (Figure 6.74, left). During the peak river flow
event however, the surface salinity was 22 at spring tide and 26 at neap tide, and the bot-
tom salinity was about 35 in both cases (Figure 6.74, left). This indicates that the Bunbury
Port is influenced by the freshwater output of the Leschenault Estuary during extreme river
flow events.

Salinity - The ‘Cut’

Figure 6.74 (right) shows the vertical salinity distributions at the ‘Cut’ (ESTUARY1). In
summer, the salinity values were nearly homogeneous, indicating well-mixed flows (Figure
6.74, right). In winter, the water column at the ‘Cut’ (ESTUARY1) was vertically mixed
at spring tide and weakly stratified at neap tide (Ssurf = 27 and Sbed = 34) (Figure 6.74,
right). During the peak river flow event, a sharp halocline developed at the ‘Cut’ (OUTER1)
((Figure 6.74, right)), with salinities ranging between 10-25 at spring tide and 27-32 at
neap tide.

Figure 6.74: The vertical salinity distribution at OUTER1 (left) and the vertical salinity distribution
at ESTUARY1 (right)

Salinity - Central Basin

Figure 6.75 (left) shows the vertical salinity distributions at the central basin (ESTUARY3).
Partially to well-mixed conditions occurred in the central basin (ESTUARY3) (Figure 6.75,
left). In winter and summer, the central basin waters were well-mixed and during the peak
river flow event, the waters became weakly stratified (Figure 6.75, left). The central basin
(ESTUARY3) waters were strongly affected by the freshwater discharge during the peak
river flow event, and strongly affected by tides under typical winter and summer conditions.
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Salinity - Northern Basin

Figure 6.75 (right) shows the vertical salinity distributions at the northern basin (ESTU-
ARY4). Well-mixed salinities occurred for all tidal cycles (Figure 6.75, right), indicating the
negligible effect of the southern freshwater discharge on the salinity stratification. The in-
fluence of tidal stirring became more important at the central (ESTUARY3) and northern
basin (ESTUARY4). In the northern basin (ESTUARY4), estuarine waters became hyper-
saline (> 35 PSU) in summer. In winter, the northern basin waters were very weakly strati-
fied in winter, indicating a high Parkfield Drain discharge (Figure 6.75, right).

Figure 6.75: The vertical salinity distribution at ESTUARY3 (left) and the vertical salinity distribu-
tion at ESTUARY4 (right)

Salinity - Southern Basin

Figure 6.76 (left) shows the vertical salinity profiles of the southern basin (ESTUARY2).
The southern basin waters (ESTUARY2) were strongly affected by the freshwater discharge
under winter and peak river flow conditions, as the salinities were low and the vertical vari-
ations were high (Figure 6.76, left). During the peak river flow event, salinities ranged be-
tween 0-10 at spring tide and 4-26 at neap tide (Figure 6.76, left). In winter, the salinity
stratification was also significant with values ranging between 22-31 at neap tide and be-
tween 30-32 at spring tide (Figure 6.76, left). In summer, the water in the southern basin
(ESTUARY2) was well-mixed (Figure 6.76, left).

Figure 6.76: The vertical salinity distribution at ESTUARY2 (left) and the vertical salinity distribu-
tion at COLLIE1 (right)
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Salinity - Collie River

Figure 6.76 (right) shows the vertical salinity profiles of the Collie River (COLLIE1). Fierce
stratification was observed throughout the year, with highest stratification under normal
winter conditions (Figure 6.76, right). In winter at neap, the highest salinities occurred
along the river bed of the Collie River (≈33) and the lowest salinities were observed at the
surface (≈5). During the peak flow event, the halocline was forced out of the river, gener-
ating well-mixed, fresh conditions along the water column of the Collie River (COLLIE1).
Note, that the peak flow event occurred during the spring.

Current velocity - Bunbury Port

Figure 6.77 shows the u- and v-components of the current velocities obtained at Bunbury
Port (OUTER1). In summer, the surface current velocities had values of -0.06 m/s in u-
direction and values of 0.05-0.06 m/s in v-direction (Figure 6.77). Current velocities at
the bed were reversed, with values of 0.02 m/s in u-direction and -0.02 m/s in v-direction
(Figure 6.77). The flow was therefore, bidirectional under normal summer conditions, with
a surface current directed to the north-west, coincident with the wind direction in sum-
mer (Figure 6.77). This resulted in a countercurrent near the bed (Figure 6.77). In winter,
the averaged wind velocities were lower and winds were coming from the north-west. This
caused a reversed flow direction at Bunbury Port (OUTER1) in winter, with lower values
(ubed = -0.005 m/s and usurf = 0.02 m/s). During the peak river flow event, the Bunbury
Port (OUTER1) was also affected by the freshwater discharge from the Leschenault Estu-
ary, generating a flow in opposite direction to the wind below the surface and a flow in the
direction coincident with the wind in the lower half of the water column (Figure 6.77).

Figure 6.77: The vertical velocity u-component distribution (left) (+ = east; - = west) and vertical
velocity v-component (right) (+ = north; - = south) at OUTER1

Current velocity - The ‘Cut’

Figure 6.78 shows the u- and v-components of the current velocities of the ‘Cut’ (ESTU-
ARY1). Negative u-components and slightly positive y-components indicate outflow. In
Figure 6.78 (left), the surface currents are westward (leaving the estuary) during the peak
river flow event and in winter, and eastward (entering the estuary) during summer. Cur-
rents in the main body have opposite directions for these tidal cycles (Figure 6.78, left).
These current directions over depth, suggest that a classical estuarine circulation would oc-
cur in summer and a inverse circulation in winter and during peak river flow. However, this
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is exactly the opposite of what should be expected. A classical estuarine circulation rep-
resents an inflowing bottom ocean layer and an out-flowing surface freshwater layer and
an inverse circulation represents an inflowing surface ocean layer and an out-flowing bot-
tom hypersaline estuary layer. The prevailing winds in summer (south-westerly) and win-
ter (north-easterly), provide an explanation for the observed vertical current profiles at
the ‘Cut’ (COLLIE1). It is likely that the surface currents at the ‘Cut’ (ESTUARY1) are
strongly influenced by the winds, generating residual currents underneath the surface layer
(Figure 6.78, left). The v-components of the current velocities (Figure 6.78, right) are north-
ward for all spring tidal cycles and northward for the upper layer for the neap summer tidal
cycle. For neap peak flow and neap winter tidal cycles the upper layer is directed to the
south. It can be concluded that the flow at the ‘Cut’ (ESTUARY1) becomes more stratified
under winter and flood conditions and under summer conditions the water becomes more
mixed (Figure 6.78).

Figure 6.78: The vertical velocity u-component distribution (left) (+ = east; - = west) and vertical
velocity v-component (right) (+ = north; - = south) at ESTUARY1

Figure 6.79: The vertical velocity u-component distribution (left) (+ = east; - = west) and vertical
velocity v-component (right) (+ = north; - = south) at ESTUARY2

Current velocity - Southern Basin

Figure 6.79 shows the current velocities in u- and v-direction at the southern basin (ES-
TUARY2) along the water column. The southern basin waters are suffering the influence
of many different processes, resulting in highly variable (east-west) current velocities. In
summer, the u-velocity at spring tide varied from -0.02 m/s near the surface to 0.04 m/s
near the bed and the v-velocity varied from -0.01 near the bed to 0.03 m/s near the sur-
face (Figure 6.79). During neap tide, a similar trend was observed but with a unidirectional
u-velocity and a bidirectional v-velocity (Figure 6.79). In winter, the neap and spring tide
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situation showed different current regimes in u-direction, with a unidirectional flow of about
0.01 m/s towards the west at spring tide and a slightly bidirectional flow of -0.005 m/s at
the surface and 0.01 at the bed during neap tide (Figure 6.79). This indicates a lower ver-
tical current stratification during spring than neap. Under extreme river discharge condi-
tions, the flow became bidirectional indicating a two layer structure.

Current velocity - Collie River

Figure 6.80 shows the u- and v-components at the Collie River (COLLIE1). The Collie
River (COLLIE1) lies approximately in the east-west direction, with the u-component rep-
resenting the main flow along the river. The vertical current structure was typical shape
for a stratified river with salt-wedge intrusion. The surface flow velocity is directed to the
west (downriver) and the bed flow was directed to the east (upriver) (Figure 6.80). This
is an indication of saline ocean water that flows upriver underneath the out-flowing fresh-
water. The same pattern was observed for winter and summer conditions but changed to
a unidirectional shape under extreme discharge conditions. In this case the salt wedge was
pushed out of the river, generating uniform conditions in the Collie River (COLLIE1) (Fig-
ure 6.80).

Figure 6.80: The vertical velocity u-component distribution (left) (+ = east; - = west) and vertical
velocity v-component (right) (+ = north; - = south) at COLLIE1

Current velocity - Central Basin

Figure 6.81 shows the u- and v-components of the current velocity along the water columns
at the central basin (ESTUARY3), with longitudinal flow along the v-direction. Central
basin waters (ESTUARY3) showed both the classical stratified circulation and the inverse
circulation. The former was evident during the winter neap, winter spring and neap peak
flow for the v-component (Figure 6.81, right). Here, a slight southerly current is observed
near the surface and a modest northward current near the bed. The salinity stratification
is weak for the the central basin in summer and winter (Figure 6.75), which could indicate
that the seasonal wind direction are the dominant driver of the surface currents. A reversed
circulation was observed in summer, with northward flow velocities near the surface layer
and southward direct flow velocities near the bed layer (Figure 6.75). This pattern could be
related to the hypersaline waters in summer in the north of the estuary, which sank below
the northward flowing ocean waters and flowed out of the estuary near the bed. However,
the salinity stratification was very weak, which could argue of this was its driving force. In
summer, southerly winds prevailed, which could be the reason for the northward surface
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currents. The longitudinal salinity gradient could be the driving force of the southward bot-
tom currents. The only exception occurred during spring tide under extreme river flow con-
ditions, when the water body at the central basin (ESTUARY3) was affected by the fresh
waters from the south. The freshwater floated on top of the more saline estuary water to-
wards the north and generated a countercurrent in the lower layers (Figure 6.75).

Figure 6.81: The vertical velocity u-component distribution (left) (+ = east; - = west) and vertical
velocity v-component (right) (+ = north; - = south) at ESTUARY3

Current velocity - Northern Basin

Figure 6.82 shows the flow velocities over the normalized depths at the northern basin (ES-
TUARY4), with longitudinal flows along v-direction. Similar circulation patterns were ob-
served for the northern basin (ESTUARY4) and for the central basin (ESTUARY3) (Fig-
ures 6.81 and 6.82). In winter, a classical estuarine circulation was observed with south-
ward directed surface velocities and northward directed bed velocities. In summer, an in-
verse circulation occurred. Conversely to the central basin (ESTUARY3), the flow during
the extreme discharge event during spring was unidirectional and southward directed (Fig-
ure 6.82). This could be due to smaller influence of the freshwater discharge in the northern
portion of the estuary.

Figure 6.82: The vertical velocity u-component distribution (left) (+ = east; - = west) and vertical
velocity v-component (right) (+ = north; - = south) at ESTUARY4

6.5.4 Circulation and stratification parameter

The stratification-circulation diagram proposed by Hansen and Rattray Jr (1966) (see Sec-
tion 2.2.5) was used to classify the Leschenault Estuary under different conditions, consid-
ering both the u- and v-components. The Leschenault Estuary has many different orienta-
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tions. Therefore, the stratification-circulation diagram is based on both u- and v-components
and the circulation parameter pc is calculated for both u- and v-direction.

Figure 6.83: Circulation-stratification diagram for the x-component of the current velocity

Bunbury Port

Water at the Bunbury Port (OUTER1) is indicated by an asterisk in Figures 6.83 and 6.84.
A general distinction can be made between the estuary class at Bunbury Port (OUTER1)
under normal winter and summer conditions and under extreme discharge conditions. Un-
der normal summer conditions, the very low stratification parameters (pe < 10−3) and mod-
est circulation parameters (pc = 3 · 100), indicated a Type 2a estuary with partially-mixed
flow and low stratification. Under normal winter conditions, a similar classification was ob-
tained with a pe between 3 · 10−2 and 7 · 10−2 and a pc between 3 · 100. However, under ex-
treme discharge conditions, the water body at OUTER1 was classified as Type 2B, due to
the increased stratification induced by the freshwater discharged into the Leschenault Estu-
ary. Moreover, at spring tide the water body starts behaved like a fjord estuary of Type 3b.
This could be due to the stagnant saline bed layer in the Bunbury Port (OUTER1) that
was relatively unaffected at first by the intruding freshwater in the upper layers. The wa-
ter body at BUnbury Port (OUTER1) was classified as a Type 2a estuary most of the year
and became a Type 2b/3b estuary under the extreme peak flow event. The dominant pro-
cesses at the Bunbury Port (OUTER1) for the upstream salt transport were advection and
diffusion most of the analysed year and the current direction reversed over the vertical (Fig-
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ure 6.77). Under peak river flow conditions, advection dominated the salt transport, with a
contribution of over 99% (Hansen and Rattray Jr, 1966).

The ‘Cut’

Waters at the ‘Cut’ (ESTUARY1) are indicated by squares and classified as Type 2a/2b
depending on the conditions (Figures 6.83 and 6.84). For peak river flow conditions, a much
higher stratification parameter was obtained with values between 0.4 and 1 and circulation
parameters varied between 3 and 10 (Figure 6.83). Under peak river flow conditions, the
water body at the ‘Cut’ (ESTUARY1) behaves as a Type 2b estuary (Figure 6.83). The
same estuary type was applicable at neap tide in winter (Figure 6.83). Less pronounced
stratification was observed both for winter and summer springs, resulting in a Type 2a clas-
sification (Figure 6.83). Under extreme flow conditions, the stratification intensified and the
water body acted as a salt wedge (Type 4), with a thin layer of freshwater flowing on top of
deeper saline waters (Figure 6.83). This particularly happened in the Koombana Bay under
extreme flow conditions. Nevertheless, waters at the ‘Cut’ (ESTUARY1) behaved most of
the time as Type 2a/2b, with partially-mixed flow and low to high stratification depending
on the season (Figure 6.83).

Figure 6.84: Circulation-stratification diagram for the y-component of the current velocity
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Southern Basin

Waters in the southern basin (ESTUARY2) are indicated by diamonds and were the most
dynamic in the Leschenault Estuary (Figures 6.83 and 6.84). For neap tide during the peak
river flow event, the circulation parameter was small (< 101 for u and around 1.5 for v)
and the stratification was above 1 (Figures 6.83 and 6.84). This indicated a Type 4 (salt-
wedge) estuary. Under the same peak river flow conditions at spring tide, the water body
was well-mixed, indicating a Type 1a estuary (Figures 6.83 and 6.84). The water body in
the southern basin (ESTUARY2) in winter and summer were classified as Type 2a (Figures
6.83 and 6.84), with a partially-mixed flow and low stratification. The southern basin was
dynamical, and the estuary classification varied between Types 1a, 2a and 4.

Collie River

Collie River waters (COLLIE1) are indicated by plus-symbols and had a consistent estu-
ary classification of Type 2b/4 under normal winter and summer conditions (Figures 6.83
and 6.84). The stratification parameter was around 1 or higher, which lies on the transition
between Type 2b and Type 4 (Figures 6.83 and 6.84). The Collie River (COLLIE1) also
had a salt-wedge behaviour, with saline ocean water penetrating the Collie River near the
bed and freshwater flowing out on top. The flow velocities were reversed over depth and the
stratification was high. Type 4 was also applicable at neap tide under extreme discharge
conditions (Figures 6.83 and 6.84). At spring tide under peak river flow conditions however,
the halocline was displaced outside of the river mouth, generating a well-mixed water body.
In this situation, the estuary had a Type 1a classification (Figures 6.83 and 6.84).

Central & Northern Basin

Central basin waters (ESTUARY3) and northern basin waters (ESTUARY4) are indicated
by triangles and circles, respectively, and the currents flow mainly along the v-direction, i.e.
the longitudinal flow prevails. Central basin waters (ESTUARY3) and northern basin wa-
ters (ESTUARY4) were classified as Type 2a for most of the time (Figure 6.84) and were
partially-mixed with relatively low stratification. However, one exception occurred at the
northern basin (ESTUARY4) at spring tide under peak flow conditions, as the circulation
parameter fell below the transition zone of 1 to 2, resulting in negligible stratification (Fig-
ure 6.84). The water body at peak flow spring in the northern basin (ESTUARY4) was
classified as Type 1a, indicating well-mixed conditions (Figure 6.84).

6.6 Salt transport

According to Dyer (1974), the salinity distribution in an estuary is an equilibrium between
advection and diffusion. The amount of salt in an estuary therefore represents the level
of mixing between fresh and marine waters (Miranda and Castro Filho, 1996). The salt
flux and transport can be used to determine the driving forces of the transport of other
substances (Miranda and Castro Filho, 1996). The salt transport was decomposed, ex-
plained in Section 2.1.1, to determine the physical processes of the salt transport between
the Leschenault Estuary and the ocean. The salt flux components were calculated by us-
ing the equations from Table 2.1. The input for these equations was retrieved from cross-
sections at the ‘Cut’ and the central basin (cross-sectional slice at ESTUARY3) by using
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the map-files of DFM. To filter the tidal and sub-tidal effects, time-averaged periods were
considered that are significantly long (Hunkins, 1981). Therefore, the time-averaged periods
are taken over the whole winter (1-June-2011 to 31-August-2011), summer (1-December-
2011 to 29-February-2011) and year (1-June-2011 to 1-April-2012). The salt flux represent
laterally and depth-averaged values, with the u-direction (east (+) and west (-)) as the gov-
erning flow direction at the ‘Cut’ and the v-direction (north (+) and south (-)) as the gov-
erning flow direction at the central basin. The salt components are summarized in Tables
6.3 and 6.4. The directions of the components are reasonably aligned, which could indicate
that the time-averaged salt fluxes are reliable.

6.6.1 The ‘Cut’

Winter

The dominant parcel of the salt transport in winter was the non-tidal advective component
A (freshwater discharge), with a value of -4.77 kg/s (Table 6.3), indicating a salt flux di-
rected out of the estuary. This was due to the high freshwater discharge flowing into the
Leschenault Estuary in winter. The advective Stokes wave transport (component B) was di-
rected landward, indicating a diffusive process due to a progressive tidal wave (De Miranda
et al., 2017), and had a value of 0.606 kg/s (Table 6.3). The sum of component A and B
was negative, which means they decrease the salinity values in the estuary and sharpen the
salinity gradient between the ocean and the estuary. Component C (topographic trapping)
was the second most important salt flux component with a value of 3.54 kg/s (Table 6.3).
It is suggested that this was due to the phase lag of the tidally-driven salinity St compared
to the tidally driven flow velocity ut of less than 90◦ (De Miranda et al., 2017). Water be-
came entrapped inside the estuary and was released out of the estuary at a later stage than
the tide. The longitudinal salinity gradient induced by this process, generated a disper-
sive transport of salt into the estuary (De Miranda et al., 2017). The negative sign and
low value of component D (gravitational circulation; -0.066 kg/s) (Table 6.3), could mean
that the ‘Cut’ was less stratified than expected. It is therefore suggested that component
D would be higher along transects nearby river mouths, as the salt transport generated by
gravitational circulation is mostly high for partially-mixed and stratified estuaries, where
the increased discharge drives a bottom current up the estuary carrying salt (De Miranda
et al., 2017). Salt transport due to bathymetric tidal pumping (component E), was of the
same order of magnitude as the Stokes drift in winter and was directed landward (Table
6.3). According to Hunkins (1981), these effects are not seasonally varying and maintain
their direction and order of magnitude through the year (De Miranda et al., 2017). In the
Leschenault Estuary they are of minor importance. The components of least importance
are F and G, which was possibly due to the small amplitude of the tidal wave (Table 6.3).
The total salt transport in winter was directed seaward indicating a loss of salt out of the
estuary in winter, decreasing the estuarine salinities. There was an agreement within 43%
between the total salt flux calculated by Equation 2.12 and the total salt flux calculated by
summing up components A to G, which could indicate other factors had significant influ-
ence on the salt flux at the ‘Cut’ in winter (De Miranda et al., 2017).
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Summer

The dominant parcel of the salt transport in summer was component B (Stokes drift) with
a value of -1.1 kg/s (Table 6.3), indicating an advective salt flux directed out of the estu-
ary (De Miranda et al., 2017). This salt flux generated by the Stokes drift has an oppo-
site direction to its propagation and is known as the Stokes drift phenomenon (De Miranda
et al., 2017). Due to the arid climate in summer the influence of component A (freshwa-
ter discharge) was less significant and the direction was seaward (pushing salt out of the
estuary) (Table 6.3). Component A is the second most important factor in the salt trans-
port in summer. The third most important was component C (topographic trapping), with
a value of around 0.26 kg/s and was directed landward (Table 6.3). The influence of the
gravitational circulation in summer was two orders of magnitude smaller than in winter and
negative, indicating a well-mixed estuary with salt pushed out of the estuary by the gravi-
tational circulation. Component E, F and G are all one order of magnitude smaller than in
winter (Table 6.3). The total salt transport in summer was negative and three times higher
than the winter average. This could be explained by the hypersaline character of the es-
tuary that increased the salt content in the estuary. This abundance of salt in the estuary
could then possibly flow out of the estuary mainly due to increased flow near surface and
the Stokes drift. There was an agreement within 1% between the total salt flux calculated
by Equation 2.12 and the total salt flux calculated by summing up components A to G,
confirming that the various terms omitted were of negligible effect in summer (De Miranda
et al., 2017).

Component Physical process Winter Summer Full period
A Freshwater discharge −4.77 −3.02 · 10−1 −2.30
B Stokes drift/progressive tidal wave 6.06 · 10−1 −1.10 −1.17
C Topographic trapping 3.54 2.60 · 10−1 1.85
D Gravitational circulation −6.60 · 10−2 −1.00 · 10−3 −2.07 · 10−2

E Bathymetric tidal pumping 3.59 · 10−1 1.37 · 10−2 1.57 · 10−1

F Tidal shear 1.38 · 10−2 3.60 · 10−3 7.60 · 10−3

G Wind fluctuations 1.70 · 10−3 6.60 · 10−5 9.51 · 10−4

Total Eq. 2.26 −3.17 · 10−1 −1.12 −1.48
Total Eq. 2.12 −5.50 · 10−1 −1.13 −1.54

Table 6.3: Salt flux components in kg/s at transect the ‘Cut’ in winter [1 Jun 2011 - 1 Sep 2011], sum-
mer [1 Dec 2011 - 1 Mar 2012] and the whole year [1 Jun 2011 - 1 Apr 2012]

Whole year

Component A (freshwater discharge) was dominant over the year (-2.30 kg/s), followed
by component C (topographic trapping; 2.85 kg/s) and B (Stokes drift; -1.17 kg/s). The
Leschenault Estuary can therefore be classified as a freshwater dominated estuary, with
a significant influence of a counteracting dispersive salt flux induced by topographic trap-
ping and a supporting advective seaward salt transport driven by Stokes drift (De Miranda
et al., 2017). Component D (gravitational circulation) was less of importance, which in-
dicated the well-mixed character of the ‘Cut’. Bathymetric tidal pumping (component E)
came in fourth place being also significant. Components F and G were negligibly small.
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The total salt flux was negative, caused by the incomplete 10-month period that was con-
sidered. For a 12-month period the total salt flux would have been 0 (Hunkins, 1981). There
was an agreement within 6% between the total salt flux calculated by Equation 2.12 and
the total salt flux calculated by summing up components A to G, confirming that the vari-
ous terms omitted were of negligible effect for the full 10-month period (De Miranda et al.,
2017).

6.6.2 Central Basin

Winter

At the central basin, the dominant physical process influencing the salt flux in winter was
the northward Stokes drift (component B), with an opposite direction to the prevailing
northerly winds in winter (0.0614 kg/s; Table 6.4). The freshwater discharge (component
A) was the second most important physical process, generated by the southern rivers (0.0319
kg/s; Table 6.4). The freshwater discharge and the Stokes drift both transported salt to-
wards the north. Third was the influence by bathymetric tidal pumping (component E),
followed by topographic trapping (C) and tidal shear (component F), which were all an or-
der of magnitude lower than th freshwater discharge and Stokes drift (Table 6.4). Gravi-
tational circulation (component D) and wind fluctuations had a minor role in the salt flux
dynamics in winter.

Component Physical process Winter Summer Full period
A Freshwater discharge 3.19 · 10−2 1.14 · 10−1 6.98 · 10−2

B Stokes drift/progressive tidal wave 6.14 · 10−2 −1.50 · 10−1 −1.28 · 10−1

C Topographic trapping −4.10 · 10−3 −2.50 · 10−3 1.40 · 10−3

D Gravitational circulation 8.67 · 10−4 −2.76 · 10−5 −2.84 · 10−4

E Bathymetric tidal pumping −6.40 · 10−3 −4.64 · 10−4 −8.43 · 10−4

F Tidal shear −2.10 · 10−3 3.67 · 10−4 −1.10 · 10−3

G Wind fluctuations 2.70 · 10−4 −3.68 · 10−4 2.94 · 10−4

Total Eq. 2.26 8.19 · 10−2 −3.89 · 10−2 −5.87 · 10−2

Total Eq. 2.12 8.74 · 10−1 −3.87 · 10−2 −5.77 · 10−2

Table 6.4: Salt flux components in kg/s at transect Central Basin in winter [1 Jun 2011 - 1 Sep 2011],
summer [1 Dec 2011 - 1 Mar 2012] and the whole year [1 Jun 2011 - 1 Apr 2012] (north (+); south(−))

Summer

In summer, the physical process governing the salt flux at the central basin also was the
Stokes drift (component B) (-0.15 kg/s; Table 6.4). However, the Stokes wave transport was
southward in summer, opposite to the prevailing southerly winds in summer. The freshwa-
ter discharge (component A) was the second most important physical process, generated by
the southern rivers (0.114 kg/s; Table 6.4). The freshwater discharge and the Stokes drift
had counteracting directions. Third was the influence topographic trapping (C), being two
orders of magnitude lower than the two most dominant processes (Table 6.4). Components
D, F and G had a minor role in the salt flux dynamics.
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Whole year

During the whole year, the southward Stokes drift transport was the main salt component
of the salt flux (-0.128 kg/s; Table 6.4). This is in line with the summer and winter period.
The second and third most important salt flux were the freshwater discharge (0.0698 kg/s)
and topographic trapping (0.0014 kg/s) respectively (Table 6.4), also in line with summer
and winter. The other component were negligibly small. It could thus be suggested that the
salt dynamics in the central basin were less prone to seasonal variations, with the Stokes
drift, being the most important physical driver.
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7
Scenario: Preston River alignment

The case study of the Preston River alignment was added to this thesis to evaluate the
methodology proposed in this thesis and to give management of the Leschenault Estuary
information related to hydrodynamical changes due to the Preston River alignment. Similar
methodologies can be used to investigate other estuaries.

7.1 Model set-up

The same model set-up was applied to the Preston River alignment scenario (as is summa-
rized in Chapter 4). However, due to the Preston River alignment, a new model grid was
generated. Figure 7.1 (left) shows the initial design of the Preston River alignment pro-
posed by the Bunbury Port Authority in Bunbury Port Authority (2013). However, as can
be seen in Figure 7.1 (left), the river mouth was only shifted by approximately 600 m. Sev-
eral tests have been performed in the calibration phase considering different positions of the
river mouth, which had similar outcomes. The resolution of the grid around the mouth is in
the order of hundred meters, which means the new river mouth is only located 6 grid cells
to the right. This minor alteration of the grid would likely not change the outcomes, and
therefore could not be used to validate the methodology. An additional alignment has been
proposed and designed, shown in Figure 7.1 (right). A gradual descent of the bed level from
the river bed towards the Bunbury Port was applied.

7.2 Water property anomalies

Modelled temperature, salinity, water level and flow velocity results of the Preston River
alignment were used to evaluate the changes in the water properties induced by the align-
ment. The temporal changes at the different stations are presented as well as the time-
averaged values, to visualise the horizontal and vertical changes spatially.
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Figure 7.1: Initial design of the Preston River alignment (Bunbury Port Authority, 2013) (left) and
model grid of the Preston River alignment in D-Flow FM (right)

7.2.1 Local anomalies

The same observation stations were adopted in this Chapter as in Chapter 6, namely OUTER1,
ESTUARY1, ESTUARY2, COLLIE1, ESTUARY3 and ESTUARY4. The median anomalies
of temperature, salinity, water level and flow velocity are summarised in Table 7.1, 7.2 and
7.3, which contain annual, winter and summer averages, respectively. The term anomaly
means a departure from a reference value or long-term average, i.e. a positive tempera-
ture anomaly indicates that the observed temperature was warmer than the reference value,
while a negative anomaly indicates that the observed temperature was cooler than the ref-
erence value. The anomalies were calculated by extracting the data of the initial model
from the modelled data of the Preston River alignment model. The annual average of the
temperature anomaly in the estuary was small, varying between -0.16 ◦C and 0.20 ◦C. Av-
eraged water level and flow velocity values were also small. However, the full period av-
eraged salinity anomaly was considerable at Bunbury Port (OUTER1) and the southern
basin (ESTUARY2), ranging between -2.53 PSU to 3.08 PSU. The highest salinity anoma-
lies were obtained in winter, with varying anomalies between -4.51 PSU and 5.55 PSU. Fur-
thermore, the temporal anomalies were applied to assess the short-term changes in temper-
ature and salinity. The temporal water level and flow velocity anomalies are less significant
and are therefore added to Appendix F.1.

OUT1 EST1 EST2 COL1 EST3 EST4
Temperature [◦C] -0.16 0.07 0.20 -0.15 0.02 0.0003
Salinity [PSU] -2.53 1.06 3.08 0.14 0.88 0.91
water level [m] 0.004 -0.002 -0.003 -0.001 -0.002 -0.002
Vel-mag [m/s] 0.005 0.001 -0.003 0.0007 -0.0005 0.0001

Table 7.1: Median values of full period anomalies of Preston River alignment scenario
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OUT1 EST1 EST2 COL1 EST3 EST4
Temperature [◦C] -0.13 0.15 0.4 0.08 0.04 -0.002
Salinity [PSU] -4.51 1.94 5.55 0.28 1.22 0.76
water level [m] 0.008 -0.004 -0.005 -0.002 -0.003 -0.003
Vel-mag [m/s] 0.003 0.003 -0.002 0.001 -0.001 -0.00003

Table 7.2: Median values of winter anomalies of Preston River alignment scenario

OUT1 EST1 EST2 COL1 EST3 EST4
Temperature [◦C] -0.17 0.01 0.01 -0.27 0.006 0.001
Salinity [PSU] -0.26 0.09 0.20 -0.11 0.20 0.34
water level [m] 0.0005 -0.0003 -0.0003 -0.0002 -0.0003 -0.0004
Vel-mag [m/s] 0.006 -0.0002 -0.001 0.0003 -0.00001 0.0002

Table 7.3: Median values of summer anomalies of Preston River alignment scenario

Temperature

As can be observed in Figure 7.2 and 7.3, the Preston river alignment scenario presented
much higher water temperature fluctuations than the initial conditions. Temperatures showed
higher temporal variability, what could result in complications for the ecology. The higher
fluctuations could be caused by the lower freshwater input, which have decreased the circu-
lation and turbulent mixing in the estuary. The water body was therefore more influenced
by atmospheric forcing, which caused the increased fluctuation. Another hypothesis is the
increased influence of tidal stirring in the estuary, which could explain the diurnal fluctua-
tions. Temperature anomalies had the same order of magnitude for all observation points
and varied between -2 ◦C and 2 ◦C.

Figure 7.2: Temperature anomaly at observation point OUTER1 (left), ESTUARY1 (centre) and ES-
TUARY2 (right)

Salinity

Temporal salinity anomalies were even more accentuated than temperature anomalies, and
reached values of up to 25 at the southern basin (ESTUARY2) (Figure 7.4, right). A clear
distinction can be made between the winter and summer seasons. In winter, the anomaly
had values around 25 and in summer the anomalies were small (oscillating around 0). In
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Figure 7.3: Temperature anomaly at observation point COLLIE1 (left), ESTUARY3 (centre) and ES-
TUARY4 (right)

summer, as freshwater discharge is reduced, the river realignment did not cause much change
to the system. However, the increased freshwater input in winter drastically altered the es-
tuarine dynamics. The southern stations (ESTUARY1 and ESTUARY2) were the most
susceptible to changes, due to the Preston River alignment. The salinity at these stations
was greatly increased, due to the lower river discharge. Obviously, the salinity at Bunbury
Port (OUTER1) decreased due to the new freshwater input of the Preston River align-
ment (Figure 7.4, left). The southern basin water (ESTUARY3), was less affected by the
alignment (Figure 7.5, centre). Even less affected were the Collie River (COLLIE1) and the
northern basin (ESTUARY4), due to their remote location compared to the other stations
(Figure 7.5, left and right).

Figure 7.4: Salinity anomaly at observation point OUTER1 (left), ESTUARY1 (centre) and ESTU-
ARY2 (right)

Figure 7.5: Salinity anomaly at observation point COLLIE1 (left), ESTUARY3 (centre) and ESTU-
ARY4 (right)
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7.2.2 Horizontal variation

Figures 7.6 and 7.7 show the winter and summer spatially-averaged anomalies. Tempera-
ture anomalies occurred mainly in the southern basin and in the Bunbury Port and varied
between -0.2 ◦C and 0.2 ◦C (Figure 7.6). The rest of the estuary was unaffected, excepting
the Collie River that became warmer in winter and colder in summer (Figure 7.6). Major
salinity anomalies were observed for the winter scenario (Figure 7.7). The highest changes
in salinity occurred in the Bunbury Port and the southern basin but salinity values were
changed throughout the estuary in winter (Figure 7.7). In summer, the alterations were less
evident and occurred mainly in the southern basin and to a lesser extent in the northern
regions of the estuary (Figure 7.7). In the northern regions higher salinities occurred, indi-
cating more hypersaline waters in summer after the Preston River alignment (Figure 7.7).
In winter, salinity anomalies varied between -2 and 2 and in summer between -1 and 1 (Fig-
ure 7.7).

Figure 7.6: Mean winter (left) and summer (right) temperature anomaly

Figure 7.7: Mean winter (left) and summer (right) salinity anomaly
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7.2.3 Vertical variation

To assess the spatially varying temperature and salinity anomalies vertically similar longi-
tudinal profiles were used as in Chapter 6. The anomalies were averaged over the winter
and summer periods.

Vertical temperature anomalies - Cut-Collie

Figure 7.8 shows the averages of winter and summer temperature anomalies for a longitu-
dinal profile between the ‘Cut’ and the Collie River (Cut-Collie) (Figure 6.41). In winter,
the average anomaly varied from 0 ◦C in the ocean to 0.2 ◦C in the Collie River (Figure
7.8, left). In summer, this variation lied between -0.2 ◦C in the Collie River to 0 ◦C in the
Koombana Bay (Figure 7.8, right). Therefore, the Collie River was most susceptible to vari-
ations in water temperature. Furthermore, the upper layers in the ‘Cut’ were also prone to
heating in winter, increasing the temperature stratification inside the ‘Cut’.

Figure 7.8: Longitudinal profile with averaged temperature anomalies in ◦C between the mouth of the
Leschenault Estuary and the Collie River- winter (left) and summer (right))

Vertical temperature anomalies - Cut-Preston

Figure 7.9 shows the average winter (left) and summer (right) temperature anomalies means
of the Cut-Preston profile. In winter, the average water temperature anomalies varied from
-0.2 ◦C to 0.2 ◦C in the southern basin (Figure 7.9, left) and in summer between -0.2 and
0 ◦C (Figure 7.9, right). In summer, almost no change in temperature was observed in
the southern basin (Figure 7.9, right). However, in winter the upper layers of the southern
basin increased considerably in temperature in winter (Figure 7.9, left). Besides, a decrease
in temperature was observed in the bottom layers of the southern boundary. This could in-
dicate that the colder ocean water intruded the southern basin of the estuary along the bed
in contrast with the central and northern basins.

Vertical temperature anomalies - Cut-Parkfield

Figure 7.10 shows the average winter (left) and summer (right) temperature anomalies for
the Cut-Parkfield longitudinal section. In summer, no changes in temperature were ob-
served in the Leschenault Estuary (Figure 7.10, left), which indicates the low influence
of the Preston River alignment on the hydrodynamics of the northern regions. In winter,
water temperatures were slightly reduced in the central and northern basin (Figure 7.10,
right). In the ‘Cut’, higher temperatures were observed in the upper layers of up to 0.2 ◦C
(Figure 7.10).
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Figure 7.9: Longitudinal profile with averaged temperature anomalies in ◦C between the mouth of the
Leschenault Estuary and the Preston River- winter (left) and summer (right))

Figure 7.10: Longitudinal profile with averaged temperature anomalies in ◦C between the mouth of the
Leschenault Estuary and the Parkfield Drain - winter (left) and summer (right))

Vertical temperature anomalies - Bunbury Port-Preston

Figure 7.11 shows the average winter (left) and summer (right) temperature anomalies for
the longitudinal profile along Koombana Bay, Bunbury Port and the newly aligned Preston
River. In summer, lower temperatures were observed throughout the Bunbury Port, with
anomalies reaching values of -0.2 ◦C (Figure 7.11, right). In winter, higher temperature val-
ues were observed for the lower reaches of the Bunbury Port and lower values for the upper
layer (Figure 7.11, left).

Figure 7.11: Longitudinal profile with averaged temperature anomalies in ◦C between the Koombana
Bay and the newly aligned Preston River - winter (left) and summer (right))
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Vertical salinity anomalies - Cut-Collie

Figure 7.12 shows the average winter (left) and summer (right) salinities along the Cut-
Collie longitudinal profile. The summer anomalies were negligible in the Collie River and
for the rest of the longitudinal profile (Figure 7.12, right). In winter, much higher salin-
ity values were obtained at the ‘Cut’ and near the bed of the Collie River (Figure 7.12,
left). This could indicate more saline ocean water intrusion in the Collie River and there-
fore more stratification. Changes in salinity varied between 0.5 in the Collie River to 1.5 in
the ‘Cut’ (Figure 7.12).

Figure 7.12: Longitudinal profile with averaged salinity anomalies in PSU between the mouth of the
Leschenault Estuary and the Collie River- winter (left) and summer (right))

Vertical salinity anomalies - Cut-Preston

Figure 7.13 shows the average winter (left) and summer (right) salinity anomalies along
the Cut-Preston longitudinal profile. A clear increase in salinity was observed throughout
the southern basin in summer, with values exceeding 1.5 (Figure 7.13, right). Furthermore,
this increase was observed all the way into the Koombana Bay. In winter, considerably less
change in salinity occurred (Figure 7.13, left).

Figure 7.13: Longitudinal profile with averaged salinity anomalies in PSU between the mouth of the
Leschenault Estuary and the Preston River- winter (left) and summer (right))

Vertical salinity anomalies - Cut-Parkfield

Figure 7.14 shows the average winter (left) and summer (right) salinity anomalies for the
Cut-Parkfield longitudinal profile. In summer, the salinities in the estuary remained more
or less the same but increased in the northern regions (Figure 7.14, right). This suggests
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that the hypersaline character of the estuary became more pronounced. In winter, the salin-
ity rose in the entire estuary due to the lower freshwater input (Figure 7.14, left).

Figure 7.14: Longitudinal profile with averaged salinity anomalies in PSU between the mouth of the
Leschenault Estuary and the Parkfield Drain - winter (left) and summer (right))

Vertical salinity anomalies - Bunbury Port-Preston

Figure 7.15 shows the average winter (left) and summer (right) salinity anomalies for the
Koombana Bay - Bunbury Port - Preston River profile. The salinities in the Bunbury Port
decreased in summer and winter, due to the new freshwater input of the Preston River
(Figure 7.15). However, in winter the salinity only decreased in the upper layers and in-
creased in the lower layers, indicating reduced vertical mixing in winter at Bunbury Port
(Figure 7.15, left).

Figure 7.15: Longitudinal profile with averaged salinity anomalies in PSU between the Koombana Bay
and the newly aligned Preston River - winter (left) and summer (right))

7.3 Estuarine classification

The changes in the governing hydrodynamic processes of the Leschenault Estuary and the
influence of their physical drivers were assessed by the proposed classification techniques.
The most effective methods to evaluate the governing processes are the Richardson theory,
the stratification-circulation diagram and the decomposition of the salt transport.

7.3.1 Richardson

To assess the change in stratification the Richardson layer number was calculated for the
Preston River alignment scenario and compared with the initial Richardson values of Sec-
tion 6.5.2.
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Bunbury Port

At Bunbury Port (OUTER1) the stratification regime was significantly changed (Figure
7.16, left). In winter, the water body at Bunbury Port (OUTER1) was more stable in the
vertical (Figure 7.16, left), with values far above the transition zone, indicating a highly
stratified water column. In summer, the situation remained unchanged, with partially-
mixed to stratified conditions at neap tide and increased mixing at spring tide (Figure 7.16,
left). Under peak river flow conditions, the water body at Bunbury Port (OUTER1) was
highly stratified, with almost no vertical mixing (Figure 7.16, left), similar to the initial sit-
uation.

Figure 7.16: Richardson layer number for the Preston River alignment scenario at Bunbury Port
(OUTER1) (left) and the ‘Cut’ (ESTUARY1) (right); SPW = Spring Peak Flow, NPW = Neap Peak
Flow, SS = Spring Summer, NS = Neap Summer, SW = Spring Winter and NW = Neap Winter;
RiL < 2 = well-mixed, 2 ≤ RiL ≤ 20 = partially-mixed and RiL > 20 = highly stratified

The ‘Cut’

At the ‘Cut’ (ESTUARY1), the stratification weakened, indicated by lower Richardson
numbers (Figure 7.16, right). In winter, the water body at the ‘Cut’ (ESTUARY1) changed
for the spring tidal cycle to a well-mixed flow, with RiL < 2. At winter neap tide, the wa-
ter body at the ‘Cut’ (ESTUARY1) remained the same, with partially-mixed to stratified
flows (Figure 7.16, right). In summer, a similar regime occurred at the ‘Cut’ (ESTUARY1),
with even higher mixing (Figure 7.16, right). During the peak river flow event, a reduced
stratification regime was found, with stratified to partially-mixed conditions (Figure 7.16,
right).

Southern Basin

At the southern basin (ESTUARY2) less stratification was observed along the water col-
umn than in the initial situation (Figure 7.17, left). In winter, the stratification reduced
significantly, resulting in higher vertical instability at spring tide (RiL,median < 2) (Figure
7.17, left). During the winter neap, also less stratification was observed, indicated by lower
Richardson numbers (Figure 7.17, left). In summer, the water body remained well-mixed
during spring and also became well-mixed during neap after the alignment of the Preston
River (RiL < 2) (Figure 7.17, left). During the peak discharge event, the reduced freshwa-
ter input in the Leschenault Estuary increased mixing at the southern basin (ESTUARY2)
during spring, indicating a higher influence of tidal stirring (Figure 7.17, left). At neap tide,
the water body became less stratified and partially-mixed (Figure 7.17, left).
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Collie River

The situation at COLLIE1 remained unaffected by the Preston River alignment and had
similar stratification regimes as the situation without alignment (Figure 7.17, right).

Figure 7.17: Richardson layer number for the Preston River alignment scenario at the southern basin
(ESTUARY2) (left) and the Collie River (COLLIE1) (right); SPW = Spring Peak Flow, NPW = Neap
Peak Flow, SS = Spring Summer, NS = Neap Summer, SW = Spring Winter and NW = Neap Winter;
RiL < 2 = well-mixed, 2 ≤ RiL ≤ 20 = partially-mixed and RiL > 20 = highly stratified

Central & Northern Basin

At the central basin (ESTUARY3), the stratification regimes were more or less unaffected
by the Preston River alignment (Figure 7.18, left). However, for the peak discharge condi-
tions the stratification decreased due to the reduced freshwater input caused by the align-
ment, resulting in well-mixed flows. Only during peak flow neap, the waters at the central
basin became slightly partially-mixed (Figure 7.18, left). For the winter and summer sit-
uations, the stratification was already very low and remained unchanged, indicating well-
mixed conditions, excepting partially-mixed conditions during winter neap (Figure 7.18,
left). At the northern basin (ESTUARY4), the situation was totally unchanged, indicating
that the stratification in the northern parts of the estuary was unaffected by the Preston
River alignment (Figure 7.18, right).

Figure 7.18: Richardson layer number for the Preston River alignment scenario at the central basin
(ESTUARY3) (left) and the northern basin (ESTUARY4) (right); SPW = Spring Peak Flow, NPW =
Neap Peak Flow, SS = Spring Summer, NS = Neap Summer, SW = Spring Winter and NW = Neap
Winter; RiL < 2 = well-mixed, 2 ≤ RiL ≤ 20 = partially-mixed and RiL > 20 = highly stratified
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7.3.2 Stratification-circulation diagram

The circulation and stratification diagram was applied to the Preston River alignment sce-
nario to assess the impact on the circulation and stratification regime of the Leschenault
Estuary. The results for u- and v-directions are shown in Figure 6.83 and 6.84 and were
compared with the initial results of Section 6.5.4.

Bunbury Port

Waters at the Bunbury Port (OUTER1) are indicated by asterisks in Figures 7.19 and 7.20.
The circulation and stratification regime in the Bunbury Port (OUTER1) changed drasti-
cally after the Preston River alignment. During the peak discharge event, the water body
at Bunbury Port (OUTER1) acted as a salt wedge Type 4 estuary, with a higher order of
stratification and negligible mixing. In winter, the stratification was one order of magnitude
lower and the water body behaved more like a Type 2b estuary. Under summer conditions,
the stratification was even further reduced and had a Type 2a classification. The water in
the Bunbury Port thus behaved as a partially-mixed estuary with low to high stratification
under normal conditions, and occasionally as a salt-wedge estuary under peak discharge
conditions.

Figure 7.19: Circulation-stratification diagram for the u-component of the current velocity - Preston
River Alignment
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The ‘Cut’

Waters at the ‘Cut’ (ESTUARY1) are indicated by squares in Figures 7.19 and 7.20. The
water body first had a Type 2a classification for normal summer conditions and winter con-
ditions at spring tide, a Type 2b classification for winter and peak discharge conditions at
neap tide and a Type 4 classification for peak discharge conditions at spring tide. After the
Preston River alignment, the stratification dropped drastically for all conditions. Under
peak river flow conditions, the water body at the ‘Cut’ (ESTUARY1) was classified as Type
2b. Under normal winter and summer conditions, less stratification was observed at the
‘Cut’ (ESTUARY1), resulting in a Type 2a estuary.

Figure 7.20: Circulation-stratification diagram for the v-component of the current velocity - Preston
River Alignment

Southern Basin

Southern basin (ESTUARY2) waters, indicated by diamonds in Figures 7.19 and 7.20, were
the most dynamical of the Leschenault Estuary for the initial situation, with classifications
varying between Types 1a, 2a and 4. After the Preston River alignment, the waters in the
southern basin became less dynamical (Figures 7.19 and 7.20). In summer, the estuary
class behaved as Type 2a, with negligibly small stratification and partially-mixed circula-
tions. In winter and during the peak discharge event at spring tide, the estuary class was
also Type 2a, with more pronounced stratification and a partially-mixed water body. Only
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at neap tide during peak flow, the stratification became high enough for Type 2b.

Collie River

Collie River waters (COLLIE1), indicated by plus-symbols in Figures 7.19 and 7.20, were
more or less unaffected by the Preston River alignment. Collie River waters (COLLIE1)
were classified as Type 1a estuaries for peak discharge conditions at spring tide, a Type
4 estuary for normal winter conditions and peak discharge conditions at neap tide and a
Type 2b estuary for normal summer conditions. After the Preston River alignment the clas-
sifications remained the same (Figures 7.19 and 7.20).

Central & Northern Basin

Water bodies at the central (ESTUARY3) and northern basin (ESTUARY4), indicated by
triangles and circles respectively, maintained the same classification after the Preston River
alignment (Figures 7.19 and 7.20). However, both stations showed a considerable decrease
in stratification. After the Preston River alignment, the circulations at the central (ESTU-
ARY3) and northern basin (ESTUARY4) were still well-mixed with a bidirectional flow
pattern (Type 2a; (Figures 7.19 and 7.20)). Further, the water became well-mixed at the
northern basin (ESTUARY4) during the peak discharge event (Figures 7.19 and 7.20).

7.4 Salt transport

To analyse the effects of the Preston River alignment on the dominant physical processes
governing the salt transport at the ‘Cut’ and the central basin, the results of Tables 6.3 and
6.4 were compared with the results of the Preston River alignment scenario, listed in Tables
7.4 and 7.5. The same winter, summer and annual (10 months) averages were considered as
in Section 6.6.

Component Physical process Winter Summer Full period
A Freshwater discharge −2.85 −4.39 · 10−1 −1.36
B Stokes drift/progressive tidal wave 6.41 · 10−1 −1.10 −1.19
C Topographic trapping 1.93 2.17 · 10−1 1.04
D Gravitational circulation −7.05 · 10−2 −9.50 · 10−4 −1.89 · 10−2

E Bathymetric tidal pumping 1.10 · 10−1 1.39 · 10−2 4.63 · 10−2

F Tidal shear 1.09 · 10−2 3.30 · 10−3 3.30 · 10−3

G Wind fluctuations 9.56 · 10−4 8.75 · 10−5 3.03 · 10−4

Total Eq. 2.26 −2.22 · 10−1 −1.31 −1.48
Total Eq. 2.12 −2.24 · 10−1 −1.32 −1.49

Table 7.4: Salt flux components in kg/s at transect the ‘Cut’ in winter [1 Jun 2011 - 1 Sep 2011], sum-
mer [1 Dec 2011 - 1 Mar 2012] and whole year [1 Jun 2011 - 1 Apr 2012]

7.4.1 The ‘Cut’

After the Preston River alignment, the influence of the freshwater discharge (component
A) was reduced. However, it remained the most dominant process in winter and over the
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year (10 months). The salt flux A was around 40% less in winter and the whole year (10
months) compared to the situation with original Preston River location. In summer how-
ever, the component A increased by 45%. The Stokes wave transport (component B), was
unaffected by the Preston River alignment, because no alterations were applied to the tidal
forcing. Coincidentally with the decreased influence of the freshwater discharge, the effect
of topographic trapping (component C) on the salt transport was also reduced. The less-
ened freshwater discharge decreased the accumulation of water in the estuary, weakening
the longitudinal salinity gradient. In winter, the salt flux C of the river alignment scenario
was 45% lower than the initial situation. In summer, the reduction was 17% and over the
year 44%. The tidal correlation between the freshwater discharge and topographic trapping
can thus easily be noticed. With regard to the gravitational circulation (component D), its
impact on the salt transport increased with the higher salt flux in winter by 7% and de-
creased in summer and the whole year by 6% and 9% respectively. However, the influence
of the steady shear dispersion was minor compared to components A, B and C. Compo-
nents E, F and G, maintained their minor role on the salt transport. After the alignment of
the Preston River, components A, B and C still had a dominant role on the salt transport.
The influence of the Stokes drift on the salt transport remained equal, while the influence
of the freshwater discharge and topographic trapping decreased by 40% and 45% respec-
tively. This means the Stokes drift became relatively more important after the alignment
of the Preston River compared to the freshwater discharge and topographic trapping. The
Stokes wave transport and the freshwater discharge were both oriented seaward.

Component Physical process Winter Summer Full period
A Freshwater discharge 2.63 · 10−2 1.26 · 10−1 7.40 · 10−2

B Stokes drift/progressive tidal wave 6.42 · 10−2 −1.47 · 10−1 −1.31 · 10−1

C Topographic trapping −1.30 · 10−3 −1.7 · 10−3 1.80 · 10−3

D Gravitational circulation 3.04 · 10−4 −1.17 · 10−4 −8.90 · 10−5

E Bathymetric tidal pumping −4.60 · 10−3 −4.98 · 10−4 −1.00 · 10−3

F Tidal shear −2.00 · 10−3 4.28 · 10−4 −6.69 · 10−4

G Wind fluctuations 2.50 · 10−4 −3.67 · 10−4 2.46 · 10−4

Total Eq. 2.26 8.32 · 10−2 −2.33 · 10−2 −5.75 · 10−2

Total Eq. 2.12 8.75 · 10−2 −2.29 · 10−2 −5.65 · 10−2

Table 7.5: Salt flux components in kg/s at transect Central Basin in winter [1 Jun 2011 - 1 Sep 2011],
summer [1 Dec 2011 - 1 Mar 2012] and whole year [1 Jun 2011 - 1 Apr 2012]

7.4.2 Central Basin

After the Preston River alignment, the directions of the salt flux and the order of domi-
nance remained the same, indicating no major changes in the salt flux dynamics at the
central basin. The influence of the Stokes drift (component B) was similar after the Pre-
ston River alignment and remained the most dominant process. The salt flux driven by
the freshwater discharge (component A), was around 18% less in winter, but 11% and 6 %
higher in summer and the whole year (10 months) respectively. The freshwater discharge
maintained its second most dominant position. Topographic trapping was decreased by
70% and 30% in winter and summer respectively but increased over the whole year by 30%,
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and remained the third most important salt flux at the central basin. Bathymetric tidal
pumping (component) had a substantial impact on the salt transport in winter and over
the whole year but had a less significant role in summer. Gravitational circulation played a
minor role on the salt transport overall. However, due to the Preston River alignment the
gravitational circulation salt flux became three times higher. Other salt flux components
were negligible.



Part IV

Evaluation

The study conducted for this thesis is thoroughly discussed
to outline the general importance of this research but also
to summarize the assumptions that have been made and
the major questions that remain. Besides, the final con-
clusions and recommendations for follow-up studies are
presented.

Chapter 8: Discussion

Chapter 9: Conclusion & recommendations
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8
Discussion

As estuaries are prone to climate change and human interference, good water quality man-
agement is vital for the existence of these fragile ecosystems. One of the tools that can be
used in supporting management decisions is a 3D-hydrodynamic numerical model, which
can simulate water quality properties such as temperature and salinity. The measurements
and model results presented in this thesis contributed to the understanding of the gov-
erning processes of the Leschenault Estuary’s physical dynamics. Furthermore, the model
was used to identify the consequences of a potential management intervention, the Preston
River alignment. In this chapter, a reflection and insights on the modelling of such systems
is provided. Furthermore, the results on the physical processes in the Leschenault Estuary
are discussed and further generalised.

8.1 Numerical modelling aspects

The hydrodynamic modelling package, used in this study is the D-Flow FM module of the
numerical modelling package Delft3D-FM developed by Deltares. Several assumptions were
made in this study, which may affect the results.
The bed level in the DFM-model is generated by interpolating the bathymetry data on the
unstructured grid. To guarantee the depth in the estuary and the rivers, the bathymetry
data was averaged by using the minimum value in a certain range. This leads to higher
than observed depths, but this approach was adopted to improve the salt transport distri-
butions in the rivers.
A spatially uniform atmospheric forcing has been imposed to the model. Available spatially
variable data were adopted from an atmospheric model with 10 km grid resolution. As the
domain of the Leschenault Estuary is around 10x20km, the meteorological spatial varia-
tions were not significant. The measured meteorological forcing was applied instead. Atmo-
spheric variations on a scale of 10 km were negligible, and therefore assumed to be almost
constant in an area of 10x20 km.
The tidal forcing at the western boundary had a tidal and sub-tidal component. At first,
the sub-tidal component was generated by filtering the tidal signal from the observed wa-
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ter level at the Bunbury Port. However, the correct execution of this process is quite chal-
lenging and prone to errors. Therefore, the sub-tidal forcing from the OFAM-Bluelink-
model was applied to the DFM-model. The same tidal components as the CSIRO model
were adopted but using the phases and amplitudes inferred from the Bunbury Port tidal
gauge measurements (Australian Hydrographic Office). It could be argued if this method
is going to generate realistic results in future models. To improve the water level and the
current velocities, usually current forcing is added to the boundaries. However, the water
level results showed a good agreement with the observed data, which diminished the need
for adding current velocities to the boundaries. Moreover, the model used to develop the
current velocity was the same as for the atmospheric forcing. The coarse resolution could
therefore cause unrealistic circulations and flow velocities in the high resolution model.

The main drivers of the salt transport in the D-Flow FM module were the horizontal and
vertical eddy diffusivity parameters. Very gentle modifications of these parameters resulted
in completely different circulation and stratification regimes inside the estuary. A sensi-
tivity analysis has been conducted to find the best performing value for these parameters.
Some studies suggest that an increase in the horizontal diffusivity would increase the salt
transport along the estuary. Less information is available for the order of magnitude of hor-
izontal and vertical diffusivities in shallow and small estuaries like the Leschenault Estuary.
The DFM-manual stated that the order of magnitude of the vertical eddy diffusivity pa-
rameter for highly stratified estuaries with only small vertical mixing is 10−4. However, the
best performing vertical eddy diffusivity parameter for the Leschenault Estuary, was two
orders of magnitude smaller (10−6).

8.2 Insights on the Leschenault Estuary case

The Leschenault Estuary behaved mainly as a partially-mixed estuary with low to high
stratification, and occasionally as a well-mixed or salt-wedge-like estuary. Therefore, the
Leschenault Estuary is a very dynamic water body encompassing different regimes depend-
ing on location and season. This is line with earlier studies (Semeniuk et al., 2000) (Char-
teris and Deeley, 2000) (Gillibrand et al., 2012). The general water circulation is the classi-
cal estuary circulation driven by gravitational circulation, with saline ocean waters intrud-
ing the estuary near the bed and brackish estuarine waters flowing out on top. In summer,
the estuary presented an inverse circulation, with hypersaline estuarine waters flowing out
of the estuary near the bed and ocean waters intruding the estuary on top. Again, this is
in line with theory and earlier studies (Gillibrand et al., 2012). However, this pattern was
not found at the ‘Cut’, which could be explained by the dynamic conditions in the southern
basin (i.e., more vertical mixing). The cross-section at the ‘Cut’ showed two main circula-
tion patterns, a horizontal and a vertical two-layered current velocity structure, depending
on the conditions. Highest velocities in the horizontal two-layered structure were found at
the south side of the ‘Cut’. However, no changes in direction were observed at the cross-
section over the lateral axis. The dominant processes with regard to salt transport at the
‘Cut’ were the freshwater discharge, the Stokes drift and the topographic trapping. Be-
sides, the northern and central basins were less stratified than the southern basin, which
could indicate the higher influence of tidal stirring in these parts. This is emphasized by
the measurements conducted in 2020. Whereas earlier studies (Charteris and Deeley (2000)
and Gillibrand et al. (2012)) stated that the tidal phase lag and attenuation inside the
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Leschenault Estuary were accentuated, recent measurements showed a minor phase lag and
relatively less attenuation. This could indicate a higher influence of the tides in the north-
ern regions. However, due to an overestimation of the dimensions of the ‘Cut’ in the model,
the attenuation and the phase lag in the DFM-model were less than observed. Still, the
modelled phase lag was more realistic than shown by earlier models (Charteris and Deeley,
2000) (Gillibrand et al., 2012), which confirmed the reliability of the model.

8.3 Insights on the physical drivers of the hydrodynamics of
the Leschenault Estuary

Ryan et al. (2003) classified the Leschenault Estuary as wave-dominated, based on mor-
phological characteristics. However, freshwater discharge and tides play a dominant role in
the Leschenault Estuary, especially in the southern basin and the ‘Cut’. In the central and
northern basins, the waters are shallower and stagnant, and therefore more susceptible to
winds, waves and Coriolis. At the central basin, the Stokes drift transport is the dominant
physical process driving the salt transport, confirming the findings of Ryan et al. (2003). In
the northern basin and near the estuary’s boundaries, winds have a substantial effect on the
current directions and magnitudes. It is also assumed that Coriolis can play an important
role in the water circulations in these areas.

8.4 Insights on the Preston River alignment scenario

The hydrodynamic changes in the Leschenault Estuary dynamics due to the Preston River
alignment met the expectations. Due to the reduced freshwater discharge in the main estu-
arine body, salinities increased considerately. Much higher salinity values were observed in
winter than in the initial situation. Temperature changes were less significant, but can be
significant during short periods of time. The circulation-stratification regime drastically
changed in the Bunbury Port and southern basin due to the alignment, in line with the
expectations. The freshwater influence increased in the Bunbury Port resulting in higher
stratification and greater seasonal variability. Further, the freshwater influence decreased
in the southern basin, reducing the stratification and seasonal variations. The central and
northern basin remained more or less unaffected by the intervention, what confirmed the
lower influence of the freshwater discharge on the northern regions. The same applies to the
Collie River, which had its hydrodynamics unaffected in its hydrodynamic regime. Regard-
ing the salt flux, the influence of the freshwater discharge was significantly reduced com-
pared to the influence of the Stokes drift. This makes sense as the tidal amplitude has not
changed and the freshwater discharge was reduced in the estuary. The topographic trapping
was also dependent on the freshwater input at the Leschenault Estuary, being therefore, re-
duced by the same order of magnitude. This indicates the Stokes wave transport became
relatively more important in the main body of the estuary.

The methods and models used in this thesis have proved to be reliable and valuable assets
for management. A follow-up research on the physics of the Leschenault Estuary is there-
fore recommended. These easy-to-apply methods could also be applied to other estuarine
systems and could be very valuable for management.
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9
Conclusion & Recommendations

The objective of this study is formulated as follows:

"Improve the understanding of the processes governing the hydrodynamics
in the Leschenault Estuary relevant for management purposes, and to forecast
changes in water quality and enhance environmental regulatory decision-making,
by using efficient and easy-to-apply methods for the observed and modelled
data"

What are the governing hydrodynamic processes of the Leschenault Estuary
and their main physical drivers? The processes governing the hydrodynamics in the
Leschenault Estuary are internal circulation, stratification and turbulence. These were pre-
dominantly driven by the freshwater discharge and tides. The importance of both physi-
cal processes on the advective and diffusive terms depends on the seasonal conditions and
the specific location. In general, three different conditions can be distinguished: normal
summer conditions, normal winter conditions and peak river discharge conditions. Under
normal summer conditions, the freshwater input was drastically lower than under normal
winter conditions. This means that the influence of the freshwater input is reduced and the
effect of tidal stirring is increased (i.e., more vertical mixing), with diffusive processes be-
ing dominant in summer. In winter, the freshwater input increased, consequently increasing
the stratification and the importance of advective processes. Occasionally, peak flow events
occurred, pushing the salt wedge out of the rivers and partially out of the estuary. In this
case, the flow became unidirectional and well-mixed at certain locations.

Besides the distinction between seasonal conditions, the Leschenault Estuary can be spa-
tially subdivided in four different areas (river, southern basin, central basin and northern
basin) based on the governing hydrodynamic processes and their physical drivers. Firstly,
the rivers are predominantly driven by the freshwater discharge. However, due to tidal forc-
ing, the saline ocean water is able to penetrate upriver along the bed leading to strong
stratification. The freshwater flows out of the estuary on top of this saline ocean water
layer. At the front of this salt wedge high entrainment mixing occurs. However, both layers
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are mostly driven by advection. Secondly, the southern basin has the most dynamic regime
influenced by the northern regions, the Preston River, the Collie River and the Cut. The
governing hydrodynamic processes are therefore highly variable in this region and diffusive
and advective processes can dominate depending on the circumstances. Central basin wa-
ters are less prone to stratification induced by the Collie and Preston River. In an event of
peak river discharge, less saline waters can intrude the central basin, causing more strati-
fication and disrupting the general circulation patterns. Two circulation patterns are ob-
served in the central basin: the classical estuary circulation and the inverse estuary cir-
culation. The former is observed in the Leschenault Estuary under normal winter condi-
tions and the latter under normal summer conditions driven by the hypersaline conditions
in the northern basin. The northern basin becomes hypersaline in summer due to the re-
duced depth, low freshwater discharge from the Parkfield Drain and its remote position.
The main physical drivers in the northern basin were tides, winds, Coriolis and evaporation.
The importance of tides in the central and northern basin was higher than concluded in
earlier studies that estimated a higher than observed phase lag and tidal attenuation of the
tide (Charteris and Deeley, 2000) (Gillibrand et al., 2012). Winds mostly affected shallower
areas in the northern basin and near the estuary’s boundaries. The same areas might also
be influenced by Coriolis, however the influence of winds was assumed to be dominant over
Coriolis.

What are efficient classification techniques for management and how can the
Leschenault Estuary be classified?

The stratification-circulation diagram of Hansen and Rattray Jr (1966) was applied to clas-
sify the water bodies at the five distinct stations in the Leschenault Estuary. The stratification-
circulation diagram provides a first, simplified approach to classify and compare different
estuaries. However, care should be taken in the application of the diagram and complemen-
tary methods are required to confirm the findings. Therefore, the Richardson layer num-
ber, TS-diagrams and vertical distribution profiles were also used to understand the estuar-
ine physical dynamics. The water body at the ‘Cut’ was classified as a partially-mixed and
weakly stratified estuary (Type 2a) under summer conditions and winter spring tide condi-
tions and as a partially-mixed and strongly stratified estuary (Type 2b) under winter neap
and peak discharge neap conditions. The water body at the ‘Cut’ (ESTUARY1) can occa-
sionally be classified as a salt-wedge estuary under peak discharge conditions at spring tide.
A clear difference between spring and neap tide is noticed when assessing the winter sce-
nario. At spring tide, the tidal forcing was stronger and therefore tidal stirring was more
pronounced. In this case, the stratification becomes less at the ‘Cut’. At neap tide, the
tidal forcing was weaker, increasing the dominance of the freshwater input and the strat-
ification. In the southern basin, the water body was the most dynamic and could not be
classified to a single regime. The classification varied between well-mixed and weakly strat-
ified (Type 1a), partially-mixed and weakly stratified (Type 2a) and highly stratified with
almost no vertical mixing (Type 4) in this region. The regime at the Collie River varied
between partially-mixed to highly stratified, with well developed gravitational circulation.
Occasionally, the river can transform into a well-mixed, freshwater body during peak river
discharge. The northern regions were classified as Type 2a, indicating a partially-mixed wa-
ter body with low stratification and reversed flow over the depth. The classification meth-
ods used in this thesis successfully determined the hydrodynamic regimes both in space and
time. The efficient well-performing methods are therefore recommended for water quality
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management.

What are the main physical drivers of the salt transport in the Leschenault Es-
tuary?

A clear difference could be distinguished between the physical drivers of the salt transport
at the ‘Cut’ and the central basin. Over the whole year, the main physical process that in-
fluenced the salt transport at the ‘Cut’, was the freshwater discharge. The advective salt
flux of the freshwater discharge was negative, and therefore seaward. The second most im-
portant process was the topographic trapping, which is tidally correlated. An increased wa-
ter level due to the tides corresponded to increased trapping of water in the Leschenault
Estuary and therefore more dispersion. Increased freshwater discharge also increased the
accumulation of water in the estuary, generating higher flushing times and therefore more
diffusive mixing of salt. The salt flux by topographic trapping was transporting salt into
the estuary. The third process, Stokes drift, had a similar order of magnitude as the pre-
vious two processes. At the ‘Cut’, the Stokes drift was directed oppositely to the land-
ward wave propagation, driving salt out of the estuary. The other salt flux components
(gravitational circulation, bathymetric tidal pumping, tidal shear and wind fluctuations)
played a minor role in the salt balance of the ‘Cut’. In winter, the influence of the freshwa-
ter discharge was dominant increasing the salt flux due to topographic trapping. In sum-
mer, the Stokes drift was the main driver of the salt transport and generated a seaward salt
flux. The dominant physical driver of the salt transport over the whole year at the central
basin was the Stokes drift, followed by the freshwater discharge and topographic trapping.
The salt flux driven by the freshwater discharge was northward, caused by the southern
rivers. The Stokes wave transport was southward in summer, coincident with the prevail-
ing northerly winds. Topographic trapping also counteracted the freshwater discharge and
transported salt southward by dispersion. Gravitational circulation played a minor role on
the salt flux dynamics at the central basin, indicating less developed gravitational in the
central and northern basin. Other components also played a minor role on the salt trans-
port at the central basin.

How will the Preston River Alignment change the hydrodynamics, the classifi-
cation and the salt transport in the Leschenault Estuary and which conclusion
can be drawn from these changes on a management level?

The Preston River alignment had a significant impact on the characteristics of the Leschenault
Estuary leading to higher fluctuations of temperature and salinity inside the estuary. Com-
pared to the initial situation, the annually averaged temperature increased only slightly (<
0.20 ◦C) but the temperatures could rise or fall temporally and locally up to 5 ◦C. With
regard to salinity, local and temporal changes of -15 to +25 were observed, compared to
the initial situation. In winter, the lower freshwater supply in the Leschenault Estuary due
to the Preston River alignment, drastically changed the temperature and salinity values.
In summer, minor changes in salinity were observed. The southern basin was the most af-
fected area in the estuary, showing much higher salinity variations both during winter and
summer (average salinity anomalies of 1-2). Also in the Bunbury Port, the regime changed
drastically. In summer, the water body was partially-mixed with low stratification. In win-
ter, the water body was partially-mixed with high stratification, and under peak discharge,
a salt wedge estuary developed in the Bunbury Port. At the ‘Cut’, the water body after
the river alignment was classified as partially-mixed and highly stratified under extreme
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river discharge and partially-mixed and weakly stratified under normal conditions. The wa-
ter body at the ‘Cut’ thus becomes much less dynamic after the Preston River alignment.
The southern basin was partially-mixed with low to high stratification after the alignment.
The water bodies in the Collie River and in the central and northern basins were less influ-
enced by the alterations and maintained their stratification-circulation regime. With regard
to the driving forces of the salt transport, no major changes were observed in the relative
influence of the different components. The dominant process driving the salt transport at
the ‘Cut’ was the freshwater discharge, followed by topographic trapping and Stokes drift.
However, the effect of the freshwater discharge and the topographic trapping became rel-
atively weak compared with the effect of the Stokes drift. The physical drivers of the salt
transport at the central basin were not affected by the Preston River alignment, indicat-
ing the weak influence of the southern rivers on salinity at the central and northern basins.
From a management perspective it is relevant to note that despite the Preston River align-
ment, the Collie River and the central and northern basin remained more or less unaffected
in terms of stratification-circulation regime. However, higher salinity and temperature fluc-
tuations were observed in winter, which could have detrimental effects on the ecology. Also
the regimes of the Bunbury Port, southern basin and the ‘Cut’ were drastically altered.
This stresses the need for an ecological evaluation of this potential intervention.

9.1 Recommendations

This study recommends the use of efficient classification methods to evaluate the governing
hydrodynamic processes of an estuary and to unravel its main physical drivers. Besides, the
successful use of D-Flow FM to develop a 3D-numerical model promotes the application of
Delft3D-FM packages for follow-up studies. Besides the hydrodynamics, morphodynamics
could be modelled in order to expand the overall knowledge in the dynamics of systems like
the Leschenault Estuary.
In the model set-up, waves have been left out of the calculations, because no wave data was
available for the 2011/2012 period. As the Leschenault Estuary is very shallow (<0.5 m) at
some points, it is suggested that the waves will increase the vertical mixing in these shallow
zones. The wave data from Feb 2020 - Apr 2020, gave some insight in the order of magni-
tude of the wave height, which is less than 10 cm in this period. This indicates, the waves
will not have a significant effect on most parts of the estuary. However, these waves were
measured for summer/autumn conditions and higher waves could occur in winter. The in-
fluence of waves in winter should be evaluated in the future, particularly in the shallow and
stagnant regions of the estuary.
The tidal and sub-tidal forcing of the western boundary in the DFM-model have been ob-
tained by combining the input used in the CSIRO-model and observed data of the Aus-
tralian Hydrographic Office. While developing the DFM-model several attempts were done
to filter the tidal signal from the observed water level at the Bunbury Port. This process
was quite challenging and prone to errors. Instead, a combination between the sub-tidal
input of the CSIRO-model and the tidal constituents minus J1 and MSM of the CSIRO-
model was used with the measured tidal phase and amplitude of the Australian Hydro-
graphic Office. This solution was found after a thorough calibration process, but it is ar-
guable if this solution will work for other periods of time. Improving the filter methods to
extract the sub-tidal component from the measured level is recommended.
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The modelled evaporation did not match well to the measured evaporation and future im-
provements in the representation of this process are recommended. Different methods were
applied to the model and the model presented in this thesis used the composite model,
which considers humidity, cloudiness, air temperature and water temperature. Besides,
model 1 was used with prescribed evaporation on the rainfall input, which resulted in very
different temperature outcomes than observed. The impact of evaporation seems to be
rather insignificant for most parts of the estuary. However, the stagnant and shallow north-
ern parts are likely to be more prone to evaporation. Correcting the evaporation rates could
improve the representation of the hydrodynamics of the northern regions.

In addition to the evaporation, the calculation of the water temperature should also be in-
vestigated. Throughout the calibration process the temperature results did not improve
and remained the same. This indicates that the water temperature is most importantly
affected by atmospheric forcing. The atmospheric forcing has not been altered during the
process, and should be calibrated in future studies. Besides, the use of spatially variable at-
mospheric data improve the temperature results. However, it is arguable if the resolution of
the existent models will be fine enough to generate more realistic results than the measured
data.

In the sensitivity analysis, the diffusivity and viscosity had significant impact on the salin-
ity values in the model. However, less data were available about these parameters. Even-
tually, a much lower vertical eddy diffusivity was applied to the model than literature sug-
gested. Calibration of these values are time consuming, and measurement of the diffusivity
in the field would be advisable. Therefore it is suggested to conduct measurements on the
diffusivity and viscosity in the estuary.

The tidal phase lag between the Bunbury Port and the Leschenault Estuary is about 1-2
hours, which is less than previous studies assumed. Moreover, the attenuation is also less
than previous studies assumed. However, the modelled water level results were not damp-
ened at all in the DFM-model. This could probably be due to the dimensions of the Cut or
the Leschenault Estuary in general. A bathymetric survey of the Cut would provide a more
reliable result.

The decomposition of the salt fluxes highlighted the main physical processes affecting the
salt transport at the ‘Cut’. The salt transport could also be investigated at different cross-
sections inside the estuary since physical drivers varied spatially. The classification methods
provided in this thesis are valuable tools for management.

The influence of winds and Coriolis was not investigated thoroughly in this study, but could
be important drivers of the Leschenault Estuary hydrodynamics. Coriolis and winds are
likely to be dominant drivers of the water circulation in shallow and stagnant regions of the
estuary. It is therefore recommended to research their influences.
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AppendixA
Literature review

A.1 Oceanic influence

The definition of an estuary stated by Potter et al. (2010) in Section 2.2.1 already implied
that estuarine hydrodynamics are affected by oceans. The dynamics of shallow waters can
therefore not be understood without any knowledge of the physical principles of the deep
ocean. According to Tomczak and Godfrey (1994) a basic understanding of the oceanic hy-
drodynamics can be obtained by considering the interior pressure field, the Coriolis force
and friction. These forces are the main ingredients of the most important theories of the
oceanic hydrodynamics, namely geostrophic flow, Ekman layer transport and the Sverdrup
balance.

A.1.1 Oceanic forcing

In Section 2.1 it became clear that hydrodynamics are mainly driven by the interior pres-
sure field in the water column. As oceans are deep, the vertical pressure gradient in oceans
is mainly dependent on the water depth and thus on the weight above a certain point in
the water column (Tomczak and Godfrey, 1994). The vertical pressure gradient is therefore
not of importance in deep oceans, as it does not initiate motion of water. On the contrary,
horizontal pressure gradients are causing large scale circulations in oceans and can be due
to thermohaline forcing and spatially varying water levels (Tomczak and Godfrey, 1994).
The second important force, the Coriolis force, is the deflection of moving objects due to
the Earth’s rotation to the right on the Northern Hemisphere and to the left on the South-
ern Hemisphere (Ji, 2017). The Coriolis force is only of importance in large water bodies
that are wide enough to allow a force normal to the water bodies axis (Ji, 2017). The last
important force is friction, which is an essential force which governs the transfer of momen-
tum from the atmosphere to the ocean (Tomczak, 1998). Friction is the main force behind
the generation of waves and wind-driven currents on all kinds of water bodies (Tomczak
and Godfrey, 1994).
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A.1.2 Geostrophic flow

In deep oceans the effect of friction on currents is mostly negligible (Tomczak and Godfrey,
1994). Currents are therefore driven by a balance between the Coriolis force and the hori-
zontal pressure gradient (Ji, 2017). This is called the geostrophic balance, which is depicted
in Figure A.1. As can be seen in Figure A.1, geostrophic currents flow along isobars, with
the low pressure zone on its right on the Southern Hemisphere and with the low pressure
zone on its left on the Northern Hemisphere. An isobar is a line connecting points of equal
atmospheric pressure (Reddy, 2005). Moreover, according to Tomczak and Godfrey (1994),
the isopycnals, lines connecting points of equal density, slope upwards right of the direction
of flow on the Southern Hemisphere and left of the direction of flow on the Northern Hemi-
sphere.

Figure A.1: Geostropic balance on Southern (left) and
Northern (right) Hemisphere (Tomczak, 1998)

Figure A.2: Ekman layer balance on
Northern Hemisphere, the reverse applies
on Southern Hemisphere (Huang, 2015)

A.1.3 Ekman layer

The Ekman layer can be defined as a boundary layer of an ocean where the Coriolis force is
balanced by a frictional force (Huang, 2015). In Figure A.4, the Surface Ekman layer is de-
picted generated by a wind stress on the ocean’s surface. A frictional stress on the surface
counteracts the winds stress, which subsequently causes the transfer of momentum from
the atmosphere to the ocean (Tomczak and Godfrey, 1994). The earth’s rotation results
in a force called the Coriolis force, perpendicularly directed to the wind stress and causes
the surface current to bend 45◦ from the wind direction (Tomczak and Godfrey, 1994).
In Figure A.2 it can clearly be seen that the current deflects further from the wind direc-
tion down the water column. As is mentioned by Huang (2015) the Ekman layer can occur
in a water column as long there is a horizontal frictional stress. To satisfy the balance be-
tween Coriolis and friction, the interior pressure field is assumed to be equal (Huang, 2015).
This means the balance assumes that there is no stratification in the water column and the
surface is horizontal (Tomczak and Godfrey, 1994). According to Tomczak and Godfrey
(1994), this is often satisfied as wind is causing turbulent mixing in the surface layer, re-
sulting in a balance between friction and Coriolis. The average transport of water in the
Ekman layer is pointed perpendicular and to the right of the wind direction on the North-
ern Hemisphere and to the left of the wind direction on the Southern Hemisphere, as is
depicted in Figure A.2. It should be noted that this mechanism applies to a relationship
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between the wind direction and the direction of the Ekman layer transport and not the cur-
rent in the Ekman layer (Tomczak and Godfrey, 1994).

A.1.4 Sverdrup balance

The Sverdrup balance can best be described as a balance between the wind stress curl,
which is the rotation in the wind field around the vertical axis, and the depth-integrated
transport of water in oceans (Thomas et al., 2014). It combines the frictional, pressure and
Coriolis force, into a single balance and is the main theory behind the large scale oceanic
circulation (Tomczak and Godfrey, 1994). It states that friction is only of importance in
the Ekman layer and friction is zero below the Ekman layer (Tomczak and Godfrey, 1994).
Two important phenomena are caused by wind and drive the oceanic circulation, namely
Ekman pumping and Ekman suction, shown in Figure A.3. In case of Ekman pumping,
wind is causing surface divergence (an area where the water surface is depressed), which
raises the water from the interior layer up into the Ekman layer in a process called up-
welling (Encyclopaedia Britannica, 2015). In case of Ekman suction, wind is causing sur-
face convergence (an area where water flows meet and result in an accumulation of water),
which pushes the water from the Ekman layer down the water column in a process called
downdwelling (Encyclopaedia Britannica, 2015).

Figure A.3: (a) Ekman pumping (b) Ekman suction; on Northern Hemisphere (Huang, 2015)

Figure A.4: The Surface Ekman layer produced
by a wind stress on the surface (Huang, 2015)

Figure A.5: The Bottom Ekman layer gener-
ated by a frictional force at the bottom (Huang,
2015)
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A.1.5 Friction

As any layer with a horizontal frictional stress can in theory be an Ekman layer accord-
ing to Huang (2015), the bottom layer can also be called an Ekman layer. In Figure A.5,
the Bottom Ekman layer is depicted for an idealised situation with a flat bottom and an
uniform flow in a rotating framework. Tomczak and Godfrey (1994) explained that the Ek-
man spiral depicted in Figure A.2, can be observed in water depths of 1.25 times the Ek-
man layer height. In water depths of 1 to 0.5 times the Ekman layer height, the current is
getting more in line with the wind direction as the influence of Coriolis becomes less and
the influence of the wind stress and the frictional stress becomes more in shallower depths
(Tomczak and Godfrey, 1994). The deformation of the Ekman layer spiral over different
depths is depicted in Figure A.6. In water bodies with water depths of 0.2 times the Ekman
layer height, the Coriolis effect becomes negligibly small and the current is controlled by
the wind stress and bottom friction (Tomczak and Godfrey, 1994). In this case, the Ekman
layer transport is directed in the direction of the wind.

Figure A.6: Ekman layer transport
for different depths (Tomczak, 1998)

Figure A.7: Different coastal zones based on their upwelling
dynamics (Tomczak, 1998)

A.1.6 Downdwelling and upwelling

The upwelling and downdwelling processes in the deep ocean have already been expounded
in Section A.1. However, the impact of downdwelling and upwelling is an order of magni-
tude higher in coastal regions and the driving forces differ from the deep ocean (Tomczak,
1998). As can be seen in Figure A.7, the coast can be divided in three regions according to
Tomczak (1998), the inshore region, the mid-shelf region and the slope region. The inner
shore is the region where the Ekman current is directed in the direction of the wind as is
explained in Section 2.2.2. The dominant process controlling upwelling and downdwelling
in the inner region is therefore offshore and onshore wind respectively (Tomczak, 1998). In
case of downdwelling an onshore wind is causing an onshore surface current and an offshore
bottom current. This means warmer and fresher surface water is transported to the coast
and pushed to the bottom near the coast, where it is transported offshore. In an upwelling
event, offshore wind is producing surface water movement away from the coast and an on-
shore bottom current. This means saltier and colder water is transported from the bottom
layer to the surface layer near the coast. In contrast, the warmer and fresher surface water
is moved away from the coast. In the mid-shelf region, the influence of the frictional stress
in the bottom layer becomes less noticeable, which means the Ekman spiral is present here.
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In the mid-shelf region, the upwelling and downdwelling are mainly driven by alongshore
winds (Tomczak, 1998). In this situation transport of water is deflected to the right of the
wind direction on the Northern Hemisphere and to the left on the Southern Hemisphere. It
therefore depends on the wind direction if upwelling or downdwelling is experienced. The
most outer region, the slope region, experience downdwelling and upwelling affected by
winds also, but has some additional drivers (Tomczak, 1998). The first mechanism is dy-
namic uplift, which is a shift of the thermocline’s position caused by variations of the posi-
tion of a current or eddy formations (Tomczak, 1998). The second mechanism explained by
Tomczak (1998) is tidal pumping, which is the amplification of the tidal current and causes
significant turbulence.

A.1.7 Sea level variation

Tomczak (1998) explained that the presence of coasts obstruct the free flow of oceanic cur-
rents, which results in the accumulation of water near coasts. Whereas accumulations of
water in deep oceans is usually of small duration due to Ekman pumping, the presence of
coasts allow longer periods of accumulations due to the supportive character of the coast
(Tomczak, 1998). This accumulation of water along the coast, lead to sea level variations
and thus horizontal pressure gradients. Subsequently, the horizontal pressure gradients in-
dicate the presence of alongshore currents. According to van Rijn (2013), four types of cur-
rents exist in the vicinity of the coastal zone: tide-, wind-, density- and wave-induced cur-
rents. Wave-induced currents are out of the thesis’ scope, but are of significant importance
in the hydrodynamics of estuaries. Tidal currents have briefly been explained in Section
2.2.2. However, it should be noted that tidal currents are affected by processes like refrac-
tion, reflection, damping, Coriolis and shoaling, which have impact on the amplitude and
propagation of the tidal waves (van Rijn, 2013). Due to reflection and Coriolis the tidal
currents propagate around a amphidromic point in amphidromic systems and due to shoal-
ing and bottom friction the tidal amplitude is increased (van Rijn, 2013). Wind generated
currents can be subdivided in two categories as is explained by van Rijn (2013): local wind
drift currents and large-scale circulation systems. Tomczak (1998) defined local wind gener-
ated currents as currents generated by sea level set-up and large scale wind generated circu-
lations as Kelvin waves and coastal trapped waves.

A.2 Geomorphic classifications

Geomorphology is "the study of the nature and history of landforms and the processes which
create them" (Ryan et al., 2003). The advantage of geomorphic characteristics is that they
are easily observed by the eye and provides a fundament for biological and ecological re-
search (Ryan et al., 2003). One of the first estuarine classifications was conducted by Pritchard
(1952, 1967) as is stated in De Miranda et al. (2017) and considered these geomorphic char-
acteristics to categorize estuaries. This lead to the classification of estuaries into fjords,
coastal plains, bar built estuaries (coastal lagoons) and tectonically created estuaries (De Mi-
randa et al., 2017). Boyd et al. (1992) defined a more extensive geomorphic classification
system based on the three driving forces of coastal geomorphology: waves, tides and river
discharge. This resulted in the process-based triangular diagram depicted in Figure A.8.
Here, seven different estuary types can be distinguished based on their fluvial power and
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their relative power between waves and tides (Boyd et al., 1992). Ryan et al. (2003) used
this process-based framework in their conceptual model to classify Australia’s coastal wa-
terways. The conceptual model developed by Ryan et al. (2003), used in Chapter 3, com-
bines geomorphic, environmental and climatic classification systems to describe the hydro-
dynamics, morphodynamics and nutrients dynamics of the coastal waterways. In this way
it is easier for managers to make well-founded decisions. However, between the geomorphic
classified coastal waterways, but even in a single coastal waterway, the hydrodynamics like
circulation patterns, mixing processes and salinity stratification are highly variable (De Mi-
randa et al., 2017). This underlines the need for hydrodynamic classification systems to be
able to really understand the dynamics of estuaries.

Figure A.8: Estuarine classification (Boyd et al., 1992)
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Data

B.1 Tidal constituents

2016 2017 2018 2019 2020
Constituent A [m] φ [◦] A [m] φ [◦] A [m] φ [◦] A [m] φ [◦] A [m] φ [◦]
K1 0.175 301.6 0.175 301.6 0.175 301.6 0.175 301.5 0.175 301.5
O1 0.12 288.5 0.12 288.5 0.2 288.5 0.12 288.5 0.12 288.5
SA 0.111 69.9 0.111 70.2 0.111 69.7 0.111 70 0.109 70.2
M2 0.057 299.6 0.057 299.7 0.057 299.7 0.057 299.6 0.057 299.5
S2 0.052 300.7 0.052 300.8 0.052 300.8 0.052 300.7 0.052 300.6
P1 0.051 291.2 0.051 291.3 0.051 291.3 0.051 291.2 0.051 291.2
Q1 0.03 278 0.03 278.1 0.03 278.1 0.029 278.2 0.029 278.3
SSA 0.028 156 0.028 156 0.027 154.9 0.027 155.2 0.027 155.3
S1 0.022 44.2 0.022 44.2 0.022 44.2 0.022 44.3 0.022 44.2
N2 0.02 341.9 0.02 342.2 0.019 342.4 0.019 342.4 0.019 342.4
2MS6 0.008 75.7 0.008 75.4 0.008 75.6 0.008 75.8 0.008 75.8
MU2 0.008 322.7 0.008 322.7 0.008 322.6 0.008 322.7 0.008 322.8
M4 0.007 283.3 0.007 283.4 0.007 283.4 0.007 283.3 0.007 283.2
MF 0.006 91.5 0.006 84.5 0.006 86.6 0.006 89.1 0.006 85.8
MSF 0.005 296.9 0.006 289 0.006 296 0.006 296.7 0.005 290.8
2N2 0.005 314.3 0.005 314.5 0.005 314.7 0.005 314.9 0.005 314.9
MM 0.005 246.9 0.005 256.1 0.005 252 0.005 240.9 0.005 235.5
MS4 0.005 6 0.005 6.3 0.005 6.2 0.005 5.8 0.005 5.8
L2 0.004 281 0.004 280.9 0.004 281 0.004 281.2 0.004 281.6
NU2 0.003 340.6 0.003 340.9 0.003 342.4 0.003 341.5 0.003 341.8
T2 0.002 298.5 0.002 297.5 0.002 299.2 0.002 298.8 0.002 299

Table B.1: Amplitude (A) and Phase(◦) measured by DWER of all tidal constituents present at Bun-
bury Port
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Constituent A [m] φ [◦]
J1 0.008 333
K1 0.168 298
K2 0.016 288
M2 0.054 292
MF 0.033 73
MM 0.017 200
MSF 0.028 321
MSM 0.033 34
MU2 0.008 301
N2 0.018 337
O1 0.12 283
P1 0.051 290
Q1 0.032 269
S2 0.048 293

Table B.2: Amplitude (A) and Phase(◦) calculated by Gillibrand et al. (2012) of the major tidal con-
stituents present at the Bunbury Port
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Model set-up

C.1 Output parameters

Figure C.1: Output parameters page 1
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Figure C.2: Output parameters page 2
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C.2 Miscellaneous

Figure C.3: Miscellaneous page 1 (left) and miscellaneous page 2 (right)

Figure C.4: Miscellaneous page 3 (left) and miscellaneous page 4 (right)
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AppendixD
Calibration & validation

D.1 CSIRO-model validation

The CSIRO-model of 2012, expounded in Gillibrand et al. (2012), is calibrated and vali-
dated against observed data collected at six different observation locations, which are also
considered in this research. However, the naming of the observation points is different:
Bunbury is OUTER1, Collie is COLLIE1, Cut is ESTUARY1, Estuary 3 is ESTUARY4,
Estuary 6 is ESTUARY3 and South Estuary is ESTUARY2. The modelled waterlevel is
validated at one observation point, Bunbury. The modelled salinity and temperature are
validated at six observation points, namely: Collie (bed and surface), Cut, Estuary 3, Estu-
ary 6 and South Estuary.

D.1.1 CSIRO waterlevel

The waterlevel data at the Bunbury Port, generated with the CSIRO-model, is depicted
in Figure D.1 and is validated against observed data. The index of agreement of Willmott
et al. (1985) is 0.99 and the RMSE is 0.05 m. The modelled waterlevel of the CSIRO-model
is therefore in good agreement with the observed data.

Figure D.1: CSIRO-model waterlevel at Bunbury Port validated against observed data
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D.1.2 CSIRO salinity

The CSIRO salinity output correctly simulates the main physics of the estuarine salinity
as can be seen in Figure D.2. However, the saline ocean water does not seem to penetrate
all the way up the Collie River. Gillibrand et al. (2012) blamed this on the coarse vertical
resolution of the model grid in the rivers. A vertical grid size of 0.5 m is considered in the
CSIRO-model, while the river is less than a meter deep at some points. Besides, the salin-
ity in the central and northern basin (Estuary 6 and Estuary 3 respectively) is lower than
the observed data. Gillibrand et al. (2012) blamed this on the overestimation of the fresh-
water discharge of the Parkfield Drain. Overall, the index of agreement is around 0.8 and
a RMSE of 2-6 PSU (10-25% of the weighted average) in the estuary. For the Collie River
these values are higher indicating a worse agreement.

Figure D.2: CSIRO-model salinity at Bunbury Port validated against observed data
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D.1.3 CSIRO temperature

The CSIRO-model temperature output is in good agreement with the observed tempera-
ture data as can be seen in Figure D.3. The index of agreement of Willmott et al. (1985) is
typically higher than 0.9 and the RMSE is around 1 ◦C (less than 10% of the weighted av-
erage). This emphasizes the reliability of the model in simulating the temperature correctly.

Figure D.3: CSIRO-model temperature at Bunbury Port validated against observed data
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D.2 Salinity

The modelled salinity was validated against salinity data collected at six different obser-
vation points: ESTUARY1 (Figure D.4), ESTUARY2 (Figure D.5), ESTUARY3 (Figure
D.6), ESTUARY4 (Figure D.7), COLLIE1BED (Figure D.8) and COLLIE1SURFACE (Fig-
ure D.9).

Figure D.4: Modelled and observed salinity values for observation point ESTUARY1

Salinity - ESTUARY1

The simulated salinity at ESTUARY1 was in good agreement with the observed data (Fig-
ure D.4). The d2 was equal to 0.97 and RMSE to 2.49 PSU (less than 10% of the weighted
average). Compared to the CSIRO-model (d2 of 0.87 and RMSE of 2.57 PSU) the DFM-
output is in better agreement with the observed data.

Figure D.5: Modelled and observed salinity values for observation point ESTUARY2

Salinity - ESTUARY2

The salinity generated with the DFM-model at observation point ESTUARY2 was also in
good agreement with the observed data (Figure D.5). However, less observed data were
available, what reduced the reliability of the statistics. The d2 was equal to 0.92 and RMSE
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to 5.99 PSU (around 20% of the weighted average). Compared to the CSIRO-model (d2 of
0.85 and RMSE of 6.35 PSU) the DFM-output presented a better agreement with the ob-
served data.

Figure D.6: Modelled and observed salinity values for observation point ESTUARY3

Salinity - ESTUARY3

The modelled salinity at ESTUARY3 represents the general variability of the observed
salinity (Figure D.6). However, the second half of the dataset has lower salinity values than
observed, which could indicate an excess of freshwater discharge or an underestimation
of the evaporation in the central basin. The d2 was equal to 0.92 and the RMSE to 4.61
PSU (around 15% of the weighted average). Compared to the CSIRO-model (d2 of 0.79 and
RMSE of 4.17 PSU), the DFM-output had similar performance.

Figure D.7: Modelled and observed salinity values for observation point ESTUARY4

Salinity - ESTUARY4

The modelled salinity at observation point ESTUARY4 compared well with the observed
data (Figure D.7). Similarly to ESTUARY3, the salinity values were underestimated from
the beginning of November 2011 until March 2012. The d2 was equal to 0.94 and the RMSE
to 2.66 PSU (less than 10% of the weighted average). Compared to the CSIRO-model (d2
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of 0.84 and RMSE of 4.81 PSU) the DFM-output performed better. It can clearly be seen
that in the first half of the period the salinity matched well the observed data. In the sec-
ond half of the year, the salinity was underestimated. This could possibly indicate that the
model is underestimating the evaporation in summer or the freshwater input is too high in
summer.

Figure D.8: Modelled and observed salinity values for observation point COLLIE1BED

Salinity - COLLIE1BED

At observation point COLLIE1BED the modelled salinity data matched the observed data
well (Figure D.8). Despite some errors, the modelled salinity shows the same variability
as the observed data. Gillibrand et al. (2012) concluded that due to the highly dynamic
character of the Collie River it is difficult to correctly model the salinity inside the Collie
River. Small errors in the input of the model can lead to major errors in the model out-
put of the Collie River. The d2 was equal to 0.95 and the RMSE to 7.03 PSU (around 25%
of the weighted average). Compared to the CSIRO-model (d2 of 0.68 and RMSE of 11.85
PSU) the DFM-output represented a great improvement. This can clearly be seen by com-
paring Figure D.8 with Figure D.2.

Figure D.9: Modelled and observed salinity values for observation point COLLIE1SURFACE
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Salinity - COLLIE1SURFACE

The modelled salinity of observation point COLLIE1SURFACE sufficiently matches the
observed data as can be seen in Figure D.9 (right). The same difficulties were encountered
for this observation point as for COLLIE1BED. The d2 was equal to 0.9 and the RMSE
to 9.65 PSU (around 33% of the weighted average). Compared to the CSIRO-model (d2
of 0.72 and RMSE of 12.99 PSU) the DFM-output is in much better agreement with the
observed data.

Figure D.10: Modelled and observed temperature values for observation point ESTUARY1

D.3 Temperature

The modelled temperature were validated against data collected at observation point ES-
TUARY1, ESTUARY2, ESTUARY3, ESTUARY4 , COLLIE1BED and COLLIE1SURFACE.

Figure D.11: Modelled and observed temperature values for observation point ESTUARY2

Temperature - ESTUARY1

The modelled temperature at ESTUARY1 matched the observed data well (Figure D.10).
Temperature was slightly overestimated in the first two months, probably because of the
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initial conditions. A good agreement was observed for the remaining period. The d2 was
equal to 0.95 and the RMSE to 1.32 ◦C (less than 10% of the weighted average). These re-
sults were similar to the CSIRO-model (d2 of 0.96 and RMSE of 0.78 ◦C).

Temperature - ESTUARY2

The temperature generated with the DFM-model at ESTUARY2 was slightly overestimated
(Figure D.11). Due to the limited amount of data collected at this point, the reliability of
the statistics is small. The d2 was equal to 0.63 and the RMSE to 1.56 ◦C (less than 10% of
the weighted average). Compared to the CSIRO-model (d2 of 0.79 and RMSE of 0.95 ◦C)
the DFM-output was slightly worse.

Figure D.12: Modelled and observed temperature values for observation point ESTUARY3

Temperature - ESTUARY3

The temperature modelled at ESTUARY3 agreed well with the observations (Figure D.12).
The temperature was only momentarily overestimated around August. The d2 was equal to
0.97 and the RMSE to 1.36 ◦C (less than 10% of the weighted average), with similar perfor-
mance to the CSIRO-model (d2 of 0.97 and RMSE of 1.08 ◦C).

Figure D.13: Modelled and observed temperature values for observation point ESTUARY4
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Temperature - ESTUARY4

The modelled temperature at ESTUARY4 matched the observations well (Figure D.13).
The temperature was overestimated around August. The d2 was equal to 0.97 and the RMSE
to 1.6 ◦C (less than 10% of the weighted average), similarly to CSIRO-model performance
(d2 of 0.98 and RMSE of 0.95 ◦C).

Figure D.14: Modelled and observed temperature values for observation point COLLIE1BED

Temperature - COLLIE1BED

Despite a slight overestimation of the temperature at the beginning of the considered pe-
riod and a slight underestimation at the end of the period, the DFM-model temperature at
COLLIE1SURFACE showed a good agreement with the observed data (Figure D.14). The
d2 was equal to 0.98 and the RMSE to 1.35 ◦C (less than 10% of the weighted average).
Compared to the CSIRO-model (d2 of 0.97 and RMSE of 1.04 ◦C) the DFM-output had
similar performance.

Figure D.15: Modelled and observed temperature values for observation point COLLIE1SURFACE
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Temperature - COLLIE1SURFACE

The temperature of the DFM-model at COLLIE1SURFACE is shown in Figure D.15 (right).
The temperature is quite off at the beginning, which is probably due to the overestimation
of the initial water temperature. In the second half of the considered period the tempera-
ture was underestimated. The d2 was equal to 0.93 and RMSE to 2.38 ◦C (less than 15% of
the weighted average). Compared to the CSIRO-model (d2 of 0.94 and RMSE of 1.53 ◦C)
the DFM-output performed slightly worse.
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Model results

E.1 Tidal analysis

Charteris and Deeley (2000) and Gillibrand et al. (2012) both discovered a tidal phase lag
between the ocean and the estuary. Charteris and Deeley (2000) found a phase lag of 4 and
7 hours between the high and low water levels in the ocean and the Leschenault estuary re-
spectively. Gillibrand et al. (2012) found a phase lag of 2 and 6 hours between the Bunbury
Harbour and the Leschenault Estuary for high and low water respectively. Charteris and
Deeley (2000) also described the restrictive character of the ‘Cut’, which damps the tidal
wave inside the estuary and the rivers. In Figure E.1, E.2, E.3 and E.4, the water levels
at OUTER1 and ESTUARY4 are presented for a typical neap tidal cycle in winter, spring
tidal cycle in winter, neap tidal cycle in summer and spring tidal cycle in summer, respec-
tively. The ebb water levels show a phase lag of approximately 1 to 2 hours between the
Bunbury Harbour and the Leschenault Estuary. The flood water levels show a phase lag of
approximately 0 to 1 hours between the harbour and the estuary. The tidal wave does not
seem to be dampened significantly by the estuary’s entrance. The verified modelled salinity
values of the estuary in Chapter 5, indicate that the salt transportation is correctly mod-
elled. This could therefore indicate that the tidal wave propagation in the CSIRO-model
was underestimated due to an overpronounciation of the tidal damping and restriction of
the ‘Cut’. Tides play a dominant role in the hydrodynamics of the Leschenault Estuary.
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Figure E.1: Tidal difference between OUTER1
and ESTUARY4 (neap tidal cycle in winter), the
black asterisks indicate the maximum troughs
and crests

Figure E.2: Tidal difference between OUTER1
and ESTUARY4 (spring tidal cycle in win-
ter), the black asterisks indicate the maximum
troughs and crests

Figure E.3: Tidal difference between OUTER1
and ESTUARY4 (neap tidal cycle in sum-
mer), the black asterisks indicate the maximum
troughs and crests

Figure E.4: Tidal difference between OUTER1
and ESTUARY4 (spring tidal cycle in sum-
mer), the black asterisks indicate the maximum
troughs and crests
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Figure E.5: Water levels at all stations in the Leschenault Estuary during a typical winter period

Figure E.6: Water levels at all stations in the Leschenault Estuary during a typical summer period
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Figure E.7: Water levels at all stations in the Leschenault Estuary during a peak flow neap-spring pe-
riod



AppendixF
Scenario: Preston River Alignment

F.1 Water property anomalies

F.1.1 Waterlevel

Figure F.1: Waterlevel anomaly at observation point OUTER1 (left), ESTUARY1 (centre) and ESTU-
ARY2 (right)

Figure F.2: Waterlevel anomaly at observation point COLLIE1 (left), ESTUARY3 (centre) and ESTU-
ARY4 (right)
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F.1.2 Velocity magnitude

Figure F.3: Velocity magnitude anomaly at observation point OUTER1 (left), ESTUARY1 (centre)
and ESTUARY2 (right)

Figure F.4: Velocity magnitude anomaly at observation point COLLIE1 (left), ESTUARY3 (centre)
and ESTUARY4 (right)
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