
 
 

Delft University of Technology

On the Impact of Quantization on Binaural MVDR Beamforming

Amini, J.; Hendriks, R. C.; Heusdens, R.; Guo, M.; Jensen, Jesper Rindom

Publication date
2016
Document Version
Accepted author manuscript
Published in
12th ITG Conference on Speech Communication

Citation (APA)
Amini, J., Hendriks, R. C., Heusdens, R., Guo, M., & Jensen, J. R. (2016). On the Impact of Quantization on
Binaural MVDR Beamforming. In 12th ITG Conference on Speech Communication (pp. 1-5). VDE.
http://ieeexplore.ieee.org/abstract/document/7776167/

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

http://ieeexplore.ieee.org/abstract/document/7776167/


On the Impact of Quantization on Binaural MVDR Beamforming
Jamal Amini†, Richard C. Hendriks†, Richard Heusdens†, Meng Guo? and Jesper Jensen?‡

†Circuits and Systems (CAS) Group, Delft University of Technology, 2628 CD Delft, the Netherlands
?Oticon A/S, Kongebakken 9, 2765 Smørum, Denmark. ‡Electronic Systems Department, Aalborg University, 9100 Aalborg, Denmark
Email: †{j.amini, r.c.hendriks, r.heusdens}@tudelft.nl, ‡?{megu, jesj}@oticon.com

Abstract
Multi-microphone noise reduction algorithms in binaural hearing
aids which cooperate through a wireless link have the potential to
become of great importance in future hearing aid systems. How-
ever, limited transmission capacity of such devices necessitates
the data compression of signals transmitted from one hearing aid
to the contralateral one. In this paper we study the impact of
quantization as a data compression scheme on the performance of
the multi-microphone noise reduction algorithms. Using the bin-
aural minimum variance distortionless response (BMVDR) beam-
former as an illustration, we propose a quantization aware beam-
forming scheme which uses a modified cross power spectral den-
sity (CPSD) of the system noise including the quantization noise
(QN). Moreover, several assumptions on the QN are investigated
in the proposed method. Based on the output SNR, we compare
different variations of the proposed method with the conventional
BMVDR beamformer. The results confirm the improved perfor-
mance of the proposed method.

Index Terms - Multi-microphone noise reduction, binaural
hearing aids, MVDR beamforming, quantization, dithering.

1 Introduction
Hearing aid devices are designed to help hearing-impaired people
to compensate their hearing loss. Among other things, they aim to
improve the intelligibility of speech, captured by one or multiple
microphones in the presence of environmental noise. A binaural
hearing aid system consists of two hearing aids that potentially
collaborate through a wireless link. Using collaborating hearing
aids can help to preserve the spatial binaural cues, which may be
distorted using traditional methods, and may increase the amount
of noise suppression. This can be achieved by means of multi-
microphone noise reduction algorithms, which generally lead to
better speech intelligibility than the single-channel approaches
[1]. An example of a binaural multi-microphone noise reduc-
tion algorithm is the binaural minimum variance distortionless
response (BMVDR) beamformer [2, 3], which is a special case
of binaural linearly constrained minimum variance (BLCMV)-
based methods [4, 5]. The BMVDR consists of two separate
MVDR beamformers which try to estimate distortionless ver-
sions of the desired speech signal at both left-sided and right-
sided hearing aids while suppressing the environmental noise and
maintaining the spatial cues of the target signal.

Using binaural algorithms requires that the signals recorded
at one hearing aid are transmitted to the contralateral hearing aid
through a wireless link. Due to the limited transmission capac-
ity, it is necessary to apply data compression to the signals to be
transmitted [6]. This implies that additional noise due to data
compression (quantization) is added to the microphone signals
before transmission. Typically, binaural beamformers do not take
this additional compression noise into account. In [7], one bin-
aural noise reduction scheme based on the generalized sidelobe
canceller (GSC) beamformer under quantization errors was pro-
posed. However, the quantization scheme used in [7] assumes
that the acoustic scene consists of stationary point sources, which
is not realistic in practice. The target signal typically is a non-
stationary speech source. Moreover, the far field scenario as-
sumed in [7] cannot support the real and practical analysis of the
beamforming performance.

In this paper we study the impact of quantization as a data
compression approach on the performance of binaural beamform-

ing. We use the BMVDR beamformer as an illustration, but the
findings can easily be applied to other binaural algorithms. Op-
timal beamformers rely on the statistics of all noise sources, in-
cluding the quantization noise (QN). Fortunately, the QN statis-
tics are readily available at the transmitting hearing aids. We pro-
pose a binaural scheme based on a modified noise cross-power
spectral density (CPSD) matrix including the QN in order to take
into account the QN. To do so, we introduce two assumptions:
i) the QN is uncorrelated across microphones, and ii) the QN
and the environmental noise are uncorrelated. The validity of
these assumptions depends on the used bit-rate as well as the ex-
act scenario. Under low bit-rate conditions, we show that us-
ing subtractive dithering the two assumptions always hold. With-
out dithering, the assumptions hold approximately for higher bit-
rates. However as we show, for many practical scenarios the loss
in performance due to not strict validity of these assumptions is
negligible.

Based on the BMVDR as a binaural processor, and the bin-
aural output signal-to-noise ratio (SNR) as the performance mea-
sure, we show that the modified BMVDR taking into account the
QN outperforms significantly the case where the QN is not taken
into account, especially at low bit-rates. In addition, the effect of
the above-mentioned assumptions on the SNR performance are
studied in detail.

2 Signal Model
Typically, a binaural hearing aid consists of two hearing aids
which collaborate through a wireless link. Let us assume there
are ML and MR microphone sensors embedded in the left-side
and right-side hearing aids, respectively, with M =ML +MR.
The beamforming in this paper is performed in the short-term
Fourier transform (STFT) domain. Each microphone is assumed
to capture the attenuated and delayed version of the target speech
signal in the STFT domain, say S[k, l], corrupted by r interfering
point sources, Uj [k, l], j = 1, ...,r, and by the internal micro-
phone noise, V [k, l]. Indices k and l denote the frequency and
frame index, respectively. The signal model in the STFT domain
is then given by

Yi[k, l] =Ai[k, l]S[k, l]+
r

∑
j=1

Bij [k, l]Uj [k, l]+Vi[k, l], (1)

where i = 1, ...,M is the microphone index, Ai is the acoustic
transfer function (ATF) from the target point source to the ith
microphone, and Bij is the ATF from the jth interferer to the
ith microphone. Using a vector notation by stacking the Yi[k, l]
across microphones, we get

y = x+
r

∑
j=1

nj +v, (2)

where, y = [Y1[k, l], ...,YM [k, l]]T, v = [V1[k, l], ...,VM [k, l]]T, x
= aS, and nj = bjUj . Note that a = [A1[k, l], ...,AM [k, l]]T,
and bj = [B1j [k, l], ...,BMj [k, l]]

T. The superscript "T" repre-
sents transpose operator. To simplify the notation, the frequency
and frame indices k and l will be omitted. In this paper all point
sources, including the target signal and interferes along with the
internal microphone noise, are assumed to be mutually uncorre-
lated. Also, the ith internal microphone noise is assumed to be
spatially uncorrelated zero-mean with variance σ2

i . Without loss
of generality we assume all internal microphone noises have the



same constant variance, i.e, σ2
i = σ2. Therefore, the CPSD ma-

trix of the noisy signal vector y, denoted by Φy, is written as

Φy = Φx +

Φ︷ ︸︸ ︷
r

∑
j=1

Φnj +Φv, (3)

where,

Φx =E[xxH] = σ2
saaH,

Φnj =E[njnH
j ] = σ2

uj
bjbH

j , j = 1, ...,r,
(4)

and Φv = σ2I . Note that σ2
s =E[|S|2] is the power spectral den-

sity (PSD) of the clean speech signal S. Similarly, σ2
uj

=E[|Uj |2]
is PSD of the jth interfering signal Uj . E[·] and the superscript
"H" denote the expectation and the conjugate transpose operators,
respectively.

The estimated clean speech signal at the left and right ref-
erence microphones is obtained by weighted averaging of all re-
ceived signals, i.e., X̂L = wH

L y and X̂R = wH
Ry, where X̂L and

X̂R are the estimated clean signals at the left and right reference
microphones, respectively, and wL and wR are the applied spa-
tial filters. Notice that the use of wR and wL implies that y is
assumed to be present at both hearing aids, i.e., the noisy micro-
phone signals are exchanged. Wireless exchange of these signals
will introduce additional noise due to quantization. In this paper
we focus on a simple quantization scheme and investigate the im-
pact of the additional QN on the beamformer performance as a
function of the used transmission bit-rate.

3 BMVDR
The BMVDR beamformer is a special case of the BLCMV beam-
former [4, 5], and consists of two separate MVDR beamformers

w?L =argmin
wL

wH
L ΦwL s.t. wH

L a =AL,

w?R =argmin
wR

wH
RΦwR s.t. wH

Ra =AR,
(5)

where Φ is the CPSD matrix of the noise, see (3). Solving
(5), the optimal weight vectors are computed as

w?L =
Φ−1a

aHΦ−1a
ĀL, w?R =

Φ−1a
aHΦ−1a

ĀR, (6)

where Ā is the complex conjugate of a complex number A.

4 Quantization and Dithering
For simplicity, we assume that the data compression scheme is
simply given by a uniform r-bit quantizer. Notice that the data
is already finite and quantized at high rate (16 bits) at the cor-
responding hearing aid. The symmetric uniform quantizer maps
the actual range of the signal, xmin ≤ x≤ xmax, to the quantized
range xmin ≤ x̂ ≤ xmax, where xmax = −xmin. The quantized
value x̂ can take one out of K = 2r different discrete levels.
The amplitude range is subdivided into K = 2r uniform inter-
vals of width ∆ = (2xmax)/2r , where xmax is the maximum value
of the signal to be quantized [8]. A well-known quantizer is the
midtread quantizer with a staircase mapping function f(x), de-
fined as f(x) = x̂ = ∆

⌊
x
∆
+ 1

2
⌋
, where b c is the "floor" opera-

tion. The quantization error that we refer to in this paper as the
QN is denoted by e = x̂−x, and is determined by the value of
the stepsize ∆. Under certain conditions [9, 10], e has a uniform
distribution, that is,

p(e) =

{
∆−1,−∆

2 ≤ e≤
∆

2
0,otherwise,

(7)

with variance σ2
e =

∆2

12 . One of the conditions when this happens,
is when the characteristic function (CF), which is the Fourier

transform of a probability density function, of the variable that is
quantized is band-limited. In that case, the QN is uniform. How-
ever, the characteristic functions of many random variables are
not band-limited (e.g., consider the Gaussian random variable).
A less strict condition is that the characteristic function has zeros
at frequencies k∆−1, ∀k except for k = 0. Alternatively, subtrac-
tive dithering can be applied, which can be used to guarantee that
one of the above conditions is met.

In a subtractively dithered topology, the quantizer input is
comprised of a quantization system input x plus an additive ran-
dom signal (e.g. uniformly distributed), called the dither signal,
denoted by v which is assumed to be stationary and statistically
independent of the signal to be quantized [10]. The dither signal
is added prior to quantization and subtracted after quantization
(at the receiver). For the exact requirements on the dither signal
and the consequences on the dithering process, see [10]. In fact,
subtractive dither assumes that the same noise process v can be
generated at the transmitter and receiver and guarantees a uniform
QN e that is independent of the quantizer input.

5 Quantization Aware Beamforming
In Sec.2 we assumed that the received signals at the microphones
in one hearing aid are transmitted without error to the contralat-
eral side and vice versa. This is not the case in practice. In order
to take into account the QN in a beamfroming task, we introduce
new noisy signal vectors available at both the left and right hear-
ing aids, say yL = y+ eL and yR = y+ eR, where y in defined in
(2) and eL = [0T

ML
, ẽT

L]
T with 0ML the ML-dimensional vector

of zeros and ẽL a vector with quantization errors of the signals
transmitted from the right side to the left side . Similarly we de-
fine eR = [ẽT

R,0
T
MR

]T.
Taking into account the QN, the modified BMVDR beam-

former is defined as

w?L =argmin
wL

wH
L ΦnLwL s.t. wH

L a =AL,

w?R =argmin
wR

wH
RΦnRwR s.t. wH

Ra =AR,
(8)

where,
ΦnL = Φ+ΦeL , ΦnR = Φ+ΦeR . (9)

Here ΦnL and ΦnR are the modified CPSD matrices of the to-
tal noise including QN corresponding to the left and right beam-
former, respectively. Note that ΦeR =E[eReH

R ] and ΦeL =E[eLeH
L ]

such that ΦnL and ΦnR can be reformulated as

ΦnL = Φ+

[
0 0
0 Φ′eL

]
, Φ′eL

∈ RMR×MR ,

ΦnR = Φ+

[
Φ′eR

0
0 0

]
, Φ′eR

∈ RML×ML .

(10)

Note that in (9) and (10) we implicitly assume the QN to be
uncorrelated to the environmental noise. If the quantization error
is uniform, Φ′eR

and Φ′eL
are block-diagonal matrices with the

elements corresponding to the theoretical variance σ2
e = ∆2/12.

Note that the objective functions in the modified optimization
problems in (8) are functions of the bit-rate r. For simplicity
we assume in this paper that all signals are quantized at equal bit-
rates. Finally, the beamformed estimates at left and right refer-
ence microphones are X̂ ′L = w?H

L yL and X̂ ′R = w?H
R yR, respec-

tively.

6 Validity of Assumptions
In (9) and (10) it is assumed that the QN (eL and eR) is uncor-
related to the environmental noise (∑rj=1 nj +v). In addition, by
assuming Φ′eL

and Φ′eR
to be diagonal, it is also assumed that the

QN is uncorrelated across microphones. In this section we in-
troduce two measures to verify the validity of these assumptions.



For a given choice of quantizers, we expect the validity to de-
pend on bit-rate and source position. Experiments will therefore
be carried out as a function of source position and bit-rate. For
simplicity we only focus on the left beamformer formulations. A
similar analysis can be applied to the right beamformer.

6.1 Correlation of quantization noise across
microphones

If the QN is truly uncorrelated across microphones, the noise cor-
relation matrix is diagonal. To validate this assumption, we use
the following "diagonality measure" of a matrix,

D =

MR

∑
i=1

[|Φ′eL
|]ii2−

MR

∑
i=1

MR

∑
j=1

[|Φ′eL
|]ij2

MR

∑
i=1

MR

∑
j=1

[|Φ′eL
|]ij2

. (11)

This measure can be interpreted as a normalized distance be-
tween the sum of all entries and the sum of diagonal entries of
the matrix Φ′eL

. In the worst case, where the signals are highly
correlated, all of the entries have the same value (for example
value a for each entry) and the lower bound for this measure is
Dmin=

MRa2−MR
2a2

MR
2a2 = 1

MR
−1. In the best case where the signals are

highly uncorrelated, the value D approaches zero. In general,
( 1
MR
−1)≤D ≤ 0, the more negative, the larger off-diagonal en-

tries. The closer to zero, the more diagonally dominant.

6.2 Correlation between quantization noise
and environmental noise

In case the environmental noise and the quantizer noise are un-
correlated, the sum of the two CPSD matrices ΦeL and Φ should
be equal to the CPSD matrix of the total noise, ΦnL according to
(9). To measure whether this assumption holds, we compare the
normalized difference between the estimated values of the right
side and the left side of the first equation in (9) as

E =

M
∑

i=1+ML

M
∑

j=1+ML

[|ΦnL−Φ−ΦeL |]ij
2

M
∑

i=1+ML

M
∑

j=1+ML

[|ΦnL|]ij2
. (12)

7 Experiments
In this section we present experimental results comparing the pro-
posed method with other traditional beamformers that do not take
QN into account. Moreover, we investigate the assumptions on
the QN.

7.1 Setup and Simulation Parameters
A typical acoustic scene, which we use in this paper, is illustrated
in Fig. 1. In the experiments the exact source positions are not
necessarily the same as those in Fig. 1. For all experiments there
is one target speech, shown by green circle in Fig.1, recorded
at 16 kHz sampling frequency with duration of around 12.5 sec-
onds. Four stationary interfering signals, shown by black trian-
gles in Fig.1, are present at different angles, say θ = tan−1( yx )−
π
2 , and different distances form the origin ((x,y) = (0,0)), say
R=

√
x2 +y2. In this paper, we define θ in a way that zero de-

gree corresponds to the front of the virtual head (like green circle
in Fig. 1). Four "+" symbols denote four virtual omni-directional
microphones, two of them at the left virtual hearing aid and two
of them at the right one. Two microphones at each hearing aid
form a linear array in direction of y-axis having a distance of 1.2
cm. The distance between two hearing aids (two linear arrays)
is 20 cm. The beamforming is performed independently on 512
DFT points frame signals shifted by 256 points (50% overlap-
ping). The output SNR performance is measured at the left refer-
ence microphone position, averaged over all frequency bins and

time frames. The CPSD matrix of the noise is calculated from
the known true ATFs of the interferes and estimated PSDs using
Welch’s method.
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Figure 1: An example acoustic scene. Note that the exact source
positions can be potentially different in the experiments.

7.2 Validation of Assumptions: Results
Based on the two measures, introduced in Sec.6, we evaluate for
which bit-rates the assumptions hold. Moreover, we apply dither-
ing (Sec.6) as a decorrelation process to assure that the assump-
tions on the QN in (9) and (10) are valid for all positions and
bit-rates. All experiments in this sub-section are carried out as a
function of the position of one of the noise sources in terms of
angles with respect to the microphone array with a distance 2m
from the origin. All three other fixed interfering sources are lo-
cated at {(R,θ)|(0m,0◦),(2m,−90◦),(2m,90◦)} and the target
signal is positioned at (2m,90◦). Note that the source positions
are different form those in Fig. 1. We use this setup for two
reasons
• If four microphones and four interfering signals are present

in the acoustic scene, then the cross-PSD of the noise is full
rank and invertible.

• the positions of the three interfering signals are symmetric
with respect to that of each hearing aid, i.e., identical versions
of these signals received at each hearing aid microphones
such that they have no effect on the diagonality measure in
(11). Therefore, we can isolate the effect of position depen-
dency of the noise source on the total performance.

The results of the D measure in (11) in terms of the bit per sam-
ple (bps) and the angle, before and after dithering are shown in
Fig. 2a and Fig. 2b. As shown, at higher rates the assumption
holds and the CPSD matrix of the QN (Φ′eL

) becomes more-and-
more diagonal (D→ 0) with increasing rates. The results show
that if the interfering source is positioned at either ±90 degrees
(left or right side of the virtual head), the Φ′eL

is fully correlated
even at high rates, i.e., D =−0.5. After applying dithering, Φ′eL
becomes diagonal at all rates and angles, as shown in Fig. 2b.
Similarly, the results of the "correlation measure" (E in (12)) are
shown in Fig. 3a and Fig. 3b in terms of the bps and the angle,
before and after dithering, respectively. As shown, the error E
decreases as bit-rate increases. After applying dithering the error
decreases significantly (from the maximum value of 0.109 in Fig.
3a to the maximum value of 0.0013 in Fig. 3b), even at low bit-
rates. This means that after dithering the QN and environmental
noise become almost uncorrelated at all rates and angles.

7.3 Performance Evaluation
We compare the results of the following cases in terms of the
output SNR for the left-sided reference microphone.
• Case 1) monaural beamformer: there is no transmission

from one side to the contralateral side, i.e., no wireless link.
• Case 2) full binaural beamformer: All microphone signals

are assumed to be available without error at the contralateral
hearing aid.
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Figure 2: Diagonality measure:(a) without, and (b) with dithering

• Case 3) Proposed method version 1 without dithering: bea-
mforming based on (8), i.e., taking into account the QN by es-
timating the modified total noise CPSD ΦnL. Note that in this
case as the QN is not assumed to be uncorrelated to the en-
vironmental noise, and extra information (directly estimated
ΦnL) should be transmitted.

• Case 4) Proposed method version 2 without dithering: bea-
mforming based on (8), i.e., taking into account the QN by es-
timating the modified total noise CPSD ΦnL using (9). There-
fore unlike the case 3, the QN and the environmental noise is
assumed to be uncorrelated and no extra information need be
to transmitted.

• Case 5) traditional BMVDR: beamforming based on (5),
i.e., without taking into account the QN.

We also evaluate the cases 3 and 4 with dithering. The output
SNR performance with respect to the left reference microphone
is shown in Fig. 4 in terms of bit-rate. Note that the x-axis is
number of bits per samples varying from 1 to 15 integers (15 in-
teger points). In this experiment Four interferes are located at
{(2m,−85◦),(2m,−45◦),(2m,40◦),(2m,80◦)}, and the target
speech is located at (R,θ) = (2m,0◦) (different positions from
those in Fig. 1). The input SNR at left reference microphone is
approximately 20dB (black dash-dot line). As shown, the cases
3 and 4 in which the QN has been taken into account, outper-
forms significantly the case 5 (red dashed line) without taking
into account the QN, especially for low bit-rates. Note that the
SNR performance of the cases 3 and 4 with and without dithering
are always in between those of the cases 1 (blue dotted line) and
case 2 (black solid top line). At very low rates the SNR values of
those cases are close to that of the monaural beamforming (case
1). In fact, the modified BMVDR ignores the noisy low-bit sig-
nals so that it is actually acting as a monaural MVDR. As rate
increases the SNR approaches to that of the full binaural beam-
forming (case 2).

As shown in Fig. 4, the four lines according to the four cases
3 and 4 with and without dithering fall almost exactly on top of
each other. It means that the SNR gaps between those cases are
negligible (maximum gap is less than 0.1 dB). In fact, at very low
rates (1-3bps) the QN is large which means a smaller contribu-
tion of the transmitted signals to the output beamformed signal.
Therefore, although the assumptions might not hold exactly, but
the impact of the invalidity of the assumptions on the output sig-
nal is very small. As assumptions tend to be valid at higher rates
the gaps between those four cases approach zero.
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Figure 3: Correlation measure:(a) without, and (b) with dithering
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Figure 4: Output SNR performance for the left-sided reference
microphone.

8 Conclusions
In this paper we studied the impact of quantization on binau-
ral multi-microphone noise reduction algorithms. As an illustra-
tion we proposed a new scheme of quantization aware BMVDR
beamforming. The new approach is based on the modified CPSD
matrix of the noise including the QN. Assumptions on the QN,
which are introduced in sec.6, were investigated experimentally.
We conclude that applying dithering as a decorrelation process
can guarantee the validity of the assumptions for all bit-rates
and source positions. Based on the output SNR performance,
the proposed speech enhancement method outperformed signifi-
cantly the traditional BMVDR, especially for low bit-rates. In ad-
dition, different versions of the proposed method with and with-
out applying dithering were evaluated. Generally speaking, in
many practical scenarios the output SNR gaps between the pro-
posed method with dithering and the one without dithering are
negligible.



References
[1] K. Eneman et al, “Evaluation of signal enhancement algo-

rithms for hearing instruments,” in 16th European Signal
Processing Conference, pp. 1–5, Aug 2008.

[2] S. Haykin and K. J. R. Liu, “Handbook on array processing
and sensor networks,” pp. 269–302, 2010.

[3] S. Markovich-Golan, S. Gannot, and I. Cohen, “A reduced
bandwidth binauralmvdr beamformer,” in International
Workshop on Acoustic Signal Enhancement (IWAENC), Sep
2010.

[4] E. Hadad, S. Gannot, and S. Doclo, “Binaural linearly con-
strained minimum variance beamformer for hearing aid ap-
plications,” in Acoustic Signal Enhancement; Proceedings
of IWAENC 2012; International Workshop on, pp. 1–4, Sept
2012.

[5] E. Hadad, S. Doclo, and S. Gannot, “The binaural lcmv
beamformer and its performance analysis,” IEEE/ACM
Transactions on Audio, Speech, and Language Processing,
vol. 24, pp. 543–558, March 2016.

[6] O. Roy and M. Vetterli, “Rate-constrained collaborative
noise reduction for wireless hearing aids,” IEEE Transac-
tions on Signal Processing, vol. 57, pp. 645–657, Feb 2009.

[7] S. Srinivasan, A. Pandharipande, and K. Janse, “Beamform-
ing under quantization errors in wireless binaural hearing
aids,” EURASIP Journal on Audio, Speech, and Music Pro-
cessing, vol. 2008, no. 1, pp. 1–8, 2008.

[8] P. Vary and R. Martin, “Digital speech transmission: En-
hancement, coding and error concealment,” John Wiley-
Sons, 2006.

[9] A. Sripad and D. Snyder, “A necessary and sufficient condi-
tion for quantization errors to be uniform and white,” IEEE
Transactions on Acoustics, Speech, and Signal Processing,
vol. 25, pp. 442–448, Oct 1977.

[10] S. P. Lipshitz, R. A. Wannamaker, and J. Vanderkooy,
“Quantization and dither: A theoretical survey,” Audio Eng.
Soc., vol. 40, pp. 355–375, 1992.


	Introduction
	Signal Model
	BMVDR
	Quantization and Dithering
	Quantization Aware Beamforming
	Validity of Assumptions
	Correlation of quantization noise across microphones
	Correlation between quantization noise and environmental noise

	Experiments
	Setup and Simulation Parameters
	Validation of Assumptions: Results
	Performance Evaluation

	Conclusions

