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Abstract

Generative adversarial networks (GANs) are a popular method for image generation,
capable of state-of-the-art. Despite this popularity, the generation of fabric patterns
remains somewhat unexplored. A possible reason for this could be that there is no
publicly shared dataset large enough to train models. However, research into this
topic could be relevant because designers can take up to multiple weeks for a single
design, but a trained GAN could generate thousands of designs per day. Next to
this fabric patterns have characteristics that make them different from the datasets
commonly used right now, which means an investigation could yield new insights
into the capabilities of GANs. This research investigated the performance of several
GAN models on the task of fabric pattern generation and compared these to another
popular method of image generation: variational autoencoders. By using open-source
implementations of GAN models, and a dataset of fabric patterns provided by Vlisco,
a Dutch fabric company, the performance of GANs has been evaluated. To protect
the interests of Vlisco, this dataset cannot be shared. The results show clear promise
in the capabilities of GANs to replicate these complex patterns, but these results are
not yet of the same quality that GANs have been able to achieve in other domains.
However, these results are an improvement from those of previous research. The
results achieved by variational autoencoders are similar to those of GANs, but state-of-
the-art GANs perform better. Due to limited time and resources, only low-resolution
samples have been generated for evaluation. In the future, higher-resolution images
could be generated which could yield additional insights into the current capabilities
of GANs in this domain.
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1 Introduction

Generative adversarial networks[1] (GANs) are a popular method for image synthesis. Since GANs were
introduced many variants of GANs have been discussed and researched[4, 6, 10, 12, 14], with each model
improving the performance of GANs in some way. Another research topic concerns training GANs with a
relatively small dataset as GANs usually require larger datasets to get decent results, but a larger dataset is not
always available. While GANs have been able to achieve positive results in many domains, other domains
remain largely unexplored.

This paper will outline and discuss the results of applying several variants of GANs to a real-life prob-
lem: fabric pattern generation. While this domain is currently largely unexplored, this does not mean
that it is irrelevant. These results could provide insight into the current capabilities of GANs on a do-
main that is different from other popular datasets such as MNIST and CIFAR-10. A possible reason for
the lack of research into this domain could be that there is currently no publicly shared dataset of fabric patterns.

For this research, several variants of GANs will be trained on a dataset of fabric patterns provided by
Vlisco, a Dutch company that produces and distributes fashion fabrics for the West and Central African
markets. Fabric patterns can have a lot of disparity, and only share a few common traits with other patterns.
Next to this patterns can often be symmetric or hold other properties which could be hard for GANs to
replicate. The generated images will be compared between variants, as well the results of another popular
method of image synthesis: variational autoencoders[2, 20].

The rest of the paper is organized as follows. First, the contributions of this research will be outlined,
followed by a section discussing the research methodology, background information, and related research. The
next section will discuss the evaluation method used, and share the parameters used for the GANmodels. After
this, the results will be shown for each model used, including variational autoencoders. In the next section,
these results will be discussed and compared to each other next to the results of variational autoencoders.

2 Contribution of this research

This research will investigate the performance of GANs on the problem of fabric pattern generation. While
GANs have been used for many areas with varying degrees of success, there is not much research available yet
that focuses on this particular area. A reason for this is that there is no publicly available dataset large enough
to train models with and get sufficient results. However, applying GANs to this domain could still be relevant.
Designers can take days or weeks to come up with a single design. If GANs are capable of creating designs of
similar quality, thousands of designs could be generated per day. Next to this, fabric patterns can be extremely
complex and varied and have implicit properties such as symmetry that could make it hard for an unsupervised
model to create convincing samples. Fabric patterns can vary significantly and only share some common char-
acteristics with other patterns, which could make it hard for the model to learn these characteristics and create
accurate samples. This investigation should provide insight into the current capabilities of GANs in this domain.

In comparison to previous research[16], this research will use multiple variants of GANs, including
older models and state-of-the-art models such as StyleGAN2[14], which has been able to achieve high-quality
results, next to being able to produce better results with smaller datasets using differential augmentation[15].
Since the original model used was DCGAN, this model will also be used to verify that the results achieved in
this research are similar to previous research.
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Using a multitude of GAN models selected from different years with each their distinctive features the results
should show a clear development of the performance of GANs on the task of fabric pattern generation, includ-
ing the current state-of-the-art performance. Also, these distinctive features could show that a specific feature
performs well or poorly in this domain. This knowledge could be useful for the creation of domain-specific
models, where a model is fitted to a specific domain to optimize its performance.

The results will also be compared to those of Variational Autoencoders[2, 20], which should show the
differences in performances of these two methods, and provide additional insight into the current performance
of GANs compared to other deep learning image generation methods in this domain.

3 Methodology

This section will describe the research methodology and provide background information with regards to the
workings of generative adversarial networks (GANs) and showcase examples of new variations of GANs that
have emerged over the years.

3.1 Research methodology

To properly evaluate the performance of GANs on the task of fabric pattern generation first there must be
looked at previous research of the performance of GANs on the same or similar tasks. By looking at the
development of the GANs used for image synthesis since the original model[1] an attempt will be made to
choose distinctive GANs and compare the performance between each model. This way several key changes to
the original GAN model can be evaluated and compared, next to showing the evolution of the capabilities of
GANs for the domain of fabric pattern generation. The metrics used should make it easy to compare the
results of a GAN model to those of other GANs and variational autoencoders. These certain characteristics in
specific GANs can be compared to see which characteristics are optimal and show the development of the
performance of GANs in this domain. Finding these optimal characteristics could allow the creation of a
model optimally suited to this domain or motivate further research into these kinds of models.

3.2 Background information and related research

Generative adversarial networks[1] are generative models that are composed of two groups of one or more
neural networks: a generator and a discriminator. The generator generates samples and the discriminator
takes an image and classifies it as real or fake. The discriminator is trained to maximize the probability of
correctly classifying a sample. The generator is trained to minimize the probability of the discriminator
classifying a generated sample as fake. In the end, the generator should be capable of producing images
indistinguishable from the original dataset.

Goodfellow et al. (2014) describes this interaction as a two-player minimax game with the following
value function + (�, �):

<8=
�
<0G
�
+ (�,�) = EG∼?30C0 (G) [;>6� (G)] + EI∼?I (I) [;>6(1 − � (� (I)))] (1)

Where � is the discriminator, � is the generator, � (G) represents the probability that G is real, and � (I)
creates a new sample given input noise variable I.
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Early GANs had issues such unstable training[3], mode collapse[1], and vanishing gradients[9]. Training can
be unstable because of GANs going back and forth between several local optima, failing to reach the globally
optimal solution. Mode collapse limits the output of the generator if a discriminator gets stuck in a local
equilibrium, and each epoch of the generator optimizes for the same discriminator, decreasing the output
variety. Vanishing gradients occur when the discriminator severely outperforms the generator, which gives
the generator too little information to improve its performance. However, improvements have been made to
the performance of GANs and circumvent these obstacles.

In 2015 Radford et al.[4] introduced using deep convolution networks in GANs and these have since
seen wide usage and resulted in sharper images. Arjovsky et al.[6] introduced Wasserstein-GANs (WGANs)
in 2017 which uses Wasserstein distance as a loss function instead of the usual Jensen-Shannon divergence.
WGANs attempt to remedy both mode collapse and vanishing gradients. In 2018 Jolicoeur-Martineau[12]
argues that the discriminator’s probability of classifying real data as real should decrease as the probability of
classifying fake data as real increases. This is called a relativistic discriminator, and stabilizes training and
improves the quality of samples.

While early GAN models required dataset sizes of up to tens of thousands of images, modern models
can reach the same performance, or better, with smaller data sets. Karras et al. (2020) propose an adaptive
discriminator augmentation mechanism that can stabilize training when training with limited data sets. This
mechanism has since been adopted by different models with positive results.

Not much previous research investigating GANs in the domain of fabric pattern generation could be
found. A previous study (Khalil et al., 2020) used Deep Convolutional GAN[4] (DCGAN) to generate textile
patterns. However, this was the only variant of GANs tested and these results were not compared to other
methods of image generation or other GANs. Next to this, the only objective metric used was the loss function
values of the generator and discriminator over time. While these provide insight into the training process,
they do not necessarily provide information about the quality of the images generated. They collected over 20
thousand images from various online sources and used this to train their model. While their results were
somewhat promising, they were noticeably different from the state-of-the-art results GANs achieved with
other datasets such as MNIST and CIFAR-10.

Figure 1. Final generated result from DCGAN. Adapted from Khalil et al.[16], Figure 8. As can be
seen, samples created are noisy, and fail to resemble actual patterns or shapes.
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DCGAN is an older model from 2015, and current models should be able to deliver better results. Their
research concluded that their results could have been improved by a larger dataset, and more training time.
The dataset used for this research will be composed of 47904 files. The larger size of this dataset could result
in better performance with the same model.

4 Results

This chapter will lay out the results and also discuss the evaluation method used. Section 4.1 will discuss the
evaluation method, followed by a showcase of the results of GANs in section 4.2. Section 4.3 will show the
results of variational autoencoders.

4.1 Evaluation method

4.1.1 Fréchet Inception Distance

The Fréchet Inception Distance (FID)[11] is an improved version of the Inception Score, which is a metric
said to correlate well with human judgment[5]. Both the Inception Score and FID score are popular metrics
used for evaluating GANs. Both metrics attempt to score the GAN on how close in similarity images created
by the GAN are to the original dataset. The lower the FID score, the more similar the images created are
to the original dataset; a lower FID score indicates a better performing model. To accurately calculate the
FID scores for the models used in this research, each model needs to generate a large number of images. An
open-source Pytorch implementation created by Maximilian Seitzer[18] was used to calculate the FID scores.

4.2 Results GANs

Each model except StyleGAN2 was adapted from the open-source repository of Pytorch implementations of
GAN models created by Erik Lindernoren[19]. Each of these models was tested on popular datasets and
produced expected results. StyleGAN2 was adapted from another open-source repository which can be found
at https://github.com/lucidrains/stylegan2-pytorch[17].

4.2.1 Parameters

During training every model except StyleGAN2 was trained with the following parameters:
• Image size: 64
• Number of epochs: 100
• Number of image channels: 3
• Learning rate: 0.0002

All other parameters were set to the default values, which can be found at Lindernoren’s repository[19].

For StyleGAN2 the following parameters were used:
• Image size: 64
• Network capacity: 64
• Save every: 500 training steps
• Evaluate every: 1000 training steps
• Number of training steps: 100000

All other parameters were set to the default values, which can be found at the StyleGAN2 repository[17].

For the calculation of the FID score 32678 samples were created for each model.
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4.2.2 GAN

GAN[1] was proposed by Goodfellow et al. in 2014, and since then GANs have become a popular method for
image synthesis capable of state-of-the-art. However, the early models of GANs had issues such as mode
collapse[1], training instability[3], and diminishing gradients[9]. Newer models attempt to remedy these
issues.

Figure 2. Final results from GAN after training. GAN fails to accurately replicate the images from
the dataset, and mostly creates samples with only a background colour, but no actual patterns.

4.2.3 DCGAN

DCGAN[4] uses convolutional neural networks in GANs. This change helped stabilize the training of GANs
and has since been adapted in many GAN models.

Figure 3. Final results from DCGAN after training. DCGAN performs better than GAN as the
generated images are sharper but still fails to create refined shapes and lines.
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4.2.4 ACGAN

Auxiliary Classifier GAN (ACGAN) is a variant of GAN employing label conditioning to improve global
coherence of images. In ACGAN, the model is class conditional, but with an auxiliary decoder that is tasked
with reconstructing class labels[10].

Figure 4. Final results from ACGAN after training. Similar to DCGAN, the resulting images are often
fuzzy and do not resemble any real patterns. However, the relations between colours seems to more
accurately resemble that of actual patterns as compared to DCGAN, there are fewer "spots" of colour
and the borders between colours are more distinct.

4.2.5 WGAN Gradient Penalty

Wasserstein GAN (WGAN)[6] is a variant of GAN, which provides an alternative to traditional GAN training,
by minimizing the Wasserstein distance. WGAN Gradient Penalty (WGAN-GP) is an alternative variant of
WGAN that penalizes the norm of the gradient of the discriminator with respect to its input[8]. This change
allows stable training with almost no hyperparameter tuning.

Figure 5. Final results from WGAN-GP after training. Different from DCGAN and ACGAN the
presence of patterns seems to be much more clear, but these patterns are blurry.
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4.2.6 Relativistic GAN

Relativistic GAN is a variant of GAN that uses a relativistic discriminator, which estimates the probability that
a sample from the dataset is more realistic than a generated sample[12]. Relativistic Average GAN estimates
the probability that a sample from the dataset is more realistic than a generated sample, on average.

(a) (b)

Figure 6. Final results from Relativistic GAN (a) and Relativistic Average GAN (b) after training.
Compared to previousmodels, the images are sharp and some contain resemblances of simple patterns.
However, in Relativistic Average GAN noise seems to be more apparent, resulting in fuzzy images.

4.2.7 StyleGAN2

StyleGAN2[14] is a model that further develops the performance of the style-based architecture called
StyleGAN[13]. With changes tomodel architecture and training strategy StyleGAN2 improved the performance
of StyleGAN and yields state-of-the-art results. StyleGAN2 also allows using a relativistic discriminator.

(a) (b)

Figure 7. Final results from StyleGAN2 (a) and Relativistic StyleGAN2 (b) after training. Bothmodels
showcase the ability to create somewhat convincing samples, with clear improvement compared to the
results of other GANmodels shown in previous figures. Although both seem to be able to only recreate
simple patterns, Relativistic StyleGAN2 does this more accurately.
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4.2.8 Generated samples next to real samples

Figure 8. Eight randomly picked samples from publicly available fabric patterns on Vlisco’s web-
site[21] (top row) compared to one sample randomly picked from each model (bottom row) in order
of GAN, DCGAN, ACGAN, WGAN (Gradient Penalty), Relativistic GAN, Relativistic Average GAN,
StyleGAN2, Relativistic StyleGAN2. Samples from Vlisco’s website were resized to the resolution
of the generated samples. Improvement is visible, with the right-most samples showing much more
resemblance to the patterns in the row above compared to the left-most samples.

4.2.9 FID scores of GANs

GAN Model FID

GAN 297.5
DCGAN 202.1
ACGAN 157.5

WGAN-GP 231.5
Relativistic GAN 134.4

Relativistic Average GAN 165.8
StyleGAN2 69.0

Relativistic StyleGAN2 56.7

4.3 Results Variational Auto encoders

Figure 9. Eight samples generated by PixelSnail[7] using variational autoencoders. Adapted from
work by Just Wallage[20]. The samples are fuzzy and do not resemble fabric patterns at all.
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Figure 10. Eight generated samples by a variational autoencoder. Adapted from work by Just
Wallage[20]. While these results are a clear improvement from those of PixelSnail (See Figure 9), the
samples are blurry and lack refined shapes or symmetry.

5 Discussion

The results show clear improvements in the capability of GANs to create photo-realistic fabric pattern samples
compared to the early models. The samples created by GAN were mostly just background colours with
some noise. DCGAN shows some more variance, but the samples do not contain any smooth lines or actual
shapes, which is a result similar to that of previous research[16]. ACGAN is similar to DCGAN, although the
relations between colours of fabric patterns seem to be more accurately represented. WGAN-GP has the same
issues as GAN. While some samples seem to contain a slight presence of patterns and symmetry, these are
blurry. Relativistic GAN and Relativistic Average GAN seem to produce sharper samples than DCGAN and
ACGAN. Compared to the other models, the images created by StyleGAN2 are much sharper and coherent
but seem unable to replicate complex patterns.

The FID scores show that modern models significantly outperform older models. A result that stands
out however is that of WGAN-GP, that despite being more modern than models such as DCGAN, had a worse
FID score. A possible reason for this could be that the WGAN-GP model used does not use convolutional
layers, with the only other model not using convolutional layers being GAN, the worst performing GANmodel.
This indicates that convolutional networks play a significant role in the creation of accurate samples for fabric
patterns. The use of a relativistic discriminator has a positive effect on the results, which is especially evident
in the results of StyleGAN2. Relativistic Average GAN performs worse than its counterpart. This could be
due to the large variety of the dataset interfering with the use of averages.

The FID scores are higher than those for other datasets such as MNIST and CIFAR-10, with state-of-
the-art GAN models achieving single-digit scores for these datasets. Poor choice of training parameters or
the dataset not fitting well with the models used could be the cause of this. The large variety of colours and
shapes present in the fabric pattern dataset could also have been too large in relation to the size of the dataset
for the model to learn to create accurate samples.

Another possible limitation could be the image resolution of the dataset and the generated images. The
images used for training had an average resolution of 349 by 468 pixels, with a standard deviation of 0.59 in
width, and a standard deviation of 0.86 in height. Usually, all images in a dataset have the same resolution
or aspect ratio. The images produced had a resolution of 64 by 64 pixels. This low resolution was chosen
due to several reasons. As the resolution increases, the time needed for training can increase significantly,
as the model will take more time per iteration and more iterations will be needed to reach the same quality
of samples created. Next to this, the requirements for other resources such as memory will also increase.
Due to limited resources and time, the priority was set on first evaluating the performance on GANs using
these lower resolution samples. While it is expected that higher resolution samples will not deviate too much
from lower resolution samples, the possibility exists that higher resolution samples will be able to capture the
complexity of fabric patterns better and create better samples, but intermediate results for higher resolution
models do not support this idea.
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Similar to those of GANs, the results from variational autoencoders show the samples generated are
still lacking compared to the performance on other domains. Compared to GANs, the results from variational
autoencoders seem to be somewhat more blurry and lack structured figures and properties such as symmetry,
which state-of-the-art GANs were able to replicate for simple patterns. The results from variational autoen-
coders are similar to those of DCGAN and the relativistic GAN models in terms of structure and figures
although the variational autoencoders used seem to produce more refined samples as the images produced by
the GAN models were much more fuzzy. The samples produced by PixelSnail lacked coherence and structure,
performing worse than any GAN model.

After discussion with our contact at Vlisco, the general conclusion is that these results show that GANs cannot
yet directly be applied to generating fabric patterns, as the results are not yet of sufficient quality. However,
the insights these results provide are still of value and motivate future research on a larger scale. This would
make this research a valuable first step of a larger process to reach the point where GANs could create patterns
of similar quality as those currently produced by Vlisco.

6 Responsible research

This section will reflect on the possible ethical aspects of this research and discuss the steps taken to increase
the reproducibility of the results. Lack of reproducibility is a common issue in artificial intelligence and
machine learning research where the findings of a paper cannot be reproduced by another party. This could
be because of several factors, which will be outlined in this section. Next to this, this section will discuss the
possible influence of bias on the results of this research.

6.1 Ethical Implications

While this research did not necessarily handle any personal information, irresponsible conduct could still
have implications. First of all, the data used for this research is sensitive and care should be taken to avoid
leaking or sharing sensitive data. Due to this factor, the dataset used was stored privately and care was taken
to avoid sharing the dataset through unsafe means. Next to this, the possible implications of this research
should also be kept in mind. Designers can need multiple days or even longer to come up with a single design
that meets all criteria, while an algorithm after training could generate thousands if not more of these designs
per day. This could lead to a situation where human employees are replaced by a machine learning algorithm,
which is a common concern regarding automation and machine learning. While current results do not suggest
this happening soon for this domain, this should still be kept in mind.

6.2 Code and reproducibility

This research used open-source implementations of GAN models, and while these implementations were
sometimes adapted to work with the relevant dataset or to aid in the measurements of results, the core of the
actual models should remain intact, and these models should be able to be used by another party to produce
similar results. The code repositories for every model used in this research can be found in the reference list,
or by citation in the relevant section.

Reproducing these results accurately might be difficult. While the dataset used for this research can-
not be shared, a similar dataset might become available and this could be used to verify or improve the findings
of this research. But this is not the only possible issue. Because GANs are dependent on hyperparameters,
the difference in results can vary extremely because of a small difference in these parameters. Because of this,
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the parameters used for the results shown for each model are shared in section 4.2.1.

Another issue with the reproducibility of machine learning research is due to the nature of machine
learning; random numbers being used to start training and explore the search space for optimal solutions.
Another factor could be the environment these models were trained in, with relation to the hardware used and
possible software influences. These factors could lead to small deviations in the results.

6.3 Bias

Bias can play a significant role in research, both consciously and subconsciously. Because of this, it is
important to be aware of the possible influences bias can have, and try to remedy these. In artificial intelligence
and machine learning research the selection of data can have a large influence on the results. Because the
dataset used for this was provided by Vlisco, and not handpicked by ourselves, we cannot know for sure
whether or not certain decisions were made that would exclude or include certain samples, and what influences
these decisions could have had on the results.

Another possibility could be in the selection of which results to present. While hundreds of thousands of
images were generated for this research, only a handful was shown, which could lead to possible cherry-picking
to give a false image of the capabilities of the models used. In an attempt to remedy this, three things were
done. First, the images shown show multiple samples created in a 5 by 5 grid, and all of these images were
created at the last iteration of training. Secondly, all other samples shown were picked randomly to avoid bias.
Lastly, the FID score was used as an objective metric, for which a large number of images were generated and
used to evaluate the model. Creating a large number of images avoids getting "lucky" samples and getting a
much higher score than is realistic for the given model.

7 Conclusion and future work

7.1 Conclusion

This research aimed to investigate the performance of generative adversarial networks (GANs) on fabric
pattern generation. While generative adversarial networks have been used in many domains with positive
results, fabric pattern generation remained largely unexplored. Next to researching the performance of GANs
on fabric pattern generation, these results were also compared to those of another popular method of image
synthesis: variational autoencoders. The samples created by the GAN models used show clear development in
the performance of GANs on fabric pattern generation. However, these results are not yet of the same quality
as for other domains such as people’s faces and other physical objects such as flowers. Convolutional layers
seem to play an important role in generating sharp images, as models that did not use convolutional layers
performed much worse than models that did, and created blurry samples. Due to limited resources and time,
partly due to receiving the full dataset later than expected, higher resolution models could not yet be fully
trained and evaluated, but current results for higher resolution models are similar to those of lower resolution
samples, which were 64 by 64 pixels. Overall, the performance of GANs on fabric patterns is promising and
has clearly improved over the years, but current results are not yet of the desired quality that GANs have been
able to achieve for other domains. This means that while GANs cannot yet produce images of the same quality
as human designers, they could already serve as a source of inspiration for designs. For Vlisco this research
could function as a first step, motivating further research on a larger scale. Present findings also motivate
further research into the influence of non-uniform datasets on the quality of images created by GANs.
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7.2 Future work

Based on present findings, the only models capable of producing samples of somewhat decent quality are
state-of-the-art models. Because of this, more research could be done into investigating the performance of a
larger multitude of modern deep learning generative models, or future research investigating newer models
and comparing the results to those of current models.

Another future research topic could be the generation of higher resolution fabric patterns, as the higher
resolution samples would have more practical value and could give more insight into the current strengths and
weaknesses of GANs with regards to this particular domain.

Research could be done into what qualities of a dataset are desirable to optimize the performance of
GAN models, and how much differences in these qualities can affect performance. The dataset used contained
images with aspect ratios that were not 1:1, which is uncommon for image datasets, next to a variance to
the widths and heights of the images, which means there was a variance in aspect ratio as well, which could
have lead to difficulties for the model to learn how to create square-sized samples that all have the same
resolution. More research could be done into whether or not this had a negative impact on the quality of
samples generated, and if this is the case how these effects can be remedied.
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