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Abstract
Smoking is a leading risk factor negatively impacting the health of people, not only those partaking
in it first-hand, but also to those around them. Different methods are available to assist people with
quitting smoking, with various degrees of effectiveness. Researchers developing smoking cessation
approaches would like to have controlled environments to test how effective they are before offering
them as viable options. Virtual reality has been demonstrated to be an efficacious tool for facilitat-
ing the presentation of cues aimed at eliciting smoking cravings in the lab. Addiction, however, is a
complex matter involving different parts of the brain, and how or when conditioned responses causing
smoking cravings are activated depend on the individual in question. There are strong indications that
personalization of smoking cues, or in other words using elements relevant in the addiction model of an
individual, may elicit higher or at least consistent smoking cravings. The general aim is that develop-
ing smoking cessation approaches targeting those most relevant elements may have higher ecological
validity and therefore be more effective in assisting people both with quitting smoking and maintaining
that behavior change. To assist researchers with testing their smoking cessation approaches using
a virtual coach, we have created a system enabling the presentation of virtual environments and fa-
cilitating communication between researchers and participants while the latter are viewing them. We
have evaluated the effectiveness of our system in eliciting a familiar experience, which we posit is a
major component tied to smoking cravings. Our results showed that personalized virtual environments
elicited a more familiar experience than non-personalized ones. We also examined the usability of
our developed user interface, as well as the sense of presence elicited by our system, both of which
received positive scores.
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1
Introduction

1.1. Problem Definition
Smoking is the second-highest leading risk factor globally to people’s health and well-being, behind
high blood pressure [69]. While there has been a decrease in smoking worldwide, it still is one of the
most significant contributors to health problems in the world [93]. In 2015 in the United States, 68% of
adult smokers said that they wanted to quit, in 2018 55.1% said that they had made a quit attempt in the
past year, and 7.5% of adult smokers stated that they had successfully quit in the past year [89]. Both
quit attempts and successes have seen an average rising trend globally [93], however, many people
fail to quit successfully or relapse after some time. Therefore, it is important to develop and offer a wide
range of smoking cessation methods for people to have at their disposal, so that they may choose one
which suits them and their lifestyle. Much research has been done and is ongoing regarding smoking
addiction and how people can be assisted with quitting. Researchers, however, would greatly benefit
from having controlled environments in which to test whether their proposed methods are effective.
Virtual reality approaches have demonstrated efficacy in eliciting smoking cravings in the lab [64], and
we want to investigate how the technology can be used to assist researchers in their work.

1.1.1. Smoking Cessation Research
Evidence shows that behavioral counseling interventions are more effective in helping people quit
smoking compared with no treatment or self-help material [89]. However, the same source reports that
more than two-thirds of adult cigarette smokers who attempted quitting in 2019 did not use evidence-
based treatment. This not only points to there being a need to develop and promote evidence-based
treatments such as behavioral counseling, but to also make them easy to access and use, enabling
people to easily take advantage of these approaches.

Researchers are continually investigating methods to not only help people with quitting smoking but
also to develop effective behavior maintenance approaches to prevent them from relapsing. Either by
improving upon current methods, by combining methods or by applying different principles of psychol-
ogy with demonstrated efficacy elsewhere, to test whether they may also apply to combating smoking
or other substance addictions [9, 23, 29, 37, 57, 61].

Smoking addiction research can typically be classified into either of two main categories. The first
involves investigating cravings themselves, including cue-presentation methods, or the effects of vari-
ables such as demographic information or specific conditions, e.g. level of nicotine addiction. The
second category involves using craving-elicitation methods with demonstrated efficacy, to test pro-
posed smoking cessation approaches. Essentially, research in the second category usually builds
upon findings of studies from the first one. Therefore, it is important to develop and demonstrate the
reliability of methods to elicit smoking cravings, which others can employ in their own work relevant to
either of the two aforementioned categories.

1.1.2. Smoking-Craving Elicitation
Cue-reactivity research involves eliciting cravings via exposing people to different types of cues [64].
These include:

1



1.1. Problem Definition 2

1. Proximal cues, which are specific objects that are often associated with substance intake, such
as cigarettes, ashtrays, lighters, in the case of smoking.

2. Contextual cues, such as different situations in which substances may be used, e.g. walking out
of a building may trigger smoking cravings because it is the first opportunity to do so after being
in a smoking-restrictive situation.

3. Complex cues, which relate to combinations of proximal and contextual cues, for instance a party,
which would be a social event context where people are interacting and engaging in potentially
triggering situations, such as drinking alcohol, smoking, offering / being offered cigarettes, etc.

In research using conventional (non-VR) means, these can be presented via:

1. Imagery scripts, where participants read or listen to a narration of various scenarios and are asked
to imagine different things.

2. Photographs / images / videos depicting various objects, such as smoking paraphernalia, and/or
potentially triggering situations.

3. In vivo exposure, where participants look at or interact with various objects such smoking para-
phernalia, and/or are put in different potentially triggering situations, e.g. watch people smoke.

Combinations of cues and presentation methods may elicit cravings associated with different as-
pects of addiction, such as triggering memories, activating learned responses. [20, 31]. However, not
all cue types are easy, or even particularly feasible for many research projects to utilize using traditional
means, such as in vivo presentation. This is primarily because some cue types require an increasingly
complex operational setup, have additionally imposed physical constraints, and consequently would
require a project to have more funding. Even proximal cues which may be rather uncomplicated to
present, necessarily require participants to be physically attendant in the lab. Therefore, alternative
approaches have been investigated to perhaps help overcome this inherent complication, by utilizing
virtual presentation methods to expose participants to various types of cues.

Furthermore, apart from the aforementioned inherent complexity in presenting a variety of cues
in the lab, there is also the risk of having unaccounted-for variables skewing experiment results, e.g.
environmental factors. And as such, it is important to have controlled environments in which to test
not only the effectiveness of proposed approaches, but also various hypotheses aiming to investigate
specific elements of addiction and how researchers may address them.

1.1.3. Virtual Reality in Cue-Reactivity
The use of Virtual Reality (VR) in cue presentation aimed at eliciting smoking cravings has been receiv-
ing increasing attention, and arguably for good reason. Virtual reality is a computer-based technology
where users can be immersed in virtual 3D worlds of varying realism, offering different levels of navi-
gability and interactability. It has been employed to assist in the assessment and even the treatment
of various psychological conditions, such as post-traumatic stress disorder, different types of phobias,
anxiety, eating disorders, addictive behaviors, etc. [42, 49, 64, 73]. The efficacy of using VR in eliciting
not only smoking, but also other substance cravings such as drugs and alcohol via presenting different
types of cues, has been demonstrated in many studies [10, 12, 30, 36, 42, 44, 48, 51, 60, 64]. The
technology offers the distinct advantage of allowing people to have a variety of experiences through
different virtual environments (VEs), perhaps similar to the real-world, and to be exposed to complex
situations such as social interactions, with high ecological validity [11, 64].

Some studies have been conducted to identify complex-cue environments which are perhaps more
effective than others in invoking smoking cravings in participants [36, 60, 87], perhaps pointing towards
a trend in attempting to standardize nicotine craving research [11]. And indeed, some form of standard-
ization for the overall methods used to elicit cravings may benefit research, by providing demonstrably
and reliably effective methods for presenting cues leading to craving elicitation, to help in developing
approaches aimed at helping people.

Finally, controlled environments inherently allow for the manipulation of different variables, to help
disentangle them so that researchers can study specific potentially influencing factors. This is some-
thing VEs excel in due to their inherent flexibility in being malleable allowing for their complete control.
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Therefore, the utility of employing virtual technologies becomes evident, especially when considering
the complexity of experimental design imposed when wanting to perform analogous tests in the real
world.

1.1.4. Research Limitations
There are, however, certain subjects which research has yet to address. Firstly, while moving towards
standardizing which environments and settings to use in eliciting cravings may help simplify certain as-
pects of the research, addiction has many complex and individualized aspects [34, 38, 53, 85]. There-
fore, we cannot always assume that cravings elicited by standardized generic scenes are necessarily
as high as we can obtain, which would allow researchers to accurately test their proposed approaches.
This may be due to the absence of certain cues individuals find important, or simply that those indi-
viduals are more susceptible to specific combinations of cues presented. This is demonstrated when
considering that some cues may be more prevalent in some people’s lives or more strongly associ-
ated with smoking. For instance, more heavily addicted people are more prone to smoking in the first
few hours after they wake up, while those who are not are less likely to exhibit that behavior [63]. Or,
for instance, young adults may differ from other smokers in terms of cue responses [86]. Therefore,
precisely because of this complex nature of addiction which is not completely understood [20], it may
be the case that personalizing VEs to the addiction model of each person could maximize their po-
tential for craving elicitation. This is something that could contribute to field of cue-reactivity and help
researchers with their own work, both in determining what cues are most effective, and in developing
effective treatments.

Therefore, it becomes more apparent that it may be difficult or even infeasible to create compre-
hensive ”one-size-fits-all” solutions. And that while certain aspects of VEs could be standardized to fit
most cases, others may require adapting them to people’s individual addiction models to enhance the
potential that VR can offer in eliciting smoking cravings.

1.2. Research Questions
Some work has already been conducted to investigate the personalization of certain types of craving
cues [28, 29, 82], with findings suggesting that the impact it can have on cue reactivity may strongly
depend not only on the method of cue presentation [31], but also on the type of addict [20]. There
has not, however, been much research into explicitly comparing the effect that personalization has on
cues presented in VR, which we envision may hold an advantage over generic environments that most
studies have used.

That is, therefore, the main question this research project aims to address:

How can personalized virtual reality environments be created to help with nicotine cue-reactivity as-
sessment?

This can be broken down further to formulate sub-questions:

1. What are the requirements for building virtual environments to elicit smoking cravings?

2. How do we design personalized virtual environments to elicit smoking cravings, for the purpose
of enabling researchers to test their conversational agent approaches?

3. How do different virtual environments compare with each other in terms of the magnitude of self-
reported cravings elicited in each, and how do users evaluate the usability of a system developed
to present these virtual environments?

1.3. General Approach
To address these questions, we started in Chapter 2 by first exploring the relevant fields of psychology
and addiction research to examine how others have created VEs to elicit smoking cravings. Investigat-
ing their findings also helped us determine and compile the different requirements which have informed
our design decisions. These include functional, operational, and technical requirements, which were
formulated by also examining research in the fields of games development and virtual reality, as well
as by consulting researchers working on Perfect Fit [62], which this project is a part of. The aim here
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was to obtain information regarding standardized tobacco-craving and neutral (no-craving) scenes that
have been used in cue-reactivity assessment research, as well as to determine methods by which to
implement them in a way that fits our operational demands, which is discussed further in Chapter 3.

Finally, we designed and conducted an experiment to test the effectiveness of standard and person-
alized smoking environments, as well as neutral environments of both aforementioned types, presented
in Chapter 4. This was done by examining how familiar the experience that was elicited by each, which
we posit either has a causal or at least positive correlational relationship with smoking cravings. We
additionally had participants in our experiment rate the usability of the system we developed to facilitate
presenting these virtual environments, including the user interface implemented to allow researchers
to test smoking cessation methods using a virtual agent.



2
Foundation

Having briefly touched upon the general subject matter, we now wanted to delve deeper into already-
conducted research so that we could gain a better understanding of the domain and how we could
contribute to it. This was done in an effort to answer our first research sub-question, namely:

What are the requirements for building virtual environments to elicit smoking cravings?

To undertake answering this question, we initially needed to examine the relevant research literature
to gain sufficient insights. Firstly, however, we found it prudent to also have an idea of what informa-
tion we wanted to extract from the domain to formulate a sufficient answer. Therefore, we started by
breaking down our first research sub-question into:

1. What are the different types of cues which can feasibly be presented in a virtual environment?

2. How can different types of cues be presented in a virtual environment?

3. How do we decide which cues to present?

4. What are some elements which can impact the effectiveness of cue-reactivity in virtual environ-
ments?

This helped us construct a basic framework for what to look for in the literature on a theoretical level.
To answer these, we first looked at research relevant to eliciting smoking cravings and investigated
different types of cues, as well as how others have presented them in virtual environments. We then
explored the idea of personalization for the purpose of eliciting smoking cravings in virtual environments,
which we had previously identified as being a gap in research. To conclude our literature review,
we investigated the concept of immersion and sense of presence, which along with the subject of
personalization, seemed important to examine so that we could determine potential additional factors
that can impact the effectiveness of VEs in eliciting smoking cravings. This investigation of relevant
work helped us determine what the basic requirements would be for designing such VEs, therefore
partially answering the questions posed above.

These requirements were then further refined after consulting with psychologists contributing to the
Perfect Fit project and presenting them with scenarios illustrating potential solutions for each aspect
of our proposed approach, which primarily focuses on determining how to create personalized VEs
(PVEs). This helped us finish answering the above questions.

2.1. Cue-Reactivity Research
Much research is being performed into investigating various aspects of addiction and how it manifests
in different people. Examining the reactivity of diverse types of cues is important in determining what
causes cravings in different people, as well as how that can be simulated in controlled environments.
First we wanted to examine what are the different types of cues that can be presented in a VE, how they
can be presented, and which are actually feasible to do so. We then further investigated the element
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of personalization, which was previously identified as a research gap, to determine what has already
been done and whether we can build upon it. Finally, we examined immersion and sense of presence,
which are widely reported to be elements potentially affecting

2.1.1. Cue-Delivery Methods
Supplementary to the general types of cues mentioned previously (proximal, contextual, complex),
there are more specific types of cues relevant to the method of delivery to a person [42, 73]:

1. Visual: Looking at images/video containing craving-cues, or in-vivo exposure.

2. Auditory: Listening to either explicitly suggestive audio, such as someone asking if you would
like to smoke, or listening to ambient sounds from an environment which may be triggering, e.g.
a bar.

3. Haptic: Interacting with objects that may trigger craving, e.g. using a lighter, unwrapping a pack
of cigarettes, holding a cigarette, etc.

4. Olfactory: Smelling scents associated with smoking, e.g. tobacco smoke, coffee, alcohol, etc.

5. Gustatory: Tastes associated with smoking, similar to olfactory.

6. Imagery: Reading or listening to scripts which are designed to elicit emotions/cravings by having
the subject imagine presented situations.

The first five types are experienced by physically being exposed to them, while the latter involves
the person imagining those situations described and in a way causing themselves to have cravings.
These cue types can also be combined to perhaps amplify their effectiveness. For instance, being
presented with a video of a bar may be less effective than also being exposed to the audio one would
expect to hear, and scents one would expect to smell [42, 73].

In the case of virtual reality, cues from five of the above types can be generated using different
methods, with some being somewhat trickier to accomplish their presentation adequately. Gustatory
cues are excluded from this since they necessarily require a more complex setup outside VR. Visual
and auditory cues are rather straightforward to generate by simply presenting relevant material, such
as photos or 3D objects, and audio. In the case of haptic and olfactory cues, however, more specialized
equipment is required, such as haptic feedback gloves or suits, and scent-generation devices. That
said, one could alternatively present haptic and olfactory cues usingmethodsmore akin tomixed-reality,
such as having users hold a physical lighter or cigarette while they are immersed in a virtual world, or
using candles and sprays to present olfactory cues. Although depending on the experimental setup,
using these alternative approaches may cause unwanted distractions. For instance, if one is wearing
a head-mounted display (HMD), being asked to manipulate a physical object may take away from the
experience because they may not also be able to look at the object they are manipulating, or there may
be inconsistencies with the interaction between the physical object and its virtual representative. And
in the case of presenting olfactory cues, using conventional approaches does not provide the scent-
on-demand experience that specialized devices can offer, unless researchers go to huge lengths in
planning and executing complex scenarios. Such scenarios would likely require great coordination to
present the correct olfactory cues with appropriate timing based on what the user is experiencing in
the virtual world. And if not using an HMD, this may be distracting to the user and even more difficult
to accomplish in a realistic manner in the lab.

In determining what combinations of cue types and delivery methods to utilize in virtual environ-
ments, arguably the biggest considerations we need to make are whether something adds significant
enough value, and whether it is feasible to include. In other words, there needs to be a cost-benefit
analysis. Naturally, it would be interesting to develop a system capable of presenting every type of
cue using every delivery method available. However, it is difficult to predict whether the increased
complexity that such a solution would entail, as well as the additional costs required, can actually pay
off proportionately in terms of the experimental value added. That said, visual and auditory cues are
the most feasible to present using even standard equipment, such as a computer with monitor and
speakers. They are also arguably what virtual environments are currently best suited to present, i.e.
visuals and audio.
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2.1.2. Presenting Cues in Virtual Environments
Much work has been done in smoking addiction research to investigate potential causes for people to
have cravings. As discussed previously, different cue types exist that can be presented via various
methods. Cue-reactivity in each person also depends on whether cravings are caused by cues trigger-
ing some explicitly-or-implicitly-activated response. For instance, watching someone smoke, looking at
a pack of cigarettes, being in a party with people smoking are cues typically evoking explicitly-activated
responses (causing cravings). On the other hand, for instance, walking out of a building may act as
an implicit cue. This is because the activity of exiting a confined space where smoking is typically not
permitted can potentially signal an opportunity to smoke in some people [10]. Another example would
be walking down the beach triggering some memory or emotions associated with smoking, which may
also cause cravings. Different studies have presented various combinations of cues to investigate their
efficacy in eliciting cravings.

Most research has implemented methods presenting:

1. Explicit visual proximal cues i.e., presenting smoking-related paraphernalia [1, 12, 13].

2. Implicit visual proximal cues shared by large amounts of people e.g., objects associated with
alcohol or coffee, which many people relate with smoking [11, 13].

3. Explicit/implicit visual/auditory complex cues, such as a bar setting with people smoking and
partaking in other activities associated with smoking e.g., drinking alcohol [9, 11, 13, 19, 29, 30,
32, 35, 51, 60, 88].

4. Explicit auditory complex cues e.g., being asked if one wants to smoke [11, 13, 88, 32, 50].

Some research has also included explicit and implicit olfactory cues, such as tobacco, coffee, al-
cohol, or food scents in an attempt to elicit cravings. However, the overwhelming majority did not
explicitly examine the effects that including this type of cues has on cravings [19, 88, 1, 13], while one
study found that the addition of scent did not significantly increase attention to cues or thoughts about
smoking [87].

After investigating cue-reactivity research, we see commonalities in the VEs designed and used in
experiments to test cue-reactivity. This may somewhat be due to focus groups or surveys being con-
ducted prior to the actual VEs being designed, where participants are asked to rate which cues they
think would elicit more smoking cravings, such as in [51]. Additionally, there has already been much
research conducted in the field of addiction prior to the emergence of virtual reality and its establish-
ment as a reliable tool in research, which has also informed as to cues which may likely be effective.
Unfortunately, we have not seen much research explicitly comparing the effectiveness of different cues
in eliciting smoking cravings in VR. Instead, most research involves presenting a multitude of cues and
assessing the cravings self-reported by participants, as well as other variables, such as physiological
data, emotions, demographics information, etc., to investigate potential effects. In general, research
consulted has shown that combinations of above cues are effective in eliciting smoking cravings.

VEs employed in cue-reactivity research which have been frequently used include:

1. Rooms containing explicit and/or implicit visual cues, such as smoking paraphernalia and/or as-
sociated objects, such as a cup with coffee, or alcohol, etc. [1, 11, 12, 13, 37].

2. Scenes depicting a home setting, with the scenario being that the viewer and others in the en-
vironment have finished eating breakfast/lunch/dinner. After eating a meal has been shown to
be a common occasion for people to smoke, however, this is also dependent on each person’s
addiction model. For instance, people with lower nicotine dependence have been shown to not
crave smoking in the first hours after they wake up [32, 33, 36, 63].

3. Scenes depicting the viewer and others having a meal at a restaurant. Similar in some ways to
the home setting mentioned above [32].

4. Scenes depicting a bar or party setting where people are drinking, smoking, dancing, talking, and
in some cases offering the viewer a drink/cigarette. Consumption of alcohol has been associated
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with smoking in some people. This is especially observed in social smokers who only smoke
when in those types of situations involving public places, other people, and usually alcohol [9, 11,
13, 19, 32, 36, 44, 51, 61, 88].

5. Scenes depicting the viewer and others having coffee at a café. Similarly with alcohol, coffee
consumption has been associated with smoking in some people [32, 36].

6. Scenes depicting a scenario where the viewer is waiting in the street for public transportation to
arrive. Having to wait for something may trigger cravings to smoke in some people, or one may
also see/hear/smell others smoke at those public places e.g., bus stop [30, 32].

Other research has also investigated more elaborate settings, such as creating multi-scene VEs.
For instance [9, 10] used a virtual world of eleven interconnected environments, including an apartment
building, restaurant with a bar, a cinema complex, a grocery store, where these were connected with
streets allowing the participant to navigate between them.

There have not been studies explicitly comparing the effectiveness of different cue combinations
to elicit smoking cravings e.g., VEs with only proximal cues vs VEs with only contextual cues vs VEs
with complex cues. However, some studies have shown that VEs with complex cues (party with social
interactions), were able to elicit similar self-reported craving levels as VEs containing only proximal
cues (smoking paraphernalia room) [11, 12]. In general, the research investigated has reported that
the environments listed above are effective in eliciting cravings when compared to neutral-cue environ-
ments.

Additionally, not many studies have directly compared the effectiveness of different complex-cue
environments on craving. One, however, compared seven VEs similar to ones mentioned in the list
above, to examine which were reported to elicit the strongest cravings [36]. Results indicated that in
their experiment, VEs depicting 1. being in a pub, 2. having coffee at a café, as well as 3. having lunch
at home elicited the highest cravings among their participants, in that order.

The role of context in causing cravings has also been demonstrated by [60], where they compared
two identical convenience stores, one with explicit proximal cues such as a shelf behind the counter
displaying tobacco products for sale, and the other where no smoking cues were present. The smoking-
cue VE elicited significantly higher self-reported cravings, however, the neutral-cue VE also elicited
higher cravings than an unrelated neutral-cue environment. The authors postulated that this perhaps
points towards some participants having associated convenience stores with the sale of tobacco prod-
ucts, and therefore even in the absence of proximal cues some craving was elicited.

To summarize, the general concept of designing VEs aimed at eliciting smoking cravings involves
depicting objects and places, and simulating scenarios whichmay be triggering to people. This includes
not only explicitly presenting individuals with smoking-related objects and activities, but also presenting
them with implicitly-associated cues. Arguably the biggest consideration of what to present and how
to present it relies on operational requirements, such as whether something is feasible, or what kind
of hardware we want to use. On the other hand, if certain cues are not implicitly associated with
smoking in some people, they may not activate a response which would cause them to have cravings.
Therefore, we posit that it may be valuable to also investigate whether we can obtain information on
which cues may implicitly activate cravings in different individuals, that may enhance the efficacy of a
virtual environment in eliciting cravings.

2.1.3. Virtual Environment Personalization
We have already briefly mentioned that we identified a research gap regarding the subject of VE per-
sonalization. This gap has been justified to some extent by the inherent complexity involved and the
increased magnitude of work required to simulate experiences in VR that sufficiently correspond to the
addiction model of each individual. We now look into how personalization has been employed in past
research, as well as the reasoning behind why we believe it may lead to eliciting higher, or at least
consistently high cravings.

Many VR studies have used some element of personalization, for instance having packs of cigarettes,
posters, advertisements, matching each participant’s preferred brand [1, 10]. One study even included
the creation and customization of entire VEs in the Second Life online gaming program for each par-
ticipant’s self-reported triggers [29, 52]. However, none of these explicitly compared the effects of
personalized with non-personalized environments. Conklin et al. performed research into the effect of
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personalization on elicited smoking cravings, first by means of an earlier study using imagery scripts
[28], and later by presenting participants with photos on a computer monitor [26]. In their study using
imagery scripts they compared personalized, standard, and personalized craving-cue imagery scripts
of other participants. Their results showed that personalization did not increase cravings in imagery
scripts, while using personalized imagery scripts of other participants actually elicited lower cravings.
This may be because the cues contained in personalized scripts by others did not activate some implicit
response. The authors also posited that there may be a limit on how much craving may be elicited by
imagery scripts, which is perhaps why personalization seemed to not be more effective than standard
approaches, something which may also potentially be a factor for other types of cues and presentation
methods. In their later study, they had participants record photos from locations in which they smoke
and do not smokemost frequently, and contrasted themwith photos the researchers took from locations
shown in an earlier study they did to determine which locations participants considered as being the
most and least triggering to smoke [27]. Their results showed that personalized smoking-cue images
elicited higher smoking cravings than standard and non-smoking-cue ones.

Therefore, we posit that there is a rather strong argument for hypothesizing that cravings elicited
when presenting VEs personalized to the addiction model of a person may be higher, or at least the
highest that can be feasibly elicited. For instance, implicit cues are dependent on what each person
has associated with smoking, e.g. someone who doesn’t drink coffee or alcohol has not associated
smoking with them and so they will probably cause no cravings in that individual. Or for example,
convenience stores may not be an effective contextual cue in people who have not associated them
with seeing or buying cigarettes. Additionally, the time of day and level of nicotine dependencemay also
be a factor affecting smoking cravings, such as social smokers or less nicotine-dependent individuals
may not smoke in the first few hours of the day, e.g. after breakfast. While this may be the opposite for
more habitual smokers or more nicotine-dependent individuals. Finally, biological factors such as age
may have an impact on the effectiveness of cues in causing smoking cravings [86].

All of these, while not necessarily easy to take into account when developing VEs, may be worth-
while to explore for potentially maximizing their effectiveness to elicit smoking cravings. This is because
researchers attempting to test their own hypotheses, either regarding cue-reactivity or attempting to
develop smoking cessation methods, may benefit from being able to elicit high or at least consistent
craving levels from participants, so that they can more effectively assist people with overcoming them.

2.1.4. Immersion and Sense of Presence
Two prominent concepts concerning psychology research using virtual reality, is determining the role
that immersion and sense of presence (SoP) have in the effectiveness of methods intended to be em-
ployed. While closely related, these do not correspond to the same thing. According to [75, 76, 77, 78,
81], immersion relates to what the technology offers in terms of allowing for sensory modalities compa-
rable to their real-world equivalents. In other words, offering the tools which can enable the mimicking
of what could be experienced in the real world. Immersion is also objectively measurable, for instance
an HMD is a more immersive technology than a computer monitor, or an HMD capable of displaying
content in higher fidelity is more immersive than one without that capability. Sense of presence, on
the other hand, is the reaction of people to immersion, i.e. whether one actually feels they are present
in the virtual world being experienced. This is something purely subjective and difficult to accurately
measure [78], with Slater [75] presenting immersion as being being analogous to the wavelength of a
color, which can be objectively measured, and SoP being analogous to how one perceives that color,
which is an entirely subjective experience. There is, however, a positive correlation between immersion
and SoP, and there is some indication that the two can be concomitantly increased [8, 16, 81, 76].

Since the SoP cannot necessarily be directly improved, increasing immersion has been shown to
perhaps help improve it [76, 81]. Increasing immersion has to do with both the hardware and the
software involved in presenting VEs. Firstly in terms of hardware, the more a technology offers an
escape from the real world by isolating the senses and having virtual experiences perceived as being
real, the more immersive it is. Sufficient results can be accomplished by for instance using an HMD and
surround headphones, an approach prevalent in most relevant research projects. Better results may
be achieved by using top of the line HMDs with very high resolution lenses, high quality surround audio,
haptic feedback suits, and scent-generation machines, since those are more immersive technologies.
This, however, is not necessarily feasible by most research projects, due to the increased costs and
additional experimental complications the technology may introduce.
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In terms of software, higher fidelity environments offering well-rounded combinations of cue types
may increase immersion, and perhaps subsequently the SoP. However, similarly with the aforemen-
tioned hardware considerations, there is arguably an optimum point for the complexity involved and
effort/resources required, relative to the experimental value gained. Furthermore, higher immersion
hardware technologies have been shown to suffer proportionately more from lower-fidelity software ap-
proaches, as opposed to lower immersion hardware [16]. Therefore, the choice of software/hardware
approach combinations arguably depends on what is feasible to implement, with a good balance of
each perhaps being preferable.

The matter of immersion and SoP is relevant in psychology research, because many approaches
rely on people’s emotional states, which have also been shown to be affected by feeling as if you are
physically present in a VE [15, 16, 59, 84]. For instance, when implementing VR-based approaches to
help people overcome conditions related to phobias, anxiety, PTSD, etc., it has been shown that the
more the client feels as if they are actually present in that VE, the more effective treatment approaches
may be. In some cases, reflexive reactions which may be elicited can suffice to give psychologists
important information regarding the mental and/or emotional state of a client. For instance, one is
aware that they are viewing a VE while physically being present in the lab, however, being presented
with a scenario where they are suddenly falling can still trick them into momentarily thinking that they
are actually experiencing that in the real world. That is because reflexes are capable of reacting before
the brain can reason about the situation and realize that it is not actually happening [83].

Similarly in smoking addiction research, there are indications that immersion and SoP may also be
important to take into account. There has not been much investigation specifically into their effects, and
results from what research has been conducted offer somewhat conflicting reports on their effects on
craving. Firstly, results of [32, 33] suggest that smoking cravings may increase with more immersive
systems causing a higher SoP. On the other hand, [30] report that people who recently quit smok-
ing were having higher cravings in the high-immersive condition of their experiment, while in current
smokers there was higher craving in the low-immersion condition. The two projects used fundamen-
tally different types of environments, however, with the former using interactive 3D VEs and measuring
self-reported craving during the experiment and SoP after VR exposure. As mentioned before, the SoP
is entirely subjective and therefore difficult to accurately capture, however, using questionnaires such
as ones proposed by [79] may give an approximate indication. Which is what the researchers did in
this case and reported that the SoP was strongly related with self-reported craving levels. In the case
of [30], they specifically tested immersion by having participants watch the same 360° video environ-
ment on a held smartphone (low immersion), or on the same smartphone placed in a VR headset (high
immersion). They reported that their unexpected results may have also been influenced by different
factors. 1. That the HMD VR experience may have been distracting enough that current smokers did
not get comparatively high cravings as opposed to recent quitters, 2. that current smokers may have
recently smoked therefore naturally having less cravings, as well as 3. positing that environments hav-
ing been passively experienced, i.e. watching them as a video as opposed to being interactive, may
have also influenced their results.

There is, therefore, some indication that striving to improve immersion, at least to some degree,
may be a worthwhile endeavor in improving the effectiveness of cues presented to cause smoking
cravings. Despite that, we do not see enough research focus placed on the matter to warrant overly
concentrating our efforts there, but we should still perhaps consider more immersive approaches where
feasible.

2.1.5. Basic Requirements
A system aiming at presenting cues in VEs to elicit smoking cravings, just like any other type of system,
should fulfill certain requirements, which are split into functional, technical, and operational.

At this early stage, after performing our background research we identified a set of basic high-level
requirements, listed in Table 2.1.
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Type Requirement

Functional Create virtual environments containing smoking cues of vari-
ous types, to elicit smoking cravings.
Facilitate the measurement of elicited cravings by the
virtual environments.

Technical
Determine software to use in developing virtual environments.
Determine what hardware to use in presenting virtual
environments.
Adhere to good software engineering practices in developing
the system.

Operational

Determine overview of how personalization of virtual
environments may take place.
Determine which cues are feasible to present based on other
operational requirements.
Determine how immersive virtual environments should be.
Determine requirements of the Perfect Fit project.

Table 2.1: Basic System Requirements

These were rather general and some had not been entirely defined yet, primarily because we first
needed to consult with experts contributing in Perfect Fit, which this project is part of.

2.2. Expert Consultation
Perfect Fit is a project undertaken by a multi-discipline collaboration of various universities and organi-
zations in the Netherlands. It ultimately aims to produce a personalized-medicine approach in assisting
people with adopting a healthier lifestyle, by means of an application employing a virtual coach. We first
had a brief consultation with psychologists contributing to Perfect Fit to elicit some basic requirements,
which we then used as a basis to design scenarios illustrating the options identified for different aspects
of the proposed system. We subsequently presented these scenarios to a team of experts contributing
to Perfect Fit and gained valuable feedback which helped us refine our requirements and update our
general vision for the project.

2.2.1. Background and Initial Requirements Elicitation
While the specific methods for achieving the goals that Perfect Fit has and will set, including the type
intervention or coaching approach will be determined later by those aiming to undertake the relevant
parts of the project, there is a need to develop reliable controlled environments for them to test some of
their hypotheses. That is where this project comes in, with the aim of designing and developing virtual
environments which can be used to elicit smoking cravings in smokers who view them.

We had an initial consultation with two health psychologists experienced with smoking cessation
approaches and treatment, contributing to the Perfect Fit project. We discussed what they generally
think may be worthwhile matters to consider in creating virtual environments and the type of system
that could assist them, as well as what basic requirements they have in terms of how they envision our
solution will be used later on as part of the wider project.

These are supplementary to our basic requirements presented in section 2.1.5, and can be listed
as:

1. Researchers contributing to Perfect Fit want to have virtual environments capable of effectively
eliciting smoking cravings in participants.

As mentioned previously, researchers developing methods that aim in helping people quit smoking
want controlled environments in which to test their hypotheses. So the requirement here involves pro-
viding them with virtual environments which can effectively elicit smoking cravings in participants, so
that they can perform their various intended experiments, e.g. testing whether their proposed interven-
tion approaches have the desired effects.
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2. Researchers contributing to Perfect Fit want to have a means of communication with participants
in the aforementioned virtual environments, to simulate interactions with a virtual coach.

In terms of communication, researchers would like the ability to exchange messages with partici-
pants during the experiment. In the application that Perfect Fit aims to develop, a virtual coach will be
communicating with users. However, prior to its development researchers would like to simulate the
intended front-end functionality by means of a ”Wizard of Oz” approach. This entails a human operator
interacting with users using similar principles to how a virtual agent would e.g., a structured protocol
with pre-set responses.

2.2.2. Scenarios and Discussion
Based on our literature review and this first expert consultation, we set out to distinguish the various
aspects that our proposed systemwould have, and then determined different options that we envisioned
feasible for each. Since we were aiming to not only construct VEs to elicit smoking cravings, but to
also allow the researchers later on to use our methods to create VEs for their own experiments, we
essentially have two types of stakeholders that we need to base our scenarios on. Therefore, we have
differentiated these into the participant (client) and researcher perspectives.

In terms of attempting to satisfy the first requirement received regarding creating effective VEs
to elicit smoking cravings, we used relevant aspects identified in our literature review to inform our
decisions. As such, we conceptualized approaches using some form of personalization in the proposed
solutions, since there are strong indications that adapting the presented cues to the addiction model of
individuals may be more effective in eliciting a high level of cravings.

We structured our scenarios based on a set of propositions that we formulated after the initial expert
consultation, which helped us in separating the different aspects of our proposed solution identified:

1. The client is able to provide relevant material required by researchers to create personalized
virtual environments.

2. The researchers know what to personalize in virtual environments for each client.

3. The researchers find the concepts of immersion and sense of presence important in presenting
virtual environments to elicit smoking cravings.

4. The researchers are willing to spend 𝑋 time on preparing virtual environments for each client.

5. A limited library of 3D assets is sufficient to create suitably-personalized 3D virtual environments.

6. The client is willing and able to physically visit the lab to participate in the experiment.

7. The communication solution we envisioned sufficiently fulfills researcher requirements.

The following scenarios were presented to the experts consulted and a discussion took place to
determine truth values for the above propositions. This was done by analyzing not only how the experts
responded to each option for every scenario, but also the reasoning provided. A summary of the
discussion regarding the different scenarios and the insights we found can be seen in Table A.1 of
Appendix A.

2.2.2.1 Participant Perspective: Required Materials

This first scenario attempts to address our first proposition, ”The client is able to provide relevant ma-
terial required by researchers to create personalized virtual environments.” The initial consideration
regarding how and what to personalize to design VEs, involved examining what information or ma-
terial we would require from participants prior to the experiment being conducted. We had two main
contending options here:

1. Participants submit answers to a questionnaire, which the researchers would formulate and pro-
vide, attempting to elicit relevant information that can be used to inform decisions regarding how
to personalize virtual environments.
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This would include information related to their addiction model, such as their demographics infor-
mation, the average number of cigarettes they smoke daily and their preferred brand, locations where
they smoke most frequently, objects present in certain locations, etc.

2. Participants submit photographs and audio from the locations in which they smoke most fre-
quently.

The idea was that similar information to what questionnaire answers could provide may be extracted
by analyzing the photos, e.g. where do participants smoke most frequently, what objects may be
triggering, etc. Additionally or alternatively, the photos themselves could be incorporated somehow in
the VEs, along with the audio provided, which would act as an auditory cue.

Both options were viewed generally positively, however, the second was favored more because
it could provide information that participants may not be consciously aware of, which could factor into
their addictionmodel. Additionally, participants could also perhaps be asked to submit some information
regarding their smoking history or demographics information, to be used where appropriate.

An important consideration had to do with the individuals who Perfect Fit may recruit into being
experiment participants. There was discussion regarding wanting to involve people of low literacy or
socio-economic status (LSES), due to there being evidence suggesting that individuals belonging to
such groupsmay also be less health-literate [56] and therefore a vulnerable group that the project wants
to help as well. In this case, we needed to consider potential differences in how LSES people would
be providing the necessary material to the researchers, both in terms of technical proficiency and in
time investment. In the case of photos, the experts suggested that they may already be taking photos
in their everyday lives, so they may already have the skills required. In the case of questionnaires, the
experts seemed uncertain as to whether LSES participants would be willing to make the effort required
to provide adequate responses i.e., reading all the text and then responding with relevant information.
In the case of time investment, there appeared to be more leeway, since the experts suggested that the
process of preparing the required material should not take more than two hours. Which in our estimate
is sufficient time for either option.

2.2.2.2 Participant Perspective: Viewing Virtual Environments

This scenario attempts to partially address the second and third propositions, ”The researchers know
what to personalize in virtual environments for each client.”, and ”The researchers find the concepts
of immersion and sense of presence important in presenting virtual environments to elicit smoking
cravings.”

In terms of what personalized virtual environments (PVEs) to present, we had two primary options
along with a third using combined elements from each. Participants would:

1. Experience 3D virtual environments containing personalized elements determined by researchers
and stock sound corresponding to the visuals.

2. Experience virtual environments containing panoramic photos and audio submitted by them-
selves, of the locations in which they smoke most frequently.

3. Experience virtual environments containing 3D assets, personalized 3D elements determined by
the researchers, photos submitted by themselves, and stock/submitted audio.

The main difference from a practical perspective, is that 3D environments are more feasibly made
navigable, may contain interactible elements, and may present animated content. While on the other
hand, these aspects are more difficult or even unfeasible to seamlessly incorporate in a VE presenting
panoramic photos, and may potentially venture into uncanny valley territory, since there will necessarily
be a difference in the graphical representation of elements shown, for instance adding 3D objects in a
photo, and may likely affect immersion. The experts consulted did not view navigation inside the VEs
as particularly important in eliciting cravings, but were not entirely certain as to what effects interaction
with objects in the VE would have.

The concept of immersion was viewed as being moderately important, something consistent with
research consulted which reported that environments offering higher immersion may be more effecting
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in eliciting smoking cravings. One study reported that environments composed of 360∘ photos gener-
ated similar levels of presence as 3D environments, even with differing levels of realism [15], which
arguably makes all three of our options here viable in that regard.

The idea to utilize photos and audio taken by participants was viewed more favorably by the re-
searchers consulted, primarily because it presents participants with objects or locations that they have
already most likely associated with smoking, and therefore increasing the likelihood that they will have a
craving response activation. More specifically, the idea of presenting participants with panoramic pho-
tos of the locations in which they smoke most frequently seems promising, because it would somewhat
inherently offer a form of realism in terms of simulating elements in people’s addiction model. Addition-
ally, this reduces the effort required in having to determine exactly what to personalize for each person
in every environment. Furthermore, this is useful in the case of Perfect Fit, since the cravings which
participants may be helped to overcome will be elicited by VEs displaying some of the same cues they
frequently get exposed to and have formed conditioned responses to. Something which may arguably
increase the real-world transference of the planned intervention approaches.

2.2.2.3 Researcher Perspective: Designing Virtual Environments

Continuing from the previous scenario, we attempted to finish addressing our second proposition, ”The
researchers know what to personalize in virtual environments for each client.”. Additionally, the sce-
nario here addresses the fourth and fifth propositions, ”The researchers are willing to spend 𝑋 time on
preparing virtual environments for each client.”, and ”A limited library of 3D assets is sufficient to create
suitably-personalized virtual environments.”

As mentioned previously in 2.1.3, personalization of VEs is not very well defined in literature, and
can potentially be unfeasibly complicated and/or time-consuming. We have already presented some
of our ideas for PVE presentation methods in the previous section, and here we examine what would
designing these can entail.

The options considered were:

1. Design a number of VEs with 3D assets, based on what the literature has indicated to be more
effective in eliciting cravings, e.g. a bar, a café, a living/dining room at home, etc. Allow for the
personalization of certain elements in each scene, which are to be determined by researchers.
Additionally/alternatively, personalization may take place in the form of which type of environ-
ments are presented, rather than the only of the elements personalized within each environment,
e.g. showing a bar to someone who doesn’t go to bars may not elicit cravings.

2. Design personalized VEs from scratch with 3D assets, similar to ones presented in literature.
Allow the freedom of basing everything in every environment on what researchers deem relevant
to the addiction model of each participant.

3. Utilize participant-submitted photos and display them in some way, such as part of VEs with 3D
assets, or having participants view VEs entirely composed of photos.

The primary issue with the first two option above is that the researchers would need to know what
to personalize, and also what to ask participants to obtain the necessary information that would allow
them to sufficiently do so. Which as mentioned previously, may require an extensive elicitation pro-
cess, something not necessarily easily undertaken, especially when also considering LSES people.
Additionally, a limited library of 3D assets would have to be enough for sufficiently personalizing VEs
to fit each participant’s addiction model, therefore recreating for instance people’s houses or other en-
vironments would not be feasible. Finally, a potentially moderate to relatively long period of time would
be required to create PVEs for each participant, something primarily based on how proficient one is
with the methods used, as well as on the amount of work required to obtain a satisfactory result.

On the other hand, incorporating participant-submitted photos and audio can be a streamlined and
uncomplicated process, requiring as little effort as for instance copying files in the specified folder and
editing a document with certain properties of the files added.

Presenting panoramic photos was generally viewed as themore favorable option by the researchers
consulted, as was also discussed in the previous scenario, which made the choice here rather straight-
forward. Although in terms of why they also preferred this from the researcher perspective, the experts
consulted were mostly concerned with the time requirement, as well as how complex the process would
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be. They indicated that they would not want to spend more than a maximum of 2-3 hours on person-
alizing VEs for each participant, and that the process should be uncomplicated enough for someone
without programming expertise to easily undertake with some instructions.

2.2.2.4 Participant Perspective: Location and Hardware Interaction

The options here had to do with where participants would physically be located to take part in the
experiment, and consequently, what hardware would be used. These aimed to finish addressing our
third proposition, ”The researchers find the concepts of immersion and sense of presence important in
presenting virtual environments to elicit smoking.”, as well as address our sixth proposition, ”The client
is willing and able to physically visit the lab to participate in the experiment.”

The options presented were:

1. The participant takes part in the experiment at home.

(a) The participant views the VEs on their computer monitor and uses a keyboard/mouse for
interactions.

2. The participant goes to the lab to take part in the experiment.

(a) The participant views the VEs through an HMD and uses a gamepad controller for interac-
tions.

(b) The participant views the VEs on a computer monitor / projector and uses a keyboard/mouse
for interactions.

As presented above, if the participants were to take part in the experiment while at home, the
only hardware interactions we can guarantee are feasible for mostly everyone, are to use a computer
monitor and keyboard/mouse. We did not consider presenting VEs on a smartphone screen since that
may break immersion too much and also additionally complicate interactions.

Alternatively, if participants were to visit the lab to take part in the experiment, there is a higher
degree of freedom in what hardware we can have them use. They can of course be asked to use
the same as mentioned above, or they can use an HMD and gamepad controller to view/interact with
VEs, something which can also increase immersion and potentially improve the magnitude of elicited
cravings.

Having participants go to the lab and use an HMDwere the more favorably-viewed options, primarily
due to this combination offering the most experimental control. After all, we have already argued for
VR advantages in allowing for controlled environments, while on the other hand, having participants
physically be in environments we cannot control somewhat defeats the purpose and potentially harms
experiment results. This is primarily because we may not be able to guarantee that smoking cravings
elicited are necessarily because of the VEs presented, rather than because of any other cues present
in the participant’s physical environments. Furthermore, there may be additional distractions present
which could not only reduce the effectiveness of the presented VEs in eliciting smoking cravings, but
also potentially diminish any effects that immersion or sense of presence may have.

Finally, while this was not explicitly brought up by the experts consulted, if we are to also consider
use cases involving LSES people as well, we may not be able to guarantee that everyone may have the
necessary hardware at home i.e., a computer, or sufficient proficiency to use the provided application
without extensive remote guidance. And even then, it may simply be compounding additional unnec-
essary complications that can potentially affect experiment results, such as environmental factors or
distractions, which a controlled environment aims to avoid.

2.2.2.5 Participant/Researcher Perspective: Communication Method

Options in this aspect of the proposed system have to do with how we can facilitate communication
between the researcher and participant during the experiment to partially address our final proposi-
tion, ”The communication solution we envisioned sufficiently fulfills researcher requirements.”. We
broke this proposition in two parts; the first involving whether the communication solution has sufficient
functionality, which is addressed here. There are two main options we identified, with the choice in
the researcher’s perspective influencing which option in the participant’s perspective to take, and vice
versa.
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The identified options were:

1. Interact via free-form text input, similar to a typical messaging application.

2. Interact via the researcher messages being accompanied by corresponding responses among
which the participant can select the one most closely matching what they want to say.

As discussed with the experts consulted, the options most closely resembling how the interface
would appear in the final Perfect Fit application is preferable. This may increase the real-world transfer-
ence of results obtained during Perfect Fit experiments, e.g. attempting to help participants overcome
elicited cravings. That said, however, the functionality offered by the interface in the planned Perfect
Fit application was somewhat unclear at the time that this project was underway, although offering a
selection of pre-determined responses would more likely be the case.

Furthermore from the researcher’s perspective, the envisioned solution for our project was to offer
a selection of message templates, each having pre-determined responses. The researcher would be
able to select one, and be allowed to edit both the message and available responses before sending
them to participants. Again, this is to be consistent with how the Perfect Fit virtual coach will most
likely operate, where it may have structured responses, rather than being similar to offering free-form
communication. Additionally, the experts mentioned that the messaging style being uniform may be a
good idea, which is in alignment with having pre-set templates, rather than each researcher free-form
typing messages in their own style, that can impart the perception that different people are talking with
the participant.

2.2.2.6 Participant Perspective: Communication Solution Appearance

This final scenario involved how the communication solution user interface (UI) would appear on the
screen so that participants can interact with it. This attempted to finalize addressing the last of our
propositions i.e., ”The communication solution we envisioned sufficiently fulfills researcher require-
ments.”. As mentioned in the previous scenario, we broke this into two parts, with the first involving
whether the communication solution has sufficient functionality to meet researcher requirements, which
we already examined. The second part involves whether the communication solution is designed in a
sufficient manner for its intended purpose, which is examined here.

The two options identified were:

1. Having the UI overlaid on a 3D object, e.g. a smartphone.

2. Having the UI appear in a typical manner, i.e. flat against the screen.

There was some discussion about this, primarily because how the 3Dmodel presented arguably was
prone to breaking immersion. More specifically, its size, location, rotation, and that it remained stable
on the screen even as the camera was rotating, were not realistic enough and so took away from the
overall experience. Therefore, from our discussion we understood that they wanted the communication
solution to not break immersion if it was to be implemented as part of a 3D model in the environment.

On the other hand, presenting the UI in typical fashion flat on the screen seemed to have a more fa-
vorable reaction, because its purpose wasmore apparent, and it looked separate from the environment.
Therefore, purposefully breaking immersion in a way via a user interface appearing was preferable to
immersion breaking accidentally because of the object design. That said, however, we agreed that
most of the criticism regarding overlaying the UI on a 3D object had to do with how said object ap-
peared. This was something we subsequently addressed by modifying the size, rotation, position of
the object and made it remain centered in the field of view even as the camera looked around. This
elicited a more favorable opinion from the researchers in a later consultation, and we agreed that this
was the preferred option.

2.3. Requirements Refinement
After obtaining feedback on the scenarios presented, we now had enough information to refine and
expand our basic requirements previously listed in section 2.1.5. We list our updated requirements in
Table 2.2. This process helped us update our vision for the solution we planned to develop as part of
this project.
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Type Requirement Source

Functional

Create a system that allows for personalizing virtual
environments using participant-submitted panoramic
photos and audio.

Literature /
Experts

Facilitate the measurement of elicited cravings by
the virtual environments.

Literature

Facilitate communication between researcher and
participant by means of a messaging solution.

Experts

Technical

Employ appropriate tools in designing virtual
environments, and in developing the system.

Literature

Adhere to good software engineering practices in
developing the system.

Literature

Operational

Utilize appropriate assets and presentation methods
that do not break immersion.

Literature /
Experts

Present environments which are more likely to contain
cues relevant to each person’s addiction model.

Literature /
Experts

Develop system to be accessible to people of low
literacy/socio-economic status.

Experts

Ensure that material preparation does not take
participants longer than 2 hours.

Experts

Ensure that virtual environment preparation
/ personalization does not take researchers longer
than 2-3 hours for each participant.

Experts

Allow researchers to select message templates with
pre-set responses to send to participants.

Experts

Develop participant communication interface that
is conceptually similar to the virtual agent solution
currently envisioned by Perfect Fit researchers.

Experts

Table 2.2: Updated System Requirements

2.4. Vision
As a summary of our findings, discussions, and refined requirements, we present our updated vision
for the solution we aimed to develop as part of this research project. Both in terms of contributing to
the overall Perfect Fit project, as well as to the field of VR-assisted addiction research.

The goal was to develop an application allowing the incorporation of panoramic photos and audio
(material) to compose virtual environments, and the presentation of these environments by means of
a head-mounted display. We aimed to instruct participants to provide us with the material which our
application could then utilize and present for the purpose of eliciting smoking cravings in those partici-
pants. Additionally, because our system was intended to be used by researchers testing the efficacy of
their proposed smoking-cessation methods via a conversational agent, we also implemented a solution
to allow for communication with participants while they are experiencing said virtual environments.



3
Design and Implementation

Having refined our identified requirements for building virtual environments (VEs) to elicit smoking crav-
ings, we now want to formally address our second research sub-question, namely:

How do we design virtual environments to elicit smoking cravings, for the purpose of enabling re-
searchers to test their virtual coach approaches?

Reflected by our formulated requirements and the updated vision for our project, we expanded
our scope from the general concept of designing standalone VEs, to also creating a system that can
be used in a laboratory setting to assist researchers with testing their proposed smoking cessation
approaches. The aim was for this system to have the capabilities of incorporating photos and audio to
design VEs, presenting these to participants, and facilitating communication between researcher and
participant while the latter are viewing them. The goal of presenting these VEs was eliciting the desired
effects, such as smoking cravings in smoker participants, for the purpose of allowing researchers to test
the efficacy of their proposed smoking cessation methods using a conversational agent. This chapter
explores how we approached fulfilling our requirements listed in Table 2.2.

We first present a theoretical overview of how our proposed system aims to satisfy the identified
requirements, in Section 3.1. We begin by presenting our solution approaches for each scenario dis-
cussed in Section 2.2.2. We briefly summarize each scenario along with the preferred option after
taking into account input by Perfect Fit researchers, and we use that as the proposed solution to satisfy
our formulated requirements. While Finally, we provide a high-level description of how we implemented
the different aspects presented in the aforementioned design, in Section 3.2.

3.1. Design
First, we look at a theoretical overview of our proposed solution by discussing the design decisions
we took for the different aspects that our system should have, based on feedback from our scenar-
ios and the resulting formulated requirements. Succinctly, our system design is composed of three
major components. These include the virtual environment presentation method, the material sourc-
ing and preparation that preceded their incorporation into virtual environments, as well as the solution
that facilitates communication between researchers and participants while the latter are viewing virtual
environments.

3.1.1. Virtual Environment Presentation
The first aspect of our proposed solution we needed to address was how these virtual environments
would look, and why we would want them to look that way. Relevant to our choices here were scenarios
regarding the viewing of virtual environments (section 2.2.2.2), designing them (section 2.2.2.3), as
well as obtaining the necessary material to do so (section 2.2.2.1). Here we aimed to fulfill three of our
formulated requirements; one functional and two operational ones. These were 1. the creation of a
system allowing the personalization of virtual environments using participant-submitted material, 2. the
presentation of environments which are more likely to contain cues relevant to each person’s addiction
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model, and 3. the use of methods that do not cause the system to break the viewer’s immersion, if we
could avoid it.

We chose to have our system present virtual environments comprised of panoramic photos and
audio provided by participants, rather than have 3D environments containing personalized elements.
We reached a consensus with Perfect Fit researchers that this would be the more suitable approach,
since presenting visuals from the actual environments in which participants smoke most often may elicit
stronger smoking cravings. This may be due to higher cue-reactivity caused by contextual cues that
may otherwise be unaccounted-for if we were to use only certain elements of those locations. Espe-
cially since we cannot assume that even participants themselves would necessarily be aware of what
item, circumstance, or their combination may act as a cue that activates a smoking craving response.
Furthermore, having environments being composed of both 3D assets and real-life photos may case
breaks in the sense of presence due to inconsistencies in the level of immersion elicited, if this com-
position is not realistic enough. This is something that may harm cue-reactivity, as opposed to having
environments fully composed of either type of material. Similarly with audio, having environments con-
tain sounds from the actual locations may contribute to the activation of contextual cues, rather than
having stock audio from similar type of environments, or no sound at all, which is likely to harm the
sense of presence elicited.

3.1.2. Material Sourcing
The second aspect of our proposed solution involves obtaining the material we want to use in designing
the proposed VEs, as presented in the scenario discussed in section 2.2.2.1. This contributed to the
fulfillment of the same requirements as the section above, with the addition of two operational require-
ments stating that 1. material preparation should not take participants longer than 2 hours, and 2. that
the process should be accessible to LSES people.

Since we require audiovisual elements from physical locations which participants visit, we can re-
quest that they record and submit this material themselves. This can increase the likelihood for contex-
tual cues being present, as well as improve the immersion of resulting environments. Certain factors
influencing this are discussed below.

Firstly, participants should record this material from a position in which they most often spend time
when there. For instance, consider the case where one is sending us material from their living room,
where when usually there they spend the majority of their time sitting on the couch. We posit that
recording material from that position may make the resulting environment more effective, rather than if
they recorded the material from a different position. This is because if the goal is to have them imagine
they are actually there when viewing the virtual environment, then presenting them with their usual
viewpoint of those locations may increase the likelihood that contextual cues are present.

Secondly and similarly with the above, participants should record this material at a time of day at
which they usually spend time there. For instance, if they most often smoke on their balcony in the
morning, recording material there should also occur in similar conditions, so that the resulting VEs are
more likely to contain relevant contextual cues, in terms of both visual and auditory elements.

In terms of obtaining audio, we deemed that having participants record it using an application of their
choice was sufficient enough for our purposes. This is because audio is arguably easy to manipulate
and produce a seamless result, so we could amend any volume or minor quality discrepancies with
minimal to no issues. Instructing participants to record slightly longer audio clips than needed can help
with adjusting for potential issues such as unexpected noises or the person putting their phone on a
surface, which may harm immersion.

Taking our two additional requirements regarding material collection into account, we judged that
having participants take photos or record video and audio given instructions and a contact point to
receive support if necessary, was a good enough balance between receiving the material we needed,
while not over-burdening participants. Perfect Fit researchers pointed out that mostly everyone nowa-
days owns a smartphone with the minimum capabilities required, and it is quite likely participants may
use the skills necessary to complete the task in their every day lives. We also judged that material
collection would take a reasonable amount of time per environment, with the visual element for each
requiring 20-30 seconds, and the audio recording depending on the intended duration of virtual envi-
ronment exposure, or some other criteria that researchers may have.
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3.1.3. Material Preparation
As specified by our requirements, we wanted to make the virtual environment design process easy
enough for researchers and make it achievable within a few hours per participant, as presented in the
scenario discussed in section 2.2.2.3. This involves the processing of participant-submitted material
before it can be incorporated in our proposed system and presented as VEs. For the visual element of
our environments, we envisioned that researchers would employ relevant software to manipulate the
raw material provided, and transform it into a format that could be used by our system, if necessary.
The exact process was not yet concretized at this design stage because we needed to first test and
finalize the relevant material sourcing process, however, the general idea was that preparation of visual
material could involve panoramic photo stitching and / or photo editing.

Regarding the audio preparation process, we specified that researchers would be required to listen
to the clip and judge whether it can be listened to at a natural volume, and whether there were noises
present that could harm immersion, such as audio glitches or the phone being set on a surface. If
not, they would be required to edit the file and adjust the audio clip accordingly. This, of course, relies
on researcher capability to judge what a natural volume for each environment would be, and whether
a sound would be immersion-breaking. However, we determined that to be the preferable option,
rather than complicating the process from the other side by having participants normalize the audio
themselves before submitting it.

3.1.4. Communication Approach
The last part of our system design relates to how we can facilitate communication between researchers
and participants while the latter are experiencing VEs in VR, as presented by our scenarios discussed
in sections 2.2.2.5 and 2.2.2.6. This aimed to fulfill one functional and four operational requirements;
namely, 1. enabling communication between researchers and participants by means of a messaging
solution, 2. using assets and presentation methods that do not break immersion, 3. developing a
system accessible by LSES people, 4. allowing researchers to select message templates with pre-set
responses to send participants, as well as 5. developing a participant communication interface that
conceptually resembles the currently-envisioned Perfect Fit virtual agent solution.

Essentially, this communication solution was used to simulate interaction with a conversational
agent aimed at supporting people to quit smoking and adopting a healthier lifestyle. This virtual agent,
however, had not yet been developed or formally defined. Therefore, this communication system was
designed as aWizard of Oz solution, where researchers can interact with participants in similar fashion
to how they would have their virtual agent interact with them. So the goal here was to make participants
perhaps be under the impression that they were interacting with a virtual agent, rather than a person.

Succinctly, communication in our solution is facilitated through a messaging system, in which the
researcher sends a pre-written message which has a set of pre-determined responses, and participants
in turn select the response most accurately reflecting how they want to reply. The researcher and
participant perspectives were separated and are discussed in the following sections.

3.1.4.1 Researcher Perspective

Starting with the interface available to researchers, it was designed with the goal of allowing for pre-
determined messages and their available responses that participants can select from. The idea here
is that we attempted to design something with similar functionality to what a typical virtual agent would
be capable of. This includes having specific messages at its disposal which it can send depending
on the situation, along with pre-defined responses that it can in-turn process and react to accordingly.
The difference here is that researchers are responsible for identifying the situation and sending the
message they believe appropriate. The reasoning for creating a design with similar functionality to
a typical virtual agent is that because our system is aimed at assisting researchers with testing their
proposed approaches in a controlled environment, which in this case include the use of a virtual agent
solution as a behavior change support tool. Therefore, the testing environment should resemble the
intended real-world use case, hence adding value to making participants be under the impression that
they are interacting with a virtual agent rather than a real person, since this can increase the ecological
validity of results. An abstract design of how this interface would appear is illustrated in Figure 1.
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Figure 1: Researcher Communication UI Abstract Design

3.1.4.2 Participant Perspective

Regarding the interface that participants interact with, we also wanted this to appear in similar fashion
to what they would expect to see in a typical messaging system employed by a virtual agent. This
also helps us in satisfying our requirement regarding making the system accessible to LSES people
by making the interface appear familiar to other messaging applications they may have used. The
design here involves presenting participants with a message sent by the researcher alongside relevant
responses they can choose from. Additionally, we wanted to increase immersion and intuitiveness of
the interface itself by making it appear as a virtual smartphone with a typical chat interface. This is
aimed to match the general use case of the intended virtual agent solution currently envisioned by
Perfect Fit researchers, which involves participants interacting with a virtual agent on their phone. An
abstract design of how this interface would appear is illustrated in Figure 2.

Figure 2: Participant Communication UI Abstract Design

3.2. Implementation
Next, we look at how we implemented these different aspects discussed in our design. Succinctly, our
system is composed of a VR panorama viewer housed in a host-client networked solution that allows
for exchanging messages via different types of interfaces depending on the user type. We start by
presenting our decisions regarding the tools we chose to use in different aspects of our solution in Sec-
tion 3.2.1, followed by a high-level summary of how each relevant major component was implemented.
The virtual environment viewer is described in Section 3.2.2, and networking in Section 3.2.3. The
overall system design, which is presented in the following sections, is illustrated by Figure 3. A higher-
level illustration of using our system may be viewed in Figure fig: System Use Illustration. Figure 6 in
Appendix D illustrates a lower-level representation of the processes involved in using our system.

The source code for the systemwe developedmay be viewed and downloaded by visiting our Github
repository [4].
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Figure 3: Overall System Design

Figure 4: System Use Illustration
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3.2.1. Tools Used
We first needed to decide which tools we would use for our system implementation, that would satisfy
the following requirements; namely, 1. employing appropriate tools in both designing virtual environ-
ments and in developing the system, and 2. making sure that material preparation does not take
researchers longer than a few hours per participant. We needed tools to process participant-provided
material to be used in designing virtual environments, and a platform to use in implementing our pro-
posed system. We also needed to determine how the material would actually be utilized by our system,
and how the pre-determined researcher messages and their relevant responses would be imported.
Each of these is discussed in the following sections.

3.2.1.1 Participant Material Processing

Regarding the actual material we would use to design virtual environments, while we initially envisioned
participants directly recording and submitting panoramic photos, after further research we found that
to not be realistically feasible. We then investigated the options of having them send us series of
overlapping photos for each intended VE, or video.

This led us to search for a suitable tool that we could use process this material and obtain panoramic
photos. The main conditions were that the tool be powerful enough to suit our purposes while not
having a steep learning curve, so that it would also be accessible to Perfect Fit researchers. From
the tools considered, Microsoft Research - Image Composite Editor (ICE) [67] was arguably the most
powerful freely-available software capable of producing high quality panoramic images, while also being
relatively easy to use.

After conducting a pilot run of our system, we determined that having participants submit videos
was the preferable solution for ICE to produce visually cohesive panoramic photos. This allows for a
higher potential allowance in user error, where since video is by definition a set of continuous images,
we could avoid issues arising from stitching failures due to e.g., discrepancies with photo overlap.

One issue the overall solution had was that because the textures are panoramic photos taken using
stock smartphone camera apps, the viewpoint while spanning between 200∘ to 360∘ horizontally, did
not do so vertically. This meant that if looking up or down beyond the vertical edges of the texture,
the viewer could see the image borders, which was immersion-breaking. We somewhat alleviated this
by stretching the top and bottom 1% of pixels in each texture, so that at least the color scheme would
be consistent when looking outside the normal vertical boundaries of the image. We deemed that the
GIMP image manipulation software [68] was a suitable and freely-available solution that we could use
to achieve both this and the image resizing step mentioned above, while being relatively uncomplicated
to use for these purposes.

Regarding audio, we determined that the Audacity software [66] was an appropriate tool both for
adjusting the volume of submitted files via modifying the amplitude of each clip, and for converting
them to the appropriate format that our system can use. We judged that the tool, although powerful
and offering a multitude of capabilities, made this an uncomplicated process even for people not familiar
with either it or audio processing in general, which fulfilled the aforementioned requirements we set.

3.2.1.2 Development Platform

Next, we investigated different development platforms to determine which was suitable for the purposes
of our project. We had threemain requirements for the development platform: 1. has packages officially
supported by HMD manufacturers, since we want to create a VR-capable system. 2. Can offer us
the desired networking capabilities, so that we can facilitate communication between researchers and
participants while the latter are viewing virtual environments. And 3. does not have a steep learning
curve and has sufficient learning tools available, so that we can save development and maintenance
time. We were provided with an Oculus Rift CV1 HMD with an XBox One gamepad controller for
development purposes, so package-wise, the platform we would use needed to be compatible. The
two main contenders fulfilling our requirements were Unity3D and Unreal Engine 4. While the latter is
arguably more powerful in some use cases, the former is more accessible for development and has
recently released native support for larger texture size limits than the latter. Therefore, for the purposes
of this project it was deemed the appropriate solution to use.
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3.2.1.3 Importing Data

After deciding on the development platform, we determined how we would import the intended external
data into the proposed system. This data included virtual environment material (photos / audio), as well
as messages and their predefined responses that researchers could send participants. It was vitally
important that the solution here would be accessible to people not familiar with software development,
such as psychology researchers developing methods in the field of addiction, since they were the target
audience for utilizing it.

Regarding virtual environment data, the relevant photo and audio files were to be placed in the
streamingassets folder, which gets loaded into the application at runtime, so that there would not be a
need to rebuild the application to add or remove environments. Researchers had to ensure that they
followed the given naming convention so that photo and audio files could be matched with each other,
and we determined this to be a sufficiently uncomplicated process.

For researcher messages, we chose to use JSON files imported using the JSON.NET package for
Unity3D, because it offered us the functionality of importing the intended material in an uncomplicated
manner, both from the development side, and from the end-user (researcher) side. Using JSON files
meant that we could streamline the file import process from the researcher side, by ensuring that the
file had an intuitive internal structure accompanied by instructions. Researchers were instructed to
edit this file to add messages and their responses by copying the provided structure and populating it
accordingly.

3.2.2. Virtual Environment Viewer
For viewing virtual environments, we used a solution involving utilizing a sphere 3D object. This sphere
was implemented to use a shader that allowed the rendering of textures on the inside, rather than on
its outside surface. We then positioned the camera, which users would view the scene from, inside this
sphere so that when looking around they would be viewing the rendered texture.

3.2.2.1 Texture Considerations

As mentioned previously, we manipulated photos by stretching the top and bottom 1% of pixels. This
was done in an attempt to reduce the immersion-breaking effects caused by realism limitations due
to the nature of using the specific material. The entire height of each photo was visible in the neutral
camera orientation, and therefore looking up or down meant that one could see the texture repeating
outside the vertical bounds, as seen in Figure 6a of Appendix B. We initially conceptualized using dark-
colored planes to block viewing outside them to perhaps reduce the negative impact on immersion,
as shown in Figure 6b of Appendix B. However, due to this also sufficiently breaking immersion, we
opted to pre-process the photos themselves before importing them and stretch segments from the top
and bottom. This was primarily aimed at continuing the color pattern and preserving some level of
immersion, and can be seen in Figure 6c. While neither seamless nor completely immersive, this was
considered an acceptable limitation of our system, since obtaining the necessary equipment to collect
fully-panoramic 360∘ photos was not feasible within the scope of this project.

3.2.3. Networking
In terms of networking, we needed a solution that could facilitate two functionalities; 1. communication
between researchers and participants while the latter are viewing virtual environments, and 2. allowing
researchers to see what the participants are currently seeing in the virtual environments. We opted to
use the newly-released Unity Netcode package which is officially supported and offers the desired ca-
pabilities. For enabling communication using different computers and over the internet, we also chose
to use the Unity Relay package and services, which allow for setting up a relay server that can facilitate
users connecting to it and making use of the provided functionalities. Additionally, we enabled option-
ally setting up a server on the local host network. However, this only allows for two instances of the
application to communicate on the same computer. Communicating over a local network or the internet
would require more advanced approaches such as port-forwarding or NAT punching. This would not
necessarily be feasible for researchers not familiar with such processes, such as psychologists work-
ing to develop smoking cessation methods. Additionally, this would not necessarily be something that
can feasibly or securely be implemented in enterprise-type network solutions that are typically used by
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universities or other research institutes.

3.2.3.1 Initialization

The general login and setup process seen in Figure 6 of Appendix D involves users selecting their
intended role i.e., researchers or participants. Selecting the former role has the system set up a server,
and connect as host. Selecting the latter has the user connected as client to the server created by
the former. In the case where a Relay server is used, a unique key is generated by the host which
is required for clients to connect to the server, so this is given by researchers to enter at login. After
successfully resolving login information, the applicable camera for the specific user type is activated,
the corresponding UI is instantiated, and the VE specified is presented after loading the necessary files.

3.2.3.2 Communication Solution

For communication between researcher and participant, as mentioned in our design, we offered a
specific interface depending on the user type. This is because of the inherent difference in the in-
tended functionality between user types, where researchers are essentially employing a Wizard of Oz
approach to select messages based on the situation, and participants are responding to those mes-
sages by choosing any of the given responses. Commonalities between the interfaces can be seen
in how the chat history appears, where from the participant perspective the chat makes up the entire
interface, while from the researcher side the chat is located next to the message template selection
list. Researchers cannot directly interact with the chat interface other than scrolling through the history,
while participants can select the response most accurately reflecting what they want to say via buttons
located under the researcher message in the chat. Figure 5 illustrates the message exchange process.

Figure 5: Researcher-Participant Message Exchange Process

The researcher interface takes messages and pre-set responses via a JSON file and loads them
at run-time. This makes them available for the researcher to choose at any time through a list, where
selecting a message presents its available responses that participants will be able to choose from. Re-
searchers are enabled to edit both message and responses, or even compose their own from scratch.
The researcher interface can be seen in Figure 6.
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Figure 6: Researcher User Interface

The participant interface, as mentioned above, is composed of a chat panel allowing for the view-
ing of messages sent by researchers, and for the selection of an appropriate response. To increase
immersion and a sense of purpose for the interface, this was overlaid on a virtual smartphone 3D ob-
ject visible in the environment itself. This was placed in a central location, and would appear after
an audible notification sound was played and a brief rumble on the gamepad controller to simulate
smartphone vibration. Participants would then use the gamepad controller to select the response most
closely matching how they want to reply to the researcher message, at which point they could press the
relevant button to toggle visibility of the smartphone. The participant interface can be seen in Figure 7.

3.2.3.3 Camera View Sharing

To enable researchers to view what participants were currently viewing, we used two different cameras;
one for each type of user. The participant camera was controlled by looking around using an HMD,
while the researcher camera was updated with the latter’s position. We have a short buffer for when the
researcher camera is updated, so as to not overly tax the network connection, something which may
potentially cause issues e.g., overloading the connection causing it to disconnect. When the participant
camera rotation changes by 0.1 units, the updated rotation is sent over the network for the researcher
camera to be updated. This process is illustrated by Figure 8.
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Figure 7: Participant User Interface

Figure 8: Researcher Camera Update Process

3.3. Summary
We have presented a description of our system design and implementation, along with some of the
different considerations we had to make that resulted in our finalized solution. To summarize, we have
designed a networking-capable system aimed at enabling researchers to test their smoking cessation
methods with a virtual agent. This system allows for researchers and participants using their own
instances of the application on different computers to interact with each other via the former sending
messages with pre-determined responses, and the latter replying via selecting one of those responses.
This communication occurs while participants are viewing VEs using a VR head-mounted display, and
researchers are able to see what participants are seeing via camera rotation parameters being passed
from the participant to the researcher application instance over the network connection. These VEs are
composed of processed audiovisual material provided by participants. Next, we present the evaluation
of our system that we performed.



4
Evaluation

Having presented a high-level design and implementation of our system aimed at eliciting smoking crav-
ings in participants, we then wanted to evaluate how effective it was in doing so and also in eliciting
a familiar experience. Our human research ethics application with ID number 1860 received approval
from the TU Delft ethics committee, and we pre-registered our study in the Open Science Framework
platform (OSF) [5]. Our study period was between December 2nd 2021 until January 27th 2022. This
evaluation was done in an effort to answer our third and last research sub-question; namely:

How do different virtual environments compare with each other in terms of the magnitude of self-
reported cravings and experience familiarity elicited in each, and how do users evaluate the usability
of our system?

As mentioned in Section 2.4, there is a distinction between the overall system developed as part
of this project, and evaluating its efficacy in eliciting effects. This is because the overall system aimed
at assisting researchers with investigating the efficacy of their smoking cessation approaches includes
a communication solution for the purpose of testing virtual agent strategies. While on the other hand,
the evaluation that we wanted to perform was instead concerned with comparing the effectiveness
of personalized and non-personalized virtual environments, as presented by our system, in eliciting
the desired effects. We are hypothesizing that personalized VEs (PVEs) would evoke a more famil-
iar experience than non-personalized ones, and we are basing on experts consulted that experience
familiarity may be positively correlated with smoking cravings. Therefore, we are here examining the
experience familiarity that personalized virtual environments presented by our system elicit. We addi-
tionally wanted to examine the usability of the user interface participants are asked to interact with in
our main system, as well as explore whether our system is effective in evoking a sense of presence in
participants.

To that end, we have designed an experiment based on previous work by Conklin et. al. [25, 26, 27],
and created a modified version of our system to facilitate conducting it. This chapter first describes how
we designed and set up our experiment as well as the process for running it, and then presents and
discusses the results obtained.

4.1. Methods
4.1.1. Experimental Design
Through our experiment we wanted to study the impact that environment personalization has on the
elicited experience familiarity. Personalization here is in the form of virtual environments composed of
audiovisual material from locations in which people frequently spend time. A full list of location criteria
is provided in Section 4.1.3.1. Experience familiarity refers to how familiar to their experiences in the
real world participants think each virtual environment being presented feels.
The main hypothesis we wanted to test is as follows:

28
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H1: Personalized virtual environments lead to a more familiar experience than non-personalized virtual
environments.

We are additionally:

Q1. Exploring the usability of a user interface that participants are asked to interact with while viewing
virtual environments.

Q2. Examining the ease of material collection by participants.

To test our hypotheses we used a single-factor within-subjects repeated measures design with per-
sonalization of the environment as our factor. Personalized and non-personalized virtual environments
were presented in a counterbalanced order, which can be seen in Figure 5 of Appendix C, and is dis-
cussed further in Section 4.1.3.2. The conceptual design of our experiment is illustrated by Figure
9.

Figure 9: Conceptual Design

4.1.1.1 Exploration of Smoking Cravings

While here we are primarily focusing on whether personalized virtual environments presented by our
system elicit a higher experience familiarity than non-personalized virtual environments, we are addi-
tionally interested in exploring whether personalized virtual environments can also directly elicit higher
smoking cravings than non-personalized ones. To that end, we created an additional design that we
used for eligible smoker participants, as described in Section 4.1.2. This was a 2x2 within-subjects
repeated measures design with personalization and cue-type of the environment being our two factors.
Essentially, 1. personalized smoking-cue, 2. personalized non-smoking-cue, 3. non-personalized
smoking-cue, and 4. non-personalized non-smoking-cue environments were presented in a counter-
balanced order, which can be seen in Figure 4 of Appendix C, and is discussed further in Section
4.1.3.2. The conceptual design of our experiment regarding smoking cravings is illustrated by Figure
10.

Figure 10: Smoking Craving Exploration Conceptual Design

4.1.2. Participants
We recruited participants using posts on social media, flyers, as well as in-person recruitment. Eli-
gible participants were those over the age of 18, and in the case where they also fit the Center for
Disease Control (CDC) criteria for ”current smokers” [21], they were placed in our exploratory design
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experiment. Additionally, participants needed to own or at least have access to a smartphone capa-
ble of recording high-quality video (at least 1080p resolution) and audio, so that they could collect the
necessary audiovisual material.

Participants who completed the experiment were awarded with a choice of either a 32GB USB stick
or a 5 Euro gift certificate for a popular online store in the Netherlands.

For our main design (single-factor) the planned sample size was 16. We used the software program
G*Power to conduct a power analysis. Our goal was to obtain .95 power to detect a medium effect size
of .3 according to Cohen [24], at the standard .05 alpha error probability. The resulting sample size was
20, however, since we are using Bayesian methods which require no more samples than frequentist
methods and for which sample size is less relevant [22], and due to time constraints we aimed for a
sample size of 16. For our exploratory analysis (2x2 design) the resulting sample size was 32. However,
for the same reasons as above we aimed for a sample size of 24, although we primarily focused on
getting 16 people overall for our main analysis. In both cases, the sample sizes were selected because
they also fulfilled our counterbalancing requirement of assigning an equal number of participants to
each of our environment presentation sequences, described in Section 4.1.3.2. In the case of smokers
we needed a multiple of 8 as sample size, while for non-smokers we needed a multiple of 4 as sample
size. So if a smoker was assigned to counterbalanced sequence 6, this would correspond to non-
smoking sequence 2, therefore making the two sequence types compatible for experimental design
and data analysis purposes.

One participant developed symptoms associated with cybersickness during the experiment after
viewing three virtual environments. They were knowingly prone to having motion sickness but still
wanted to participate. They attempted to push through and after viewing three more environments they
could not continue. For this participant we used the partial data obtained for the virtual environments
presentation. They were, however, able to fill-in the sense of presence and UI usability questionnaires.
Our final sample size was 18 non-smokers and 1 smoker. These were 11 men and 8 women of various
nationalities, with all of them holding higher education degrees, while most of them (> 75%) were PhD
students at various faculties and research groups at TU Delft.

4.1.3. Materials
4.1.3.1 Virtual Environments

To test the effect of personalization, we presented participants with both personalized and non-personalized
environments to detect differences in the effects measured. As described in Sections 3.1.2 and 3.2.1.1,
VEs were composed of panoramic photos and audio clips. These resulted from processing video and
audio recordings, referred to as virtual environment material (VEM). Standard (non-personalized) en-
vironments were created using researcher-sourced VEM, while participants were requested to submit
VEM which were then used to create personalized VEs (PVEs) to be presented to them.

Standard VEs. Standard virtual environments (SVEs) were composed of VEM sourced from those
locations reported by Conklin et al. [26] which participants in their studies have reported to either smoke
or not smoke most often. These smoking scenes are 1. bar, 2. having lunch at home, 3. bus stop, and
the non-smoking scenes are 1. church, 2. gym, 3. shower. We visited corresponding locations and
sourced that material, which we then used to create these SVEs that we presented participants with.
The image for the SVE depicting a church can be viewed in Figure 7, and the one depicting a bus / tram
stop can be viewed in Figure 8 of Appendix B. It is important to note that the smoking locations were
specifically chosen so that people are able to smoke there. For instance, in an earlier Conklin study
[27] one of the environments most rated to cause smoking cravings was a restaurant. After smoking
was banned in most indoor locations, however, this environment was switched to be a scene depicting
having lunch at home. This was to avoid potential issues arising from the unavailability to smoke at
certain locations, such as people lacking those associations in their addiction model that would cause
the activation of relevant conditional responses, in this case, the craving to smoke. The material we
used in our experiment for the standard environments can be accessed in the ”Accompanying Material”
folder in our Github repository [4].

Personalized VEs. PVEs were composed of VEM sourced by participants. We used similar specifi-
cations as in the study conducted by Conklin et al. [26] to provide a set of guidelines to help participants
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choose which locations to collect material from. These specifications were more detailed for smoker
participants due to the nature of the intended environments, while we asked non-smoker participants to
collect material simply from locations in which they most frequently spend time during a typical week.
The specifications for collecting material from smoking and non-smoking locations that we gave smoker
participants are listed in Table 4.1, and the full set of instructions given can be seen in Appendix F.

Smoking VEM Non-Smoking VEM
Spend time at least once a week.

Smoked at least 7 out of 10 times when there. Smoked 3 or less times out of 10 times when there.
Found the difficulty of not smoking when there
to be at least 5 on a 0-10 scale.

The difficulty of refraining from smoking when there
was 5 or less on a 0-10 scale.

May feel at least somewhat negatively if they
were not able to smoke there.

The strength of thinking about smoking when there
was 5 or less on a 0-10 scale.

Table 4.1: Specification for Smokers to Collect VEM

Participants were given instructions as to how they could record video that would allow us to create
360∘ (or > 180∘ if they only sit in that location) panoramic photos, and that they had to provide us with
a sound recording lasting 3 minutes and 20 seconds in every location. Each VE was presented for
3 minutes, and the extra time was used as a buffer in case there were issues with parts of the audio
(glitches, noises from handling the phone, etc.). Participants were additionally instructed to collect the
requested material at a time of day when they usually spend time there, and from their usual point
of view when in that location. This was to increase the chances that contextual smoking cues were
present in the material. We requested that participants submit VEM from 8 locations (4 smoking and
4 non-smoking in the case of smokers), and we used 6 (3 each for smokers). The extra 2 VEM were
requested in case there we were unable to use the material from one location, so that we could have
a replacement.

4.1.3.2 Counterbalancing

In an effort to potentially avoid order, sequence, and carryover effects in our measured variables we
presented VEs in a counterbalanced order. This was first created with the exploratory smoking-cravings
design in mind using two factors (environment cue-type, and personalization), and was then simplified
for our main single factor design by removing the environment cue-type factor and only considering
environment personalization. We go in further detail about this process in Section C.1 of Appendix C,
including diagrams illustrating the counterbalanced virtual environment sequences in Figures 4 and 5
of Appendix C.

4.1.3.3 Attention-Focusing Tasks

During a pilot run of our experiment, participants generally expressed that the VE exposure time period
was rather long, and that it was prone to getting boring since there was nothing to do in the environ-
ments. This could have potentially left a negative impression of the system and VEs, causing them
to have a worse experience than they would normally have, thus perhaps affecting their questionnaire
responses. And especially for our exploratory (smoking craving) design, boredom could have also in-
creased the smoking cravings elicited [91]. Therefore to combat this, while participants were viewing
virtual environments, they were sent a notification on the virtual smartphone at 45, 90, and 135 sec-
onds, instructing them to focus more on certain aspects of the environment, such as objects closer or
further away. This was in an attempt to give participants something to do, while not distracting them
from what we wanted them to do, that is, to experience the VEs.

4.1.3.4 Modified System

To facilitate conducting our experiment we created a modified version of our system. As mentioned at
the start of this chapter, the evaluation had to do with testing the efficacy of PVEs in eliciting the desired
effects (experience familiarity and smoking cravings). While on the other hand, the main system we



4.1. Methods 32

designed primarily focuses at facilitating communication between researchers and participants while
the latter are viewing VE. We therefore created a version able to run using a single instance of the
application, as opposed to requiring two instances and host-client connection in the case of our main
solution. Consequently, we also omitted the communication component while retaining the participant
user interface, on which we presented questionnaires aimed at evaluating the effects elicited. Lastly,
we implemented an automated solution to assist in presenting participants with different environments
and collecting their responses to questionnaires, to minimize interaction with researchers during the
experiment.

Virtual Smartphone. While used in our main solution for participants to respond to researcher mes-
sages, for the purposes of our experiment we used the virtual smartphone to present a questionnaire at
the end of each virtual environment presentation. This was done primarily so that we could assess its
perceived usability, while also giving us a convenient way to present the intended questionnaires with-
out having to take participants outside the virtual environments, or present a separate user interface.
How this modified participant user interface appears is illustrated in Figure 11.

Figure 11: Modified Participant User Interface

4.1.4. Measures
The primary variable relevant to our main hypothesis is experience familiarity. We additionally wanted to
examine the usability of the user interface participants were asked to interact with (digital smartphone),
the sense of presence elicited by the virtual environments, as well as how difficult participants found
the material preparation to be.

4.1.4.1 Experience Familiarity

We measured how familiar the experience in each virtual environment felt to participants, compared to
experiences they have had in the real world. To do so we used a single-point question; namely: ”How
familiar to your experiences in the real world does your experience in this current virtual environment
feel?”. We measured this on a scale of -5 (completely unfamiliar) to 5 (completely familiar), with the
mid-point (0) labeled ”Neutral.”
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4.1.4.2 User Interface Usability

We examined how participants perceived the virtual smartphone they were asked to interact with, and
so we had them respond to post-trial questionnaires. We used two questionnaires to assess this; the
Component-Based Usability Questionnaire (CBUQ) [14] which collects responses regarding perceived
ease-of-use, and an additional set of questions aimed at examining specific aspects of the user inter-
face.

These latter questions asked participants to evaluate their experience with the virtual smartphone on
a scale of (-5,5) in terms of its size, position and orientation on the screen, text legibility, UI movement
preference, their opinion on the notification sound that was played, as well as how they found the
duration of each virtual environment viewing. A full list of these additional usability questions can be
seen in Table E.1 of Appendix E. Furthermore, after each of these questions participants were asked
to provide a free-text response for why they gave that specific score.

4.1.4.3 Sense of Presence

To assess the perceived sense of presence elicited by the virtual environments we presented partici-
pants with, we used the Igroup Presence Questionnaire (IPQ) [43]. This has been constructed using
questions contained in questionnaires of other studies [18, 41, 80, 92] along with questions validated
by the Igroup [65, 70, 71, 72]. This questionnaire is composed of 14 questions on a scale of -3 to 3,
and assesses sense of presence in four dimensions; general presence, spatial presence, involvement,
and expected realism.

4.1.4.4 Ease of Material Collection

Finally, we asked participants to give us an assessment of how difficult they found material collection
to be. This was on a scale of -5 (very difficult) to 5 (very easy), with a mid-point (0) labeled ”Neutral.”
Our operational requirements state that the process needed to be accessible to LSES people and not
take longer than two hours, and therefore we aimed to assess how difficult participants perceived it.

4.1.4.5 Smoking Cravings

To measure smoking cravings in smoker participants, we used the short-form of the Tobacco Craving
Questionnaire evaluated by Heishman et al. [39, 40]. We chose this because it was reported to assess
smoking cravings in four dimensions (emotionality, expectancy, compulsivity, and purposefulness).
Heishman et al. additionally reported that results of their study are congruent with relevant underlying
theories exploring addiction, conditioning and cognition, therefore adding value to the measures em-
ployed. It is also composed of a relatively short number of questions (12), which would not overburden
participants to complete after every environment presentation.

4.1.4.6 Metadata

Binary metadata was also collected from VEs relevant to our exploratory analysis. 1. Whether there
were proximal smoking cues present in the environment i.e., cigarettes, rolling tobacco and assorted
paraphernalia, ashtrays, cigarette smoke. 2. Whether there were popular contextual smoking cues
present, that is, coffee, alcohol, food in the environment. 3. Whether there were people present in the
environment.

4.1.5. Procedure
We scheduled appointments for participants to come to the TU Delft campus to participate in our exper-
iment, and they were instructed to prepare and submit the necessary material a few days in advance
to their appointment, for us to create PVEs.

Before the experiment began, participants were asked to complete a short instructional exercise,
having them look around in a virtual environment and locate specific items. This was aimed at making
them aware of the spatial rotation capabilities of VR. The VE was composed of an image of the Milky
Way Galaxy, which was selected for the likelihood of its neutrality as pertaining to causing smoking
cravings (relevant to our exploratory analysis). Participants were then presented with the virtual smart-
phone which was used in our communication solution, and were instructed as to how they could use
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the gamepad controller to interact with the user interface for the purpose of answering and submitting
the questions we would present them during the experiment.

A high-level overview of the experiment process is illustrated by Figure 5 in Appendix D, and here
we provide a more detailed description. The experiment itself started by having participants put on the
HMD, presenting them with an empty dark-gray-colored virtual environment, and having them respond
to the relevant questionnaires so that we could collect baseline levels of the variables measured. This
was important for smoker participants so that we could gauge how high their initial smoking cravings
were at the experiment start, however, we also took an experience familiarity measurement for the
general process to be consistent for everyone. Participants were then presented with VEs based on the
counterbalanced sequence they were assigned to, for a time period of three minutes each. Shiffman et.
al. (2013 [74]) reported as three minutes seemingly being the period of time in which smoking cravings
peak when exposed to relevant cues, which is why we chose it as our virtual environment presentation
time.

After the three minutes had elapsed, participants were presented with the experience familiarity
question and smokers were additionally presented with the smoking craving questionnaire on the vir-
tual smartphone. Once they had submitted their answers they were presented with a transitional en-
vironment (photo of the Milky Way galaxy) and were instructed to remove the HMD and relax for 30
seconds. This relaxation time was aimed at both combating fatigue that could arise from viewing virtual
environments, and to potentially avoid participants developing symptoms associated with cybersick-
ness. When those 30 seconds had elapsed, participants were instructed to again put on the HMD and
were then presented with the next environment in their sequence. This cycle ended when they had
submitted questionnaire responses for the last environment presented (12 in total).

Lastly after removing the HMD, participants were asked to complete an online questionnaire to
collect responses regarding the sense of presence elicited by our system, the usability of the user
interface and virtual smartphone they were asked to interact with, as well as how difficult they found
the material collection process to be.

4.1.6. Data Pre-Processing and Analysis Strategies
To analyze our obtained data, we employed Bayesian statistics and created different models to infer
how likely our hypotheses were to be true. Before doing so, however, we pre-processed the obtained
data and computed indices where appropriate.

4.1.6.1 Data Pre-Processing

For experience familiarity scores the only pre-processing that took place was simply the combination
of responses from every user into a single dataframe.

For data obtained via the CBUQ, we calculated Chronbach’s alpha (0.95, N = 19), which is above
the threshold of 0.7 (± 0.1) mentioned by Lowenthal [54]. We then computed an index by calculating
the mean scores of each user, to obtain a single value representing the interface usability.

For our additional usability questions we also reversed the score of one question, and we addition-
ally transformed the scores of two questions from a (-5, 5) to a (0, 5) scale. This was because the
middle value was the one with positive sentiment regarding our user interface, while the two extremes
were negative. For instance, in the question regarding the size of the virtual smartphone, the two ex-
tremes were labeled ”Too small” and ”Too big”, with the middle (0) value being labeled ”Just Right.”
For the purposes of our analysis, the two extremes were functionally identical and therefore we found it
appropriate to transform the scale to reflect the middle value being the one reflecting positive sentiment.

For sense of presence, we first computed Chronbach’s alpha and obtained a result of (0.88, N = 19),
which is consistent with the reliability of 0.85/0.87 reported by the Igroup [43]. Then, according to the
Igroup guidelines, even though the questions were on a scale of (-3, 3), they needed to be transformed
to a (0,6) scale and additionally, three questions with negative wording (SP2, INV3, REAL1) needed to
have their score reversed. We then computed an index for each subscale of the questionnaire; namely
1. General Presence, 2. Spatial Presence, 3. Involvement, and 4. Experienced Realism, by calculating
the mean scores obtained.
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4.1.6.2 H1: Impact of Virtual Environment Personalization on Experience Familiarity

We employed a multi-level Bayesian approach on the impact of environment personalization on expe-
rience familiarity score. Our independent variable was the environment personalization (0 or 1), and
our dependent variable here was the experience familiarity score.

For our predictors we considered a general mean, a random intercept for each participant, and the
fixed effect of whether the environments were personalized or not. We fit models that consecutively
contained more effects, meaning that our first model only contained the general mean and random
intercepts, and the last model contained the general mean, the random intercepts, as well as our fixed
main effect.

We fit a t-distribution and used diffuse priors according to McElreath [55] when estimating our mod-
els, and have also conducted a prior sensitivity analysis to assess the impact of different settings for
the priors. We saw no change in the estimated posterior probability that our hypothesis is true with
our sensitivity analysis. We compared our estimated models based on the Watanabe-Akaike Informa-
tion Criterion (WAIC) [90], which gave us an estimate of prediction error and the quality of each model
relative to every other model, and we reported 95% highest posterior density for estimators.

For the experience familiarity score we sampled from the posterior of an estimated model. Based
on these samples, we computed the posterior probability of H1 being true. We evaluated this posterior
probability based on the guidelines listed by Chechile (2020, pp.238) [22]. We additionally extended the
guidelines by Chechile to also account for posterior probabilities less than 0.5 based on Andraszewicz
et al. (2015) [3].

Furthermore, we used the Region of Practical Equivalence (ROPE) as a secondary method to eval-
uate the results as described by Kruschke (2018) [46]. ROPE lets us know whether our results are
significantly different from a negligible magnitude. The size of the ROPE was based on the fallback
guidelines described by Kruschke, based on a small Cohen’s effect size [24]. We computed 95%
Highest Posterior Density Intervals (HPDI), which are the narrowest interval containing the specified
probability mass to help indicate which are the most credible points in a distribution, in combination
with ROPE [45, 47] to make a definitive decision regarding our hypothesis. We tested whether our
hypothesis could be rejected, confirmed, or a decision should be withheld depending on the location of
the HPDI relative to the ROPE, according to Kruschke’s guidelines.

4.1.6.3 Q1: User Interface Usability,
Q2: Ease of Material Collection

For each additional user interface usability question, as described in Section 4.1.4.2, as well as for the
perceived ease of material collection by participants, we proceeded analogously to our H1, but only fit
a Bayesian model with a general mean. We also did not use ROPE, and we estimated the posterior
probability that the mean score was greater than 0 (or 2.5 in the case of 0-5 scale) for each question.

For the data obtained from the CBUQ we proceeded analogously to the above by fitting a Bayesian
model on the index obtained. We estimated the posterior probability that the mean score was greater
than the norm value of 5.29, above which we can argue that our system may be perceived as easy to
use [14].

We additionally conducted a prior sensitivity analysis to assess the impact of different settings for
the priors of our models. We found no difference in the posterior probabilities calculated.

4.1.6.4 Exploratory Analysis

As an exploratory analysis we examined the effect that sense of presence had on elicited experience
familiarity. Similarly to previous sections, we fit a Bayesian model for each sense of presence sub-scale
with a general mean, random intercept for each participant, and also a model using all subscales. We
calculated the posterior probability that the hypothesis ”this subscale has as positive effect on elicited
experience familiarity” holds based on the guidelines listed by Chechile (2020, pp.238) [22], for each
model. We additionally conducted a prior sensitivity analysis to assess the impact of different settings
for the priors of our models, and found minimal (<0.017) to no difference in the posterior probabilities
calculated.

Furthermore, we examined the sense of presence elicited by our system overall by fitting a Bayesian
model with a general mean and random intercept for each participant, and compared these scores to
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reported norms provided by the Igroup [43] in a database of 542 research cases. We additionally
conducted a prior sensitivity analysis to assess the impact of different settings for the priors of our
models, and found minimal (<0.007) to no difference in the posterior probabilities calculated.

Additionally, we examined the free-text responses to our additional user interface usability questions
and participants’ perceived ease of material collection to investigate the rationale they had for the given
scores.

Lastly, we also examined the feasibility of conducting a study such as ours, pertaining primarily to
participant recruitment.

4.2. Results
This section contains results obtained by our analysis using data collected via our experiment. We
start by presenting results for our main hypothesis regarding experience familiarity, and then move on
to results for usability questions regarding our user interface as well as ease of material collection.
Finally, we present results of our exploratory analysis regarding sense of presence. Our dataset and
analysis code may be obtained at the 4TU ResearchData repository [6].

4.2.1. H1: Impact of Virtual Environment Personalization on Experience Famil-
iarity

We first created a boxplot of the data to visualize how experience familiarity (ExpFam) elicited was
impacted virtual environment personalization, which is illustrated by Figure 12. We can see that while
ExpFam scores for standard virtual environments (PVEs) are distributed across the entire range of
available values (-5,5), this does not appear to be the case when considering personalized VEs (PVEs).
PVEs overall score higher in ExpFam than non-personalized ones with a median value of 4 as opposed
to 2 in the case of SVEs. The results of our analysis can be seen in Table 4.2.

Figure 12: Experience Familiarity Across Environment Personalization

Mean STD 2.5% HPDI 97.5% HPDI

ExpFam 1.36 0.23 0.93 1.83

Table 4.2: Personalization Effect on Experience Familiarity Based on Model Estimators.

We sampled from the posterior of our second model (m1), which uses a general mean, random
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intercept for each participant and the personalization fixed effect, and computed the posterior probability
that our hypothesis is true. This resulted in a probability of > 0.9995. By consulting the guidelines listed
by Chechile [22], this leads us to conclude that our hypothesis is nearing certainty.

We also computed the HPDI for our predictor and calculated the ROPE to observe the location of
the former relative to the latter. The ROPE calculated was in the range of (-0.1, 0.1), while our 95%
computed HPDI was (0.92, 1.82). Since the ROPE lies outside and is lower than the HPDI, we can
reject the null hypothesis defined as there being negative or no relation between virtual environment
personalization and experience familiarity. A comparison between our calculated HPDI and ROPE is
illustrated by Figure 13.

Figure 13: Comparison of Posterior Highest Density Intervals - Region of Practical Equivalence.

Finally, we computed the WAIC and compared our two models, the results of which can be seen
in Table 4.3. We can see that the model also containing our fixed effect (m1) scored lower in the
WAIC (better), and has a lower standard error (SE) than the model only containing a general mean and
random intercept (m0).

WAIC SE Weight

h1_m1 975.33 40.79 1
h1_m0 1016.71 43.21 0

Table 4.3: WAIC Comparison Between the Constructed Two Models.
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4.2.2. Q1: User Interface Usability,
Q2: Ease of Material Collection

The results of our analysis for the component-based usability questions (CBUQ), our additional usability
questions (AUQ), as well as the ease of material collection (EoMC) can be seen in Table 4.4. We list the
mean, standard deviation, 95% HPDI, as well as the scale in which each was measured. We provide
the latter to put the obtained results in context, since the CBUQ was measured using a different scale
than our additional questions, and two questions in the latter had their scale transformed for analysis
purposes.

Mean STD 2.5% HPDI 97.5% HPDI Scale Measured

CBUQ 6.22 0.21 5.81 6.61 0,7

AUQ1 3.04 0.38 2.23 3.71 -5,5
AUQ2 5.0 0 5 5 0,5
AUQ3 2.9 0.54 1.85 3.91 -5,5
AUQ4 2.52 0.49 1.55 3.46 -5,5
AUQ5 2.55 0.46 1.64 3.44 -5,5
AUQ6 2.8 0.7 1.39 4.13 -5,5
AUQ7 2.33 0.39 1.59 3.09 0,5

EoMC 0.21 0.61 -0.99 1.47 -5,5

Table 4.4: Usability and Ease of Material Collection Questions Results
Abbreviations: STD: Standard Deviation, HPDI: Highest Posterior Density Intervals, CBUQ: Component-Based

Usability Questionnaire, AUQ: Additional Usability Questions, EoMC: Ease of Material Collection

Firstly, for the CBUQwe can compare the obtained HPDI to the 5.29 normmean reported by Briman
et al. [14]. Since both the mean score and the HPDI lower limit of our user interface are higher than
the norm mean, we can argue that our user interface would be easy to use.

For our AUQ, the mean scores for all questions other than 7 are larger than the neutral value (0
or 2.5 in the case of our transformed scales), and the HPDI do not include the neutral value. AUQ7
mean score is slightly lower than the neutral value of 2.5, and the HPDI contains values lower than the
neutral value.

Finally, for the EoMC, the mean score is slightly larger than the neutral value of 0, but the HPDI
contains negative values.

4.2.3. Exploratory Analysis
4.2.3.1 One Smoker Case Study

One participant was a smoker, and therefore was given the corresponding material collection instruc-
tions and was placed in our 2x2 experimental setup consisting of presenting them with personalized or
non-personalized, smoking or non-smoking VEs. They were rather vocal about feeling high smoking
cravings when presented with personalized smoking environments, as well as when presented with
certain non-personalized smoking environments which they were familiar with, something which is dis-
cussed further in the next section. An overview of the data recorded showed higher cravings elicited
by personalized smoking environments. This hinted rather positively for the overall effectiveness of our
system, however, a more thorough evaluation would be necessary before we can make a data-driven
conclusion on the capabilities of our system to elicit high smoking cravings, or whether personalized
smoking-cue virtual environments would elicit higher smoking cravings than non-personalized ones.

4.2.3.2 Free-Text Responses and Discussion

Below we provide a general summary of responses received from our free-text questions after every
AUQ and EoMC question posed. We additionally provide a brief discussion regarding our findings
for each question or group of questions. Specific participant responses may be referenced at certain
points, which can be accessed in our dataset uploaded to the 4TU ResearchData repository [6].
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AUQ1: Text Legibility. In general, most text seemed to be sufficiently legible. Questions, however,
were answered via labeled sliders and the font of those labels which was smaller than the rest was
harder for some people (P2, 7, 9, 16, 17, 18) to read because of general blurriness experienced by
them.

”Some of the smaller text was a bit blurry, but overall it was quite clear.” - P2

AUQ2: Virtual Smartphone Size. Most participants reported that the virtual smartphone felt like the
usual size of a real smartphone and did not take too much screen space. Some reported that it blocked
view of the environment enough to give it focus, but not so much that they could not see where they
were in the virtual environment (P2, 18). A few reported that a larger screen might have been easier
to read (P7, 19), and some others reported that perhaps making it smaller would have been nice (P1,
15).

AUQ3: Location of Virtual Smartphone in Field of View. Most participants found where the virtual
smartphone was located in their field of view to be in a natural position comparable to where they
usually hold their phone in the real world. P3 additionally mentioned that its position helped with seeing
it and responding to what was intended immediately.

”It was close to where I actually hold my phone (in my field of view).” - P15

AUQ4: Orientation/Tilt of Virtual Smartphone. Similarly to the above, the orientation / tilt of the
virtual smartphone mostly felt natural, however, P11 mentioned that when looking in extreme angles
(far up or down), this detracted from the realism.

”Felt like when using a smartphone in real world.” - P7

AUQ5: Notification Sound and Virtual Smartphone Appearing. Participants generally reported
that the notification sound followed by the virtual smartphone appearing provided a good indication of
what needed to be done next, and that it was consistent with a real smartphone. P3 reported being
startled by the notification sound and accompanied gamepad controller rumble at first but was soon
accustomed to it and even came to expect it. Further, P14 mentioned that it may have been more
startling if the virtual smartphone appeared without warning, and the notification sound acted like a
calm warning.

AUQ6: Virtual Smartphone Moving with Camera vs Remaining Stable. Opinions for this question
were a little more mixed. Some participants liked that the virtual smartphone moved with them looking
around, since reading the notifications or responding to the questionnaire were the current objectives,
and that they would not forget or have to look for it (P2, 3, 8, 14, 19). P3 and 10 also liked that they could
toggle the smartphone visibility once they have read the message presented. On the other hand, some
participants reported that they would have preferred if the virtual smartphone remained stable because
in their opinion it would have been more akin to the real world where people do not necessarily move
their smartphones with their head movement (P7, 15), and that this caused view blocking. Additionally,
P12 felt that since the rest of the environment was static, the virtual smartphone moving felt more
intrusive.

”I feel like its more intrusive to move with you as the rest of the environment is completely
static.” - P12

While it would be difficult to judge without having a comparison of interaction with the interface if it
remained stable in the environment as opposed to always being centered in their field of view, some
people seemed positive to that idea. It is also worth noting that some participants seemed to have
forgotten that they could make the interface appear and disappear at will by pressing the correspond-
ing button on the gamepad controller. We believe that is the case based on observations during the
experiment and from some comments received. We hypothesize that if they had not forgotten, certain
comments in this and previous questions regarding the blocking of views, would perhaps have not been
made.
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AUQ7: Virtual Environment Viewing Duration. The comments here had generally somewhat neg-
ative sentiment. The viewing itself did not seem to be negative towards the environments themselves,
but the duration seemed to be rather long for most participants. The general sentiment was that it only
took a short amount of time to view their entire surrounding and did not know where to look after a
while. P8 reported that they started to daydream, while P3 reported that at a certain point they were
just waiting for the notification sound to signify the end. P7 hypothesized that the viewing duration may
have felt longer due to the number of environments they were asked to view.

”Maybe because of the high number of environments.” - P7 (In regards to giving a score
reflecting feeling that the VE viewing duration was too long.)

P12 reported that unfamiliar environments encouraged them to explore their surroundings, as op-
posed to familiar environments, however, due to the lack of high image fidelity and their inability to
move, it became frustrating when they could not further investigate something that caught their inter-
est.

”Most of the environments are static and familiar, whichmakes themuninteresting. Stranger
environments encouraged me to investigate more, but the lack of resolution or inability to
move became frustrating because if something does catch my interest, I can’t do anything
about it (like look further or move around).” - P12

Ease of Material Collection. The score was rather neutral but sentiment was somewhat negative.
This was especially because a Covid-19-related lockdown which either gave people (P12, 15) less
locations they could record in during their routine, or made certain locations outright inaccessible, such
as gyms. Most participants reported that the process itself was not difficult, but it was rather time
consuming, especially if they had to go out of their way to visit certain locations to record the necessary
material. P2 and 14 reported having difficulty deciding where to record, P2 and 13 reported being
uncomfortable recording in locations with other people present, and P3 even mentioned that they kept
forgetting to record in familiar locations.

”It’s hard to get reminded of recording this. It’s particular hard to remember when you are
at your familiar spots, as they are that, familiar, not triggering things to you (such as a need
to record it). Then, it took me some time to understand it would be used directly in the VR
environment. Recording the sound for that long is bothersome.” - P3

4.2.3.3 Sense of Presence

Results for the sense of presence questionnaire can be seen in Table 4.5. These are contrasted with
the mean scores in the Igroup database of 542 research cases to examine how our system compared
with a set of norm values for the questionnaire.

Mean STD 2.5% HPDI 97.5% HPDI Igroup DB Mean
General Presence 4.26 0.3 3.67 4.82 3.39
Spatial Presence 3.89 0.25 3.4 4.38 3.75
Involvement 3.43 0.3 2.81 3.99 2.99
Experienced Realism 2.74 0.21 2.34 3.14 1.74

Table 4.5: Sense of Presence Questionnaire Results Compared with Research-Reported Norms

Overall the range of obtained results for each subscale are in line or in some cases better than the
mean scores contained in the dataset of 542 cases provided by the Igroup [43], therefore reflecting
positively on the overall sense of presence elicited by our system.
To investigate whether experience familiarity was impacted by sense of presence, we constructed mod-
els for each subscale. Results can be seen in Table 4.6. The posterior probability calculated here refers
to how likely it is for the hypothesis ”This subscale has a positive on the experience familiarity elicited”
to hold.
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Mean STD 2.5% HPDI 97.5% HPDI Posterior Probability Chechile Interpretation
General Presence 0.09 0.14 -0.18 0.38 0.76 Only a casual bet on h.
Spatial Presence 0.03 0.15 -0.3 0.31 0.57 Not worth betting on h.
Involvement 0.19 0.14 -0.08 0.45 0.92 A promising but risky bet for h.
Experienced Realism 0.04 0.17 -0.3 0.36 0.59 Not worth betting on h.

Table 4.6: Sense of Presence Effect on Experience Familiarity in Separate Models

Comparing the calculated posterior probability with the guidelines listed by Chechile [22], we can
see that for some scales it is not worth betting on our hypothesis (Posterior Probability in range of
[0.5, 0.75)), and for others it is only a casual bet on our hypothesis (Posterior Probability in range of
[0.75, 0.9]) or a promising but risky bet (Posterior Probability in range of [0.9, 0.95]). This leads us to
conclude that there is some indication that experience familiarity may somewhat be positively affected
by the sense of presence elicited by our system.

4.2.3.4 Study Feasibility

Lastly, we wanted to examine how feasible we found conducting our study to be. We made compro-
mises in terms of the technologies used due to operational requirements, however, the biggest issue
impacting the feasibility of our study related to difficulties in recruiting participants. Initially, the aim was
examine smoking cravings elicited by personalized virtual environments, and so we set out to recruit
smokers to participate in our experiment. However, due to the Covid-19 pandemic and relevant lock-
downs, our university campus having become smoke-free making it difficult to locate people, as well as
our limited budget, we were unable to recruit the necessary amount of smokers to conduct the study.

We created posts on social media and put up flyers, but even after more than fifty people viewed
our informed consent form, none signed it. We additionally hired a teaching assistant to help us recruit
smokers, and out of the fifteen people who supposedly showed some interest in participating, only one
scheduled an appointment and later had to drop out. The one smoker who participated was through
word of mouth from an acquaintance.

In hindsight, what was required of participants may have been a factor perhaps discouraging peo-
ple from wanting to participate. People were asked to visit physical locations and record audiovisual
material, which was reportedly uncomfortable for some non-smokers who did participate. They were
also asked to physically visit the lab to participate in our experiment, something which also is likely to
decrease participant retention rates. Coupled with our limited budget and therefore a comparatively
small reward, we believe that these factors were detrimental in recruiting smokers.

4.3. Results Discussion
In this section we discuss and interpret our results given the analysis performed on the obtained data.
We first begin with our main hypothesis (H1), then proceed with our user interface usability scores, ease
of material collection, and free-text responses (Q1, Q2). Finally, we discuss our exploratory analysis
regarding sense of presence and the one-smoker case study.

4.3.1. Experience Familiarity (H1)
The results obtained demonstrate that in our experiment, whether a virtual environment is personalized
or not can have an impact on the magnitude of the experience familiarity elicited. Therefore, we have
confirmed that in our experiment, virtual environment personalization can be viewed as a positive pre-
dictor of how familiar the experience in a virtual environment feels, assuming the validity of the question
posed.

4.3.2. User Interface Usability and Ease of Material Collection (Q1, Q2)
For our AUQ apart from question 7 have all received scores higher than the neutral value (0 or 2.5 in
the case of our two transformed scaled), indicating generally positive user feedback regarding aspects
of the user interface usability we wanted to examine.

AUQ 7 on the other hand, received a slightly negative overall score, and the EoMC received a rel-
atively neutral score. This is consistent with our previous impression from feedback we have received,
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that indeed participants found the virtual environment viewing time to be slightly longer than desired,
and material collection to be a somewhat tedious process.

4.3.3. AUQ Free-Text Responses
In general, sentiment and comments reflected positively on the user interface. It is worth noting that
a number of people did not sufficiently adjust the HMD on both axes (via a physical slider on the
device and by shifting it vertically on their face), even after initial instructions to do so. Therefore, some
issues concerning image fidelity or text readability may have been avoided otherwise. Additionally,
given the varying opinions regarding the size, orientation, and location of the virtual smartphone, for
future directions it may be worthwhile to create presets and run a survey on what most people prefer
by having a direct comparison, before a specific configuration can be posited as being preferable.
Alternatively, customization options could be offered for each user to tailor the interface to their liking,
so that interaction with it feels more natural to them.

4.3.4. Limitations
While our results regarding PVEs eliciting higher experience familiarity than SVEs look promising, there
are certain limitations which may hinder their wider generalizability, pointing towards more research
being warranted. These limitations primarily relate to our sample and to our material.

Firstly, while we would have preferred to directly test the effects of virtual environment personaliza-
tion on smoking cravings, we were unable to recruit a sufficient number of smoker participants. We
therefore resorted to only testing experience familiarity which we were originally positing it could be a
factor in activating smoking craving responses in smokers. So while our results indicate that virtual
environment personalization has a positive effect on experience familiarity elicited, additional testing
specifically on smoking cravings would be required before we can definitively say that personalized
virtual environments indeed cause higher smoking cravings.

Secondly, we cannot exclude the possibility that participants may have responded in a certain way
to be in compliance with experimental demand [58] i.e., made a guess as to how we would have wanted
them to respond so that our hypothesis is accepted.

Additionally, there may have been some variance in the interpretation of the question and what we
were asking participants to rate regarding experience familiarity. We had participants rate how familiar
to their experiences in the real world did the experience in each virtual environment feel. This could
have been interpreted as us asking about whether when exposed to a virtual environment they felt
similarly to how they feel in the real world, or it could alternatively be interpreted more literally as us
asking whether an environment looked familiar to them. A location looking familiar may mean that you
have been there before or that you have seen something similar. While on the other hand, a virtual
environment feeling familiar may mean that you feel as if you would feel in the real world, implying part
of what may be encompassed by a sense of presence.

Finally, material for non-personalized environments were collected in Delft, which is also the city
where our university is located. Therefore, since most of our participants live in or near Delft, some of
those locations may have been familiar to them as well. This may be reflective of our non-personalized
environment experience familiarity results being distributed in the entire range of values available.
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Discussion and Conclusion

We have performed research leading to the design of virtual environments (VEs) and the development
of a system to present them. This system makes use of VR technologies for the purpose of providing
a controlled environment for researchers to test their smoking cessation approaches using a conver-
sational agent (CA). We then evaluated how effective our system is in eliciting a familiar experience in
users who are presented with different VEs.

This chapter first presents a summary of our answers to the posed research sub-questions, and
discusses our findings. We then present our contributions, limitations we have identified in our research
project, and explore future work that may overcome them as well as improve other aspects in the field
of virtual reality.

5.1. Findings
We had posed the research question:

How can personalized virtual environments be created to help with nicotine cue-reactivity assessment?

We broke this down into three sub-questions to address different aspects related to answering our
main question, with answers to these succinctly presented below.

Our first sub-question was defined as:

What are the requirements for building virtual environments to elicit smoking cravings?

To answer it we performed research into the field of addiction research and virtual reality, as pre-
sented in Chapter 2, to examine which qualities a virtual environment must have to be effective in
eliciting smoking cravings. Succinctly, the answer our research produced is that most importantly a
virtual environment must contain smoking cues i.e., elements that can cause a smoker to have smok-
ing cravings. Cues can be presented and perceived via visual, auditory, olfactory, gustatory, or tactile
sensory systems. Virtual environments by themselves, without external specialized hardware such as
scent machines, can only present visual cues. Therefore, we considered what can be presented using
a visual medium to elicit smoking cravings. These include 1. proximal cues, which refer to objects
directly related to smoking e.g., cigarettes. 2. Contextual cues, such as objects or situations that have
been associated with smoking e.g., coffee or alcohol. And 3. complex cues, which are a combination
of the above e.g., a bar scene with people smoking and drinking alcohol. Past research has already
demonstrated the efficacy of presenting these types of cues using virtual reality to elicit smoking crav-
ings in smokers, and we therefore used it as a basis for building our own virtual environments. Hence,
the basic requirements for building virtual environments to elicit smoking cravings is for them to contain
cues associated with smoking behavior. In the case of this research project, the cues we could feasibly
present were visual and auditory.

43
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Our second sub-question was defined as:

How do we design personalized virtual environments to elicit smoking cravings, for the purpose of
enabling researchers to test their conversational agent approaches?

In this project we investigated the element of personalization, i.e., whether the locations in which
people smoke most often would act as effective cues to elicit smoking cravings in those people. To
answer this sub-question, as presented in Chapter 3, we framed our solution around also developing a
system capable of presenting these VEs we would design. This system also facilitates communication
between researchers and participants for the purpose of testing CA strategies. Based on the require-
ments discussed in answering the previous sub-question, we needed to present visual and auditory
cues to elicit smoking cravings. Since we wanted to explore whether being in the locations people
usually smoke would cause them to have smoking cravings, we considered what they would see and
hear when in those locations as being potential smoking cues. Therefore, we decided to use audio-
visual material from locations in which people have associated most with smoking, from their point of
view when usually there. We then processed and incorporated this material into a 360∘ VR viewer we
developed so that we could present it to participants in a manner aiming to feasibly simulate them being
there.

We additionally developed user interfaces that would offer specific functionality depending onwhether
the user was a researcher or a participant, for the purpose of simulating interaction with a CA. The intent
here was to enable researchers to test the smoking cessation assistance strategies they would develop.
For researchers we offered a UI that was capable of selecting message templates or composing mes-
sages and their intended responses and sending them to users through a network connection. While
for participants we offered a UI that appeared as a virtual smartphone, on which researcher messages
were received. The UI enabled them to reply by selecting from a list of pre-determined responses
the one that most accurately reflected what they wanted to say, which in-turn was sent back to the
researcher through the network.

Our third sub-questions was defined as:

How do different virtual environments compare with each other in terms of the magnitude of self-
reported cravings elicited in each, and how do users evaluate the usability a system developed to
present these virtual environments?

Finally, to answer this we conducted an experiment to examine the likelihood that personalized VEs
would cause higher smoking cravings than non-personalized ones, and we additionally investigated the
perceived usability of our system, as presented in Chapter 4. We presented VEs composed of material
recorded by us in locations mentioned by previous work as popularly triggering smoking cravings, such
as a bus stop, and compared the elicited effects against VEs composed of participant-providedmaterial.

Experience familiarity elicited was higher in personalized VEs, and this is a promising first step in
examining the impact that they could have in also eliciting higher smoking cravings. This is because
according to experts consulted, an element of familiarity with locations in which people smoke most
often could have created an association between the location and the subsequent smoking behavior.
Therefore, the implication would be that the more familiar a smoking location would be, the more likely
that people have formed conditioned responses which would be activated when present there. And
by corollary, this could also imply that they would have an increase in their craving to smoke when
presented with a virtual environment representing that location.

We were unable to recruit the necessary amount of smokers to perform formal analysis on elicited
smoking cravings, and therefore we instead opted to only test how familiar was the experience elicited
by the VEs presented by our system, which originally was our second measure. Our one smoker
participant was rather vocal about feeling higher smoking cravings in personalized and some non-
personalized smoking locations, and an overview of the data recorded showed higher cravings elicited
by personalized smoking-cue virtual environments. This hinted rather positively for the overall effec-
tiveness of our system, however, a more thorough evaluation would be necessary before we can make
a data-driven conclusion on smoking cravings elicited.

The participants in our experiment generally had a positive opinion about our user interface, both
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reflected by our data analysis and their free-text responses. The size, position, and orientation of the
UI was seen generally as appropriate, with some participants reporting a preference for slight changes,
perhaps hinting toward there being a need to offer customization options. Additionally, the sense of
presence elicited was higher than the norm values calculated using a database of 542 research cases
provided and maintained by the questionnaire designers [43], and our analysis found that sense of
presence may have some positive effect on experience familiarity. This would imply that sense of
presence is likely to be a factor worth considering when designing systems to elicit a familiar experience,
and also perhaps smoking cravings.

5.2. Contributions
Overall, we have developed solutions to provide researchers with a controlled environment to test their
smoking cessation approaches using a CA. Where on the other hand, conducting similar tests involving
everyday locations and situations people find themselves in, would not be presently feasible to do so
in vivo. To that end, we have also provided a communication solution to facilitate interaction between
researchers and participants while the latter are being presented with virtual environments, and thus
provided a way for researchers to test their CA approaches. We have concluded that the VEs designed
using participant-provided material cause a higher experience familiarity than standard ones, which we
assert is a promising first step in determining whether they would also cause higher smoking cravings.
Having demonstrated that our solution can reliably elicit experience familiarity to some extent, can be
used as a foundation to posit whether additional effects, such as smoking cravings, may be elicited
using similar means. This can be used as a starting point to examine the effects of other types of
cues on the same measured variables, examine what other effects may be elicited such as emotions,
investigate the impact that other methods of visual cue presentation can have, as well as explicitly
testing whether smoking cravings are correlated with experience familiarity.

5.3. Limitations
The first identified limitation involves the equipment available to record material for the purpose of de-
signing virtual environments, and the consequent generalizability of our findings. We opted to use
panoramic photos and audio to design virtual environments because of the type of material we could
feasibly request participants to submit. This has affected the resulting virtual environments and poten-
tially how effective they were in eliciting desired effects, in our case, experience familiarity, smoking
cravings, system usability. Ideally we would have preferred to use an omnidirectional camera to record
seamless 360∘ sphere photos or even video, however due to our operational requirements we needed
to develop a solution that would be feasibly accessible both for use by the amount of people in our tar-
get sample size, and for the purposes of the wider Perfect Fit project. Even so, we cannot extrapolate
the findings from using our still photos to claim that using video would necessarily offer an improvement
in the effects elicited just because this would be a more immersive experience. The goal of providing
a more immersive experience would be to enhance the sense of presence elicited. And even though
we did find some indication for sense of presence to have effect on the resulting experience familiarity,
there may be additional variables which we would need to first investigate and account for. For in-
stance, De Bruijn et al. [30] mentioned that in their study, an on-rails 360∘ video experience may have
been novel and distracting enough to not cause the hypothesized increase in smoking cravings they
were investigating. Therefore, we argue that such approaches would first need to be studied further so
that we do not inadvertently add confounding variables.

Secondly, we cannot assert that our findings are necessarily generalizable in the wider population of
smokers. This is because while we did observe a higher elicited experience familiarity in non-smokers
when presented with personalized virtual environments, we cannot conclude that this would also be the
case in smokers, or that in their case, smoking cravings themselves would necessarily be higher. As
mentioned before, our one smoker case study had promising results, however, further testing would be
required using a broader sample of smokers belonging to diverse relevant categories of e.g. ,gender,
smoking frequency, literacy, socio-economic status, technology perception, nationality.

Lastly, regarding the communication solution we developed, we implemented a Wizard of Oz ap-
proach allowing the simulation of users interacting with a CA using pre-defined responses for each
researcher message. While the participant UI design was based on typical messaging apps, it may
not accurately represent the interface that researchers would like it to simulate. Nor would it have the
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capabilities that researchers may want to offer in their own CA approach, such as a more realistic chat
app potentially also allowing for free-text participant responses, or an app having more functionalities
than only chat.

5.4. Future Work
Reflecting on the aforementioned limitations, it would be interesting to see the improvement that more
immersive methods in presenting virtual environments could have. For instance, one could take ad-
vantage of advances in the field of image or video analysis and terrain generation for the purpose of
constructing navigable and interactible 3D worlds based on real locations e.g., [7, 17]. For instance,
one could record photos, video, and even lidar or radar or sonar inputs from their living room, which
would then be used to generate a 3D representation of that location, potentially also including an accu-
rate 3D representation of each item. Subsequently, image recognition techniques could be employed
to detect objects and apply not only the correct textures over them, if not already performed by previous
steps, but potentially also identify their function/purpose, so that a set of interactions could be enabled.
Overall, especially since based on our analysis we have found that sense of presence can impact ef-
fects elicited, we believe that the enhanced realism which could result from using such methods may
be of great benefit to not only the field of addiction research, but to virtual reality in general.

Additionally, as mentioned in our limitations, we implemented aWizard of Oz approach to simulate
interaction with a CA. Alternatively, in the case where one wants to connect an external CA to our
solution, an adapter could be implemented to allow the two systems to interact with one another, as
opposed to only simulating that interaction. This could include for instance, the CA system exporting its
utterances to a file, which our system would import, present to users, and then export their responses
which would in-turn be imported by the CA system for analysis.

Furthermore, additional cue types could be presented, which were not feasible for us due to the
limited scope of our project. While we were able to present visual and auditory cues, we did not have the
necessary equipment to allow the presentation of olfactory or tactile cues, which could have potentially
elicited a more realistic experience and perhaps increase the likelihood that conditioned responses
would be activated. Such cues could be presented using scent machines and wearable equipment e.g.,
tactile gloves. This could enable researchers to present cues such as tobacco smell or associated ones
such as coffee, as well as potentially allow for simulating the feeling of unwrapping a pack of cigarettes
or even using a lighter or matches to light a cigarette.

Finally, simulating interactions with a virtual smartphone while viewing virtual environments could
be a more realistic experience. We used a traditional gamepad controller because of our limited scope.
However, solutions ranging from one-handed VR controllers, to using tactile gloves could vastly improve
the feeling of holding and interacting with a virtual smartphone. Additionally, head movement could
be enabled while keeping the virtual smartphone at a specific position depending on where the user
expects to be holding it e.g., at a position relative to the actual position of the hardware interface.

5.5. Final Remarks
Virtual reality is a tool which can be used to immerse users into virtual worlds, allowing the elicitation a
variety of responses. We can create controlled environments not only to test the efficacy of various ap-
proaches in different fields prior to their implementation in the real world, but to also solve real problems
by facing them in a different way. We can also interact with one another using embodied communi-
cation methods, train skills, or even create immersive experiences for entertainment purposes. This
technology shows promise in what it may be capable of, including but not only in the field of addiction or
psychology research, which warrants further research into advancing what may be possible to achieve.
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A
Scenarios Summary

Here we present a summary of scenarios which we discussed with psychologists contributing to the
Perfect Fit project, to refine our requirements and base our system design, in Table A.1. A longer
discussion regarding the scenarios and the resulting requirements can be found in Section 2.2.2, and
Table 2.2.
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B
Virtual Environments

B.1. Image Vertical Bounds
The first two Figures in this section illustrate the vertical image borders of our virtual environments due
to how the audiovisual material was sourced i.e., recording a 360∘ video in portrait orientation using a
typical smartphone camera. The third Figure illustrates how we aimed for this to be less immersion-
breaking, by stretching the top and bottom of the image.

(a) Vertically-Repeating Texture (b) Using Blocking Planes

(c) Texture Stretching

Figure 6: Configurations for Dealing with Image Borders.
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B.2. Standard Virtual Environments
Here we have two of the standard environments we used, by processing material sourced by us based
on what past work has reported are locations more likely to either cause or not cause smoking cravings.
The images appear similarly to the files ready to imported by our system i.e., the horizontal boundaries
form a 360∘ rotation and the vertical boundaries are stretched to avoid users seeing outside the image.

Figure 7: Non-Personalized Non-Smoking Environment (Church).

Figure 8: Non-Personalized Smoking Environment (Bus/Tram Stop).



C
Experimental Setup Additional

Information
Here we provide additional information regarding our experimental setup. We start by presenting further
details about how we created counterbalanced sequences, and then briefly describe the automation
implemented to run our experiment without requiring direct researcher input.

C.1. Counterbalancing Details
For smokers, we presented 12 environments; 3 personalized smoking-cue, 3 personalized non-smoking-
cue, 3 non-personalized smoking-cue, and 3 non-personalized non-smoking-cue. We created all com-
binations of presenting 12 environments of said types, and followed guidelines similar to Conklin et al.
[26], as well other principles of counterbalancing to achieve a modified Latin square design [2]. This
resulted in 8 distinct combinations which are illustrated by Figure 4. The specific requirements used
to reach our resulting 8 combinations can be seen in Table C.1. This resulted in every sequence con-
taining two instances of adjacent personalized-personalized environment pairs, and two instances of
adjacent non-personalized-non-personalized environments pairs.

In the case of non-smokers, we adapted the counterbalancing to only keep the personalization
factor, leading to four unique sequences (since only one factor is used we have one unique non-smoking
sequence per two unique smoking sequences). This is illustrated by Figure 5. Thus, if a non-smoker
participant is to be assigned a sequence, we pick a smoker randomization sequence and then find
the applicable one in the non-smoker sequence. For instance, if a non-smoker is assigned to smoker
sequence 6, they are actually assigned to non-smoker sequence 2 (because they are identical if not
considering the environment cue-type factor).
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Figure 4: 8 Counterbalancing Sequences - Smoking

1. No adjacent smoking-cue pairs.
2. 3 smoking and 3 non-smoking-cue environments to occur in the first and last six trials
3. 3 personalized and 3 non-personalized environments to occur in the first and last six trials.
4. No more than two consecutive personalized or non-personalized environments.
5. Each environment type to occur an equal number of times in each position across randomizations.
6. No consecutive-pair pattern repeating more than two times.
7. No more than two pairs of adjacent same-factor personalization pairs.
8. Equal least number of adjacent same-factor personalization pairs. (In an attempt to limit and balance
the amount of adjacent same-factor personalization, i.e. two consecutive personalized or non-personalized
environment pairs in each sequence)

Table C.1: Smoking Counterbalancing Sequence Criteria



C.2. Experiment Run Automation 60

Figure 5: 4 Counterbalancing Sequences - Non-Smoking

C.2. Experiment Run Automation
To run our experiment without requiring researcher input we implemented a finite state machine (FSM)
solution. This was to automate the process andminimize participant interaction with researchers, which
could have impacted environment-elicited effects. Our FSM is illustrated by Figure 6, where each box
represents a state and its associated actions, arrows represent state transitions and their triggers, and
the filled-in circle represents program termination.
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Figure 6: Experiment State Diagram



D
Additional Diagrams

Here we provide additional diagrams regarding our system implementation and experiment design.

This diagram illustrates a high-level design of our experiment. The process is succinctly defined as
presenting different virtual environments, taking measurements on elicited effects, taking a short break,
and then presenting the next environment until there are no more left to present.

Figure 5: High-Level Experiment Process Diagram
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This diagram illustrates a high level overview of our networked system use described in Chapter 3.
Succinctly, this process is defined as the user logging in with the appropriate role (researcher or partic-
ipant), with the system in-turn instantiating the corresponding UI, presenting a loading screen, loading
environment files, and presenting the appropriate virtual environment.

Figure 6: General System Startup and Use Processes.



E
Questionnaires

1. How easy or difficult was it to read the text displayed on the virtual
smartphone screen?

-5 (Very Difficult),
0 (Neutral),
5 (Very Easy)

2. The size of the virtual smartphone was:
-5 (Too Big),
0 (Just Right),
5 (Too Small)

3. The location of the virtual smartphone in your field of view was:
-5 (Very Inappropriate),
0 (Neutral),
5 (Very Appropriate)

4. The orientation (rotation / tilt) of the virtual smartphone was:
-5 (Very Inappropriate),
0 (Neutral),
5 (Very Appropriate)

5. The notification sound and the virtual smartphone appearing was:
-5 (Very Disturbing),
0 (Neutral),
5 (Very Intuitive)

6. I would prefer the virtual smartphone to:
A. Move with me when I look around in the virtual environments
and remain stable at the same position in my field of view.
B. Not move with me when I look around in the virtual environment
and remain stable at the same location in the environment.

-5 (Completely prefer A),
0 (Neutral),
5 (Completely prefer B)

7. I found the viewing duration of virtual environments to be:
-5 (Too Short),
0 (Just Right),
5 (Too Long)

Table E.1: Additional Usability Questionnaire
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F
Audiovisual Material Collection

Instructions
Here we provide the instructions given to instruct participants in how to collect and submit the audio-
visual material required to create virtual environments. These specific instructions were for smoker
participants, however, the only differences can be found in the ”Location Selection” Section, where
smoking-specific instructions are given. Non-smoker participants were simply instructed to ”Consider
the top 8 locations in which you spend time at least once a week.”
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Instructions for submitting material: 

You are requested to submit video and audio from 8 locations. 4 locations in 

which you most frequently smoke, and 4 locations in which you most frequently 

do not smoke during a typical week. In the case where you have less than 4 

locations for each, please contact the researcher responsible at 

a.antoniades@student.tudelft.nl to perhaps reach an alternative solution.  

Collecting material will take a minimum of 30 minutes. 

Below you will find instructions as to: 

1. Which locations to choose.  

2. How to record video: 

a. If you most frequently stand in that location. 

b. If you most frequently sit in that location. 

3. How to record audio. 

4. How to prepare and submit the material. 

 

 

 

 

 

 

 

 

 

 

 

 

 



1. Location Selection: 

Try and think of places in which you most frequently smoke during a typical week, 

as well as places in which you do not smoke.  

Examples are places such as your office/workspace, your living room, the 

bus/tram stop / train station that you usually go to, places where you have lunch / 

dinner / desert / coffee, the gym / supermarket you usually go to, the street in 

front of your house, etc. 

For places where you smoke most frequently, consider the top 4 places in which 

you: 

1. Spend time at least once a week. 

2. Smoked at least 7 out of 10 times when there. 

3. Found the difficulty of not smoking when there to be at least a 5 on a 0-10 scale.  

4. May feel at least somewhat negatively if you were not able to smoke there. 

 

For places where you do not frequently smoke, consider the top 4 places where: 

1. You spend time at least once a week. 

2. You smoked only 3 or less times out of 10 times when in that place. 

3. The strength of thinking about smoking when there was 5 or less on a 0-10 scale. 

4. The difficulty of refraining from smoking when there was 5 or less on a 0-10 scale. 

 

For each of those locations, please record and submit video and audio using the 

instructions below, at a time of day when you usually spend time there. It might 

be easier and less time-consuming if you record material when you are usually at 

those places, rather than specifically going there to record. 

If possible, please try to make sure that videos do not contain material directly 

related to smoking, e.g. cigarettes, cigarette packs, ashtrays, smoke.  

It is important that you record the material from your usual point of view in that 

location, and at a time of day when you usually spend time there.  

 

 



2. Video: 

1. Set your smartphone’s camera to take the highest quality video it can (at least 1080p). 

Please do a quick internet search for how you can achieve this on your specific 

smartphone model. 

2. Stand or sit in your chosen location at the place where you most often stand/sit there. 

a. In places where you both stand and sit, only take a sitting video if you most 

frequently sit when there. 

3. Hold your smartphone vertically at an eye-level, i.e., for the camera to “see” the 

environment from the same height as you can see, at about the half-way distance 

between your face and the furthest you can stretch your arms out. 

 

 
 

2. a. If standing or sitting on a rotating chair: 

a. Hold the smartphone at that height/distance and begin recording video. 

b. Holding the smartphone stable, rotate your entire body to the right while 

continuing to record video. 

c. Try to make sure that you are holding the smartphone at a stable 

height/distance and that you are not tilting it on any axis. Rotate your 

body/chair, not the smartphone. 

d. Continue recording video while rotating to the right, until you complete at least 

a 360-degree rotation. 

e. Try to end a little further to the right than your starting orientation. 

f. Aim to rotate at an even pace, and for the video to last at least 30 seconds. 

 

 

 



2. b. If sitting somewhere you cannot naturally rotate 360° (e.g. car): 

a. Hold the smartphone stable at your eye-level in front of you but do not start 

recording video yet. 

 
b. Rotate your waist as far as you can on the left without rotating the chair or arms. 

 
c. Then rotate your arms a little further while keeping the same rotation angle. 

 
d. Begin recording video. 
e. Holding the smartphone at that height/distance, rotate your arms to the right 

until the smartphone reaches the middle of your face. 

 



f. Holding the smartphone stable at that height/distance, rotate your waist to the 

right. 

g. Continue rotating your waist to the right until you reach the furthest point you 

can rotate your waist, without rotating the chair or arms. 

 
h. At that point, rotate only your arms a little further to the right while keeping the 

same rotation angle. 

 
 

i. End video recording. 
j. Try to make sure that you are holding the smartphone at a stable height and 

distance from your face, and that you are not tilting it on any axis. 

k. Aim to rotate at an even pace from start (d.) until finish (i.), and for the video to 

last at least 20 seconds. 

 

 

 

 

 



3. Audio: 

1. Using your chosen audio recording app on your smartphone, please record audio for 3 

minutes and 20 seconds at the same location in which you have taken video using the 

method above. 

 

 

4. Submitting Material: 

Please name the files accordingly, using the following naming convention: 

“least_smoking_video_x”, “least_smoking_audio_x”, “most_smoking_video_x”, 

“most_smoking_audio_x”, where “x” refers to the number of the file with video and audio 

numbers matching.  

For instance, a set of files for the same least smoking location would be: 

“least_smoking_video_3.mp4”, “least_smoking_audio_3.wav”.  

Please do not convert the files to a different format before submitting them. 

Compress the material to an archive using your preferred application, e.g. WinZip, WinRAR, 

7zip, etc. If using an iPhone, you can achieve this by using the compress function. 

1. Visit https://wetransfer.com/  

2. You do not need to set up an account, but you may need to verify your email address. 

3. Upload the archive you have created. 

4. In the “Email to” field, please enter a.antoniades@student.tudelft.nl 

5. In “Your email” field, please enter the email address you entered in the informed 

consent form and time slot booking. 

6. Enter a suitable title and message. 

7. Press the “Transfer” button to initiate transferring the material. 

 

You can email a.antoniades@student.tudelft.nl with any questions regarding the 

material recording process, or renaming / compressing / sending the files. 
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