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Abstract

Photovoltaic (PV) systems have provided the world with a renewable and environment friendly energy solu-
tion. However, PV systems face various loss mechanisms at the module level as well as power electronics level
which need to be addressed for further growth of the technology. Power generation from PV modules suffer
from heat losses that are a function of the temperature coefficient of maximum power (γ) of the PV module.
Another loss mechanism is the shading of PV module where the power output of a module and ultimately
the system can be severely compromised. Although various approaches such as bypass diodes and module
level power electronics have been employed to minimize the effects of shading on a PV module, so far, the
performance of a PV module under shading had only been addressed vaguely and was generally described
qualitatively. Therefore, a parameter called Shading Tolerability (ST) was recently developed to quantify the
behavior of PV modules under all kinds of shade. However, the observations pertaining to Shading Tolerabil-
ity were only carried out under Standard Test Conditions (STC). Hence, this thesis aims to investigate whether
ST is an innate property of a PV module by formulating a correlation, if there’s any, between ST and ambient
temperature, classify various PV technologies based on ST and γ and develop a selection map so that an opti-
mal selection of PV modules can be made for the design of PV systems simply by knowing the specifications of
the module along with the meteorological conditions of the installation location. Furthermore, different in-
terpolation techniques were evaluated to achieve a comprehensive picture of the meteorological conditions
of The Netherlands to determine the most optimal PV technology for The Netherlands using the PV selection
map. Finally, Performance Ratios of various existing PV systems were calculated using suitable irradiation
decomposition and transposition models as a proof for the validity of the selection map. The obtained re-
sults showed that PV systems using CIGS technologies exhibited higher performance ratios on average as was
suggested by the selection map.
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1
Introduction

Energy generation has been dominated by fossil fuel based technologies ever since the dawn of industrializa-
tion. However, with depleting energy resources as well as the increase in global carbon emissions that pose a
major threat to the environment, a need for a shift towards clean and renewable energy sources has been felt.
In pursuit of such a shift, renewable energy sources such as solar energy have proved to be vital to attain a
sustainable future. Moreover, increase in public awareness has helped remove the barriers to uptake renew-
able energy and has led to a brisk growth of various sustainable energy technologies.

Continuous innovations and advancements have helped Photovoltaic (PV) technology gain economies of
scale and have made them cost competitive and affordable. The prices of PV modules have plummeted by
about 80-85% between 2009 and 2016 [1]. This has led to an exponential growth in PV deployment with the
global installed capacity reaching 320 GWp in 2016 [2]. The Levelized Cost Of Electricity (LCOE) for utility
scale PV projects declined by 67% between 2010 and 2016 [1]. Moreover, rooftop PV systems have been bring-
ing the benefits for households to not only reduce their electricity costs but also enable them to generate their
own electricity.

Figure 1.1: Global cumulative PV installation by 2016 [2].

However, in spite of the rapid increase in the application of PV technologies, losses in a PV module remain
to be quite significant. Hence, along with further innovations, designers also require as much information as
possible regarding the system’s components to minimize the losses and achieve the highest possible energy
output from a PV system.

1



2 1. Introduction

1.1. Loss mechanisms in PV modules
The Performance Ratio (PR) of PV systems has increased greatly with time. From 70-80% in the 1990s, per-
formance ratios of about 90% have been achieved in the present time [3]. However, PV modules suffer from
reduced performance due to a number of environmental factors such as temperature, transmission losses
due to soiling, partial shading, etc. Hence, in order to achieve even greater performance ratios which can
lead to quicker energy payback time (EPBT) and energy return on energy invested (EROI), it is essential to
address these factors which can be useful for careful design of PV installations [4].

1.1.1. Temperature loss
The influence of temperature on the power output of a PV cell and ultimately its electrical efficiency is well
documented. An increase in temperature displaces the I-V and P-V curve and reduces the maximum power.
Generally, the effect on the decrease in maximum power is linear and is represented by the Temperature
Coefficient for maximum power, γ (%/ °C). The temperature dependence of the power output of the PV cell
can be discerned from the I-V and P-V curve shown in 1.2.

(a) I-V curve

(b) P-V curve

Figure 1.2: Influence of temperature on the characteristic curves of a PV cell.

The reduction in the maximum power of a PV cell due to increase in temperature can be attributed to the
effect of temperature on the voltage (V ), current (I), and Fill Factor (FF) of the cell as the maximum power is
given by,

PMPP =VMPP × IMPP = F F ×VOC × ISC (1.1)

where the subscripts MPP, OC and SC denote Maximum Power Point, Open Circuit and Short Circuit, re-
spectively. About 80-90% of the temperature coefficient of efficiency of PV cells is due to the temperature
dependence of the VOC [5]. The VOC of a PV cell decreases linearly with temperature which is largely caused
due to the exponential relation of saturation current density (J0) with temperature as can be seen from the
following equations [5, 6].
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Eg 0 = Eg −T
dEg

dT
(1.2)

J0 = AT ζ exp

(
− Eg 0

kT

)
(1.3)

VOC = kT

q
ln

(
JSC

J0

)
(1.4)

where Eg is the bandgap of the semiconductor at cell temperature T and Eg0 is the bandgap linearly extrap-
olated to 0 K. k is the Boltzmann constant and is approximately equal to 1.381×10−23 J/K whereas q is equal
to one elementary charge i.e. 1.602×10−19 C. The parameter ζ includes the temperature dependence of var-
ious conditions such as the total available states in the conduction and valence bands, carrier mobility and
lifetime [7].

The short-circuit current density (JSC) of a PV cell generally increases with temperature albeit slightly. This
is because the semiconductor bandgap decreases as the temperature rises resulting to more electron-hole
pairs that can be photogenerated [7]. However, the scant increase in short-circuit current is totally overshad-
owed by the reduction in open-circuit voltage leading to an overall effect of linear reduction in the maximum
achievable power output of the PV cell. This leads to a reduced fill factor as well as cell efficiency.

The characteristic of a PV cell or a PV module with respect to temperature is defined by its temperature
coefficients. The temperature coefficient of a certain parameter can be easily estimated as,

α(STC ) = ISC (TM ,GSTC )− ISC (STC )

TM −TSTC
(1.5)

β(STC ) = VOC (TM ,GSTC )−VOC (STC )

TM −TSTC
(1.6)

γ(STC ) = PMPP (TM ,GSTC )−PMPP (STC )

TM −TSTC
(1.7)

where α (mA/°C), β (V/°C) and γ (W/°C) are the temperature coefficients of short-circuit current, open-
circuit voltage and maximum power, respectively. Generally, they are expressed as the percentage of the re-
spective individual parameter with the unit %/°C. TM is the temperature of the PV module and TSTC is equal
to 25 °C. GSTC is the incident irradiance at STC and is equal to 1000 W/m2.

Applying the concepts explained above to equations 1.5-1.7, it can be easily comprehended that β and γ
are negative entities while α is positive. High voltage PV modules such as thin films generally exhibit lower
β (less negative) than crystalline silicon PV modules since it decreases as VOC increases which can be seen
below [7].

β=−
Eg 0

q −VOC +ζ kT
q

T
(1.8)

Moreover, the temperature coefficient for efficiency (δη/δT ) can be obtained by [6],

η(TM ,GSTC ) = PMPP (TM ,GSTC )

GSTC × AM
(1.9)

δη

δT
= η(TM ,GSTC )−η(STC )

TM −25°C
(1.10)

where AM is the area of the PV module.

It can be perceived that the performance of a PV module is significantly affected by temperature and
therefore, it is essential to know the characteristic parameters regarding the influence of temperature on a PV
module’s performance. Hence, the temperature coefficients for short-circuit current (α), open-circuit voltage
(β) and maximum power (γ) are normally listed in a PV module’s datasheet which makes it easier to compare
the thermal behavior of different PV modules while designing a PV system.



4 1. Introduction

1.1.2. Transmission loss due to soiling
Although less acknowledged, soiling reduces the power production of a PV module significantly. It acts as a
barrier for effective irradiance received by the module. The deposition of dust, soil, and micro fibers resulting
from the surroundings as well as minute pollens like growth of bacteria, fungi, etc. contributes towards the
soiling of a PV module. Any particulate matter below 500 µm is termed as a dust and it is estimated to be
about the size of an optical fibre used in communication purposes or a size which is 10 times a human hair
[8].

The deposition of dust on a PV module majorly depends on two conditions [9],

• Location of the PV module.

• The local outdoor conditions.

The location could be residential, rural, and industrial which directly relates with the natural accumulation
of atmospheric particles (aerosols) in the PV module. The major dust types which significantly degrades the
PV power production are ash, calcium, limestone, soil, sand and silica [10]. The estimated loss in irradiance
and power is defined with the help of Soiling Ratio (SR) as [11],

Tl oss = 1−SRI sc = 1− G2

G1
= 1− ISC ,S

ISC ,C
(1.11)

The Soiling Ratio is the ratio of incident irradiance of the soiled module (G2) to the clean module (G1) or
short circuit current generated from the soiled module (ISC,S) to the clean module (ISC,C). However, the value
of SR may vary depending on the type of soiling i.e. uniform or non-uniform soiling. Generally, the loss due
to non-uniform soiling is more profound than that due to uniform soiling of the PV module with the same
amount of dust. The accumulation of dust on the PV module may occur due to inadequate rainfall, wind
or dew where strong wind conditions mainly result to non-uniformities in soiling patterns [12]. As we move
further away from the equator, PV modules need to be installed with a certain tilt angle to receive maximum
amount of sunlight. However, due to the tilt of the module, dust particles are carried to the bottom edge of
the PV module and are trapped near the frame or are accumulated in patches.

Figure 1.3: Soiling and accumulation of dust on a PV module [13].

1.1.3. Loss due to partial shading
PV cells generate a small amount of voltage (slightly more than 0.5V) and current (several Amperes) when
illuminated with standard solar irradiance. Therefore, several PV cells are interconnected, normally in series
among many other configurations, and encapsulated to form a PV module. PV cells in a PV module have
identical electrical characteristics. However, since PV cells are essentially current sources, mismatch of these
cells can occur if they are exposed to non-uniform irradiance. Hence, shading of a certain part of the PV mod-
ule compared to another, known as partial shading, is a major source of electrical mismatch. This mismatch
could lead to a number of consequences that are described below.
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Shading of a PV module can be divided into static and dynamic shading. Static sources such as tree
shadow, shadow from surrounding buildings, snow or bird droppings can cause static shading. Dynamic
shading is more common in large PV parks where moving clouds cause differences in irradiance between ad-
jacent PV modules. The change in irradiance could be over 300 W/m2 over a short time of about 0.1 seconds
during irradiance transition [14]. Moreover, PV modules installed in Building Integrated PV (BIPV) systems
with different orientations are prone to receiving dissimilar amount of irradiance creating a situation similar
to partial shading [15]. Likewise, flexible PV modules installed on curved surfaces are susceptible to non-
uniform irradiance incident over the entire module resulting in electrical mismatch.

(a) Surrounding trees [16] (b) Snow [17] (c) Moving scattered clouds [18]

Figure 1.4: Partial shading caused by various sources.

Partial shading can severely compromise the performance of a PV module and ultimately the system effi-
ciency. Some of the major effects of partial shading are described below:

a) Non-optimal power output:
As mentioned earlier, the cells in a PV module are normally connected in series. When a single cell in
the PV module is shaded, the current generated by it is significantly reduced. Thus, the current flowing
throughout the module is limited by the shaded cell due to the series connection. This results to a no-
table reduction in the power output of the PV module. Figure 1.5 shows the I-V and P-V curve for a 60
cell poly c-Si module under different conditions of shading of the PV cell array. It should be noted that
the following result was obtained with a shading object that transmitted 25% of the incident irradiance.

(a) I-V curve

(b) P-V curve

Figure 1.5: I-V and P-V curves for a PV module at different shaded conditions.
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Bypass diodes are therefore integrated in a PV module to augment its performance under shading.
Commercial series-connected 60 or 72 cell crystalline silicon modules have three bypass diodes with
each connected to one third of the solar cell array. Normally, for these PV module, the power lost when
a single cell is shaded is equal to one third of the PV module’s maximum power output [19].

b) Hotspot and thermal instability:
When a cell in a PV module is shaded, all the rest of the series connected unshaded cells are compelled
to carry the lower current generated by the shaded cell. Thus, the unshaded cells are forced to produce
high voltages acting as a reverse bias source whereas the shaded cell acts as a load consuming the
power generated from the unshaded cells. This results to dissipation of energy from the usnhaded
cell leading to high temperatures that ultimately results to formation of hotspots in the PV module [6].
The temperature can rise to dangerously high levels that may crack the encapsulant material or even
damage the PV module irreversibly [20].

(a) IR image of hotspot caused by partial shading [21] (b) Damage to a PV cell due to hotspot [22]

Figure 1.6: Effect on the thermal stability of a PV module due to partial shading.

Therefore, to prevent the localized overheating of the shaded cell, bypass diodes are included in a PV
module. Bypass diodes conduct current only when under positive voltage. A simple illustration of the
working of bypass diodes in a PV module is shown in the figure below.

(a) String of six PV cells with one cell shaded

(b) String of six PV cells with one cell shaded including bypass diodes

Figure 1.7: Schematic diagram for working of bypass diodes.
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As illustrated in figure 1.7, considering a string of six PV cells in series where five of the cells receive
uniform irradiance whereas the sixth cell is shaded, it can be clearly observed that the shaded cell limits
the current through the circuit in the first case. However, when a bypass diode is connected in parallel
with each cell, the diode passes the current due to the biasing of other cells when a cell is shaded as
shown in figure 1.7(b). Hence, the current in the module is no longer restricted by the shaded cell
thereby reducing thermal overload and formation of hotspots.

c) Ageing:
The efficiency of a PV module declines with time. However, as discussed earlier, partial shading can
lead to formation of hotspots in a PV module which can lead to extremely high temperatures in the
module. Therefore, continuous exposure of a PV module to partial shading, especially for ones with-
out bypass diode or in case of diode failure, can induce quicker ageing of the PV module. It was found
that the reverse bias voltage contributes the most to power loss from partial shade [23]. Especially, cells
conducting current at -15V reverse bias suffer with rapid decline in the maximum power at STC leading
to reduced daily energy yield [23]. Moreover, monolithic thin film modules are extremely vulnerable to
partial shade. Even a partial shade event of about 20 seconds can reduce the maximum power of these
modules by up to 14% [24].

(a) I-V curve

(b) P-V curve

Figure 1.8: Reduction in PV module’s performance over its lifetime.

The decline in performance of a PV module with time can be seen in the I-V and P-V curve presented
in figure 1.8. Crystalline silicon PV modules may suffer from continuous degradation of up to 0.7% per
annum [25]. There are a number of factors that contribute to the degradation in continuous operation
such as cracking of encapsulant material, discoloration, delamination, splitting of back-sheets, junc-
tion box failure and wiring degradation [25]. This deterioration of the PV module over time can further
be accelerated and worsened by partial shading.
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d) Overcurrent or nuisance trip:
The performance of PV modules under partial shading depends on the arrangement of the bypass
diodes. Usually, there are two different configurations of bypass diodes in a PV module, namely, over-
lapped and non-overlapped configurations. These configurations are shown in the figure 1.9,

(a) Non-overlapped configuration

(b) Overlapped configuration

Figure 1.9: Different configurations of bypass diodes.

The overlapped configuration of bypass diode is not that common in commercial PV modules. Nev-
ertheless, PV modules using such layout of bypass diodes are known to produce overcurrent at certain
shading profiles [26]. The reason for the occurrence of such overcurrent is that at certain shading con-
ditions, the configuration of bypass diodes provides an alternative path for the current to flow. Figure
1.10 presents a schematic illustration of the overcurrent phenomenon.

Figure 1.10: Overcurrent in overlapped bypass diode configuration.

Here, when the cell C3 is shaded, there is no current produced by it. The rest of the cells receive uni-
form irradiance and generate nominal current. As a result, both of the bypass diodes begin to conduct.
Therefore, the current from the unshaded cells flows into the external circuit resulting to an output cur-
rent that is twice than the nominal current of each PV cell. Thus, it can be concluded that overcurrent
occurs whenever shading of only the overlapped cells (C3 and C4) takes place [26]. Such large amount
of current can lead to the system suffer from nuisance tripping.
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1.2. The shading problem
In the previous section, the detrimental effects of partial shading on PV modules was discussed. However, as
the PV industry has been attaining its unprecedented growth, PV modules are being installed progressively
around the world. Increasing efficiency, reducing costs along with better aesthetics and greater flexibility has
made it possible to employ PV technologies not only in rooftops and large PV parks but also in novel appli-
cations such as BIPV, solar roads, etc. [27, 28]. On the other hand, it also means that PV systems are further
vulnerable to shading as it is almost impossible to remove sources for dynamic shading as well as obstacles
that lead to static shading. Therefore, it is of utmost importance to investigate the shading tolerance of a PV
module to extract the maximum possible output from it.

Since the dawn of Photovoltaic technology, several researches have tried to address the problem of partial
shading and have suggested methods to limit the impact of it. Rauschenbach exhibited that the module per-
formance under shading can be significantly improved by shunting each row of parallel cells with a silicon
p-n or Schottky bypass diode [29]. This has been heavily utilized in the PV industry today. Feldman et al.
suggested that a substantially higher average output power can be achieved by electrically distributing the
impact of a shade using quasi-random cell interconnection scheme [30]. Instead of commercial PV modules,
this approach has been applied in satellite applications where its cost-benefit ratio is lower [30]. PV systems
also make use of DC-DC power optimizers integrated with every PV module that enable the inverter to main-
tain a constant string voltage regardless of the individual module performance [31]. Furthermore, several
other approaches such as cell-integrated bypass diode, Cool Bypass Switch (CBS), IntegraBus technology,
etc. have been investigated to tackle the problem of shading [32–34].

As can be understood from above, PV modules come up with different mechanisms to cope with shading.
Hence, different modules behave differently when shaded depending on the technology, cell interconnection
as well as the mechanism adopted. However, when it comes to selecting a suitable PV module for a PV system
design, especially for locations that are prone to shading, not much information about the module’s ability
to withstand shading can be found. The unpredictability of shading profiles on PV systems makes it difficult
to quantify a PV module’s shading tolerability. Generally, datasheets of PV modules include the number of
bypass diodes used along with subjective statements such as "shade tolerant", "superior shading behavior",
"excellent performance even when partially shaded", "excellent shade and debris tolerance", etc. [35–38].

Figure 1.11: Example datasheet of a commercial PV module [37].
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Therefore, a glaring need for a parameter that classifies PV modules on the basis of their tolerance to shad-
ing has been felt. To address this issue, Ziar et al. have introduced a quantifiable parameter called Shading
Tolerability (ST) based on probability laws that can prove to be more meaningful to PV system designers [39].
A detailed description of this parameter is presented in chapter 2.

1.3. Thesis motivation and research questions
This thesis is motivated by the fact that in spite of PV systems being influenced by a number of environmental
factors, while designing a PV system, designers generally have a trove of data regarding the location’s climatic
conditions, dust intensity, temperature dependence of a PV module’s output, etc. but are often provided
with no information related to a PV module’s ability to cope with shading. General qualitative statements do
not help to properly compare different PV modules. The parameter Shading Tolerability (ST) instigated by
Ziar et al. to characterize a PV module’s shading property is a convincing approach to quantify the behavior
at shading scenarios. Therefore, the main goal of this thesis is to introduce a map that may help designers
to make an optimal choice based on the meteorological conditions, thermal behavior of a PV module and
Shading Tolerability by answering the following research questions:

1. Is the parameter Shading Tolerability an intrinsic property of a PV module?

2. Can PV modules be categorized for certain climatic conditions based on their Shading Tolerability and
temperature coefficient for maximum power (γ)?

3. Among the existing interpolation techniques, which is the best suited method to get detailed informa-
tion of the meteorological conditions of The Netherlands?

4. What are the most suitable irradiance decomposition and transposition models to accurately calculate
the Plane of Array (POA) irradiance for The Netherlands?

5. Does the established selection map help improve the energy yield and performance ratio of a PV sys-
tem?

1.4. Thesis outline
This thesis comprises of seven chapters where the proposed research questions will be answered in chapters
3-6. Chapter 7 provides the conclusion based on the results obtained. A brief description of each chapter can
be found below:

Chapter 2 - Shading Tolerability: This chapter provides an in-depth explanation of the parameter Shading
Tolerability (ST) along with the results for indoor measurement of PV modules for ST.

Chapter 3 - Selection map for PV module installation: In this chapter, the influence of temperature on ST
is investigated. The findings are utilized to introduce a preliminary selection map based on the results
obtained for ST, technical specifications of the PV module along with meteorological conditions.

Chapter 4 - Interpolation techniques for meteorological data: In this chapter, literature study about differ-
ent existing interpolation techniques for meteorological data is presented. Finally, a visual map of The
Netherlands for temperature, cloud fraction and Global Horizontal Irradiance (GHI) is presented using
the most suitable model. These maps are then used to determine the optimal PV technology for The
Netherlands based on the selection map.

Chapter 5 - Irradiation Decomposition Models: This chapter deals with the evaluation of commonly used
decomposition models to determine the most accurate method for decomposing irradiation compo-
nents for The Netherlands.

Chapter 6 - Validation of Selection Map: In this chapter, corroboration of the selection map with the perfor-
mance ratio of several PV systems installed in The Netherlands is carried out using a suitable irradiation
transposition model.

Chapter 7 - Conclusion and Recommendations: Answers to the research questions posed above is summa-
rized based on the results of the above mentioned chapters. Finally, recommendations for future work
is presented.



2
Shading Tolerability

Shading Tolerability (ST) is a probabilistic analysis of the behavior of a PV module at shading. It is the math-
ematical expectation of power production of the PV module under all possible scenarios of shading [39].
Hence, ST provides designers with a number which makes it easier to interpret and distinguish the perfor-
mance of different PV modules under shading and helps make an optimum selection based on the conditions
of the installation location. For an instance, for a shade prone location, a higher value of ST for a given PV
module can influence designers to select that module. The following sections offer a deeper insight into the
parameter ST where we look into the mathematical modeling of the parameter followed by experimental
validation of the model.

2.1. Mathematical modeling of ST
To perform a probability analysis, it is important to create a sample space that includes all possible occurring
events. However, there are infinite profiles for a PV module to be shaded which leads to an infinitely large
sample space. Therefore, two major assumptions are made to simplify the analysis [39]:

• Every cell of the PV module is uniformly irradiated and the value for the incident irradiance is between
0 - 1000 W/m2. The probability of occurrence for all the values of irradiance is equal.

• Similarly, the probability of shading of each cell of the PV module is equal. It is not a function of the
position of the cells in the PV module or that of the PV module in an array.

Thus, the total number of shading profiles for a PV module would be i c where i is the possible levels of irra-
diance and c is the total number of cells. It should be noted that since there are infinite levels of irradiance
between 0 - 1000 W/m2, the probability of occurrence of each shading profile is limx→∞(1/i c).

Now, for a random variable x that has a probability of occurrence of p(x), the expected value of x is given
by [40],

E(x) =
∞∑
k

xkp(xk) (2.1)

Hence, using equation 2.1, the ST of a PV module can be expressed as [39],

ST(i ,c) = 1

PMPP

i c∑
k=1

Pk

(
1

i c

)
(2.2)

where ST(i ,c) is the Shading Tolerability of the PV module, c is the total number of cells and i is the levels of
irradiance. Pk (W) represents the MPP of the PV module at each shading profile whereas PMP P (W) is the
maximum power of the PV module. Here, PMP P enables us to compare PV Modules with different power
ratings by normalizing the value of mathematical expectation.

11
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2.1.1. Practicality of measurement of ST
It can be seen that ST is not practically measurable from equation 2.2 as i →∞. However, according to Ziar et
al., the value of ST for i = 2 can be used instead of ST for i →∞ [39]. This can be explained using the general
equation for ST(i ,c) as shown below.

ST(i ,c) =
(

m

c

)(
1

i n

)[ j∑
k=1

(
n

j

)
k +

j−1∑
a=1

n

(
j −a

j

)n−1∑
b=1

(
n
b

)
an−b

]
(2.3)

where n is the number of PV cells connected in series, m is the number of cell strings in a module and there-
fore, c = n ×m. The term j is equal to (i-1). Equation 2.3 is derived by obtaining ST(i=2,c), ST(i=3,c) and
continuing the procedure to obtain ST(i ,c). A detailed description of the derivation can be found in Appendix
A.

Figure 2.1: Probability distribution function p(s) of shading of PV module for different levels of irradiance i [39].

In equation 2.3, the first term of the series stands for the condition of uniform irradiance of all the PV cells
whereas the second term corresponds to shading profiles where the irradiance on the cells is not the same.
It can also be observed that the number of strings of PV cells (m) does not influence the ST of a PV module.
Moreover, as i →∞, equation 2.3 converges to 1/(n+1). Therefore, it can be deduced that the ST of a module
is inversely proportional to a factor of (n+1).

If we substitute i = 2 in equation 2.3, we get,

ST(i=2,c) =
(

1

2n

)
(2.4)

From equations 2.3 and 2.4, it can be easily seen that, for two different PV modules, if ST(i=2,c)1 > ST(i=2,c)2

then n1 < n2 which ultimately results to ST(i→∞,c)1 > ST(i→∞,c)2 . Thus, as mentioned above, ST can be mea-
sured for i = 2 and used instead of ST for i →∞.

However, it needs to be investigated further whether testing PV modules for ST at i = 2 in a laboratory
stands correct for real-time outdoor conditions where i →∞. This is due to the fact that PV modules are
designed with various approaches to withstand shading such as bypass diodes, power optimizers, etc. that
ameliorate the performance of the PV module at shading [31, 41]. Hence, to model the approach adopted by
the manufacturer, a coefficient λ(i ,c) is established. λ is a function of i and c and the general equation of ST
of a PV module can again be written as [39],

ST(i→∞,c) =λ(i→∞,c)

(
1

n +1

)
(2.5)
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It is not in the scope of this thesis to develop a mathematical model for λ since there are various ap-
proaches that manufacturers adopt to cope with shading. However, Ziar et al. have defined the boundaries
for λ(i ,c) [39]. The minimum value for λ(i ,c) is 1 which implies that the adopted approach does not affect
the PV module’s ST at all. The maximum value for λ(i ,c) would insist that the shaded cells do not restrict the
performance of the unshaded cells and that the PV module’s output would be the sum of each cell’s individual
generation.

From figure 2.1, it can be seen that at any uniform probability function, for a single cell, the maximum
value for ST(i→∞,c) is (1/2) as the average incident irradiance on a cell is 500 W/m2. For an instance, when i
= 3, the maximum value of ST for a single cell can be found as, ST(i=3,c=1) = (1/Pcel l )× (1/31)× (0+0.5+1)×
(Pcel l ) = 0.5. Therefore, the boundaries of λ(i ,c) can be defined by substituting ST(i→∞,c) = 1/2 in equation
2.5 as,

1 ≤λ(i→∞,c) ≤ n +1

2
(2.6)

Since the mathematical model for λ is not readily available, Ziar et al. have investigated the use of the
condition of i = 2 instead of i →∞ experimentally [39]. It was found that the ranking of PV modules based
on the measurements of ST in a laboratory (i = 2) was the same as the ranking of the modules based on their
Performance Ratio (PR) under real-time outdoor conditions (i →∞) [39]. Therefore, it can be concluded that
the value of ST(i=2,c) can be used instead of ST(i→∞,c). The following section presents a brief description of
the measurement of ST at indoor conditions.

2.2. Indoor measurement
The purpose of indoor measurement of ST is to extract ST(i=2,c) for different PV modules. The results obtained
can be used as an indicator of the PV module’s performance under shading and rank them. A wide range of PV
modules of different technologies, number of cells and bypass diodes were tested. During this experiment,
the value of c was fixed at 6 which means that the active area of the PV module was divided into 6 equal parts.
Surely, a higher value of c would lead to more accurate results. However, as can be seen from figure 2.2, the
change in the value of %ST gets smaller with increase in c and would converge to be negligible after a certain
value. The curve for a crystalline silicon module is hyperbolic whereas that for a CIGS module oscillates about
a value where increasing c has a dampening effect on it. Furthermore, increasing the value of c would also
mean that the number of measurements, and ultimately the measurement time, required for every single PV
module would be higher as it increases exponentially with c (number of measurements = 2c ). Therefore, to
limit the measurement time to a reasonable number for industrial purposes as well as achieve a rational level
of accuracy, the value of c as six was found to be the best fit. Moreover, since six is an even number, it is
straightforward to divide the module’s length and width into sections of three times two.

Figure 2.2: Change in %ST with increasing c. The module numbers refer to the serial number of PV modules presented
in Table 2.1.
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Figure 2.3: Experimental setup for indoor measurement of Shading Tolerability including 64 different shading profiles
from 000000 to 111111. The profile shown in the image is 010000 and is marked in red.

As shown in figure 2.3, 64 (26) different shading profiles were applied to the PV modules at 1000 W/m2,
AM 1.5 and 25 °C, and their I-V characteristics were measured using an EternalSun Large Area Steady State
Solar Simulator (LASS). It should be noted that 25 °C is not the temperature of the PV module but instead
the ambient temperature. This is due to the fact that there are formations of hotspots in a PV module during
shading which would lead to non-uniform temperature distribution in the module. Therefore, keeping the
module temperature fixed would lead to inaccuracies. Furthermore, this experiment tends to emulate shad-
ows in real conditions and since, they are not perfectly dark, the shading object was chosen such that it would
transmit 25% of the incident irradiance. Hence, the unshaded cells receive 1000 W/m2 whereas the shaded
cells receive 250 W/m2. Ziar et al. have stated that the average time for the measurement of each PV module
was 5.73h whereas the average time for testing the PV modules during this thesis was 4.18h [39].

Table 2.1 presents the results obtained for PV modules tested during this thesis as well as that carried out
by Ziar et al. in the Photovoltaics Lab at TU Delft. The parameter %ST was calculated using equation 2.7,

%ST =
(

ST

STmax

)
×100% (2.7)

It should be noted that, here, the maximum value of ST (STmax ) is 0.625 instead of 0.5 since the simulated
shade is not perfectly dark as the shading object passes 25% of the incident irradiance.

STmax = 0.5+ ISO

2
(2.8)

where ISO is the percentage of irradiance transmitted by the shading object. Furthermore, based on the re-
sults obtained for %ST , three shading classes/symbols; sunny (%ST < 50%), partly cloudy (50% ≤ %ST <
80%) and cloudy (%ST ≥ 80%) were introduced using Linear Support Vector Machine (LSVM) algorithm. As
can be seen from figure 2.4, the calculated hyperplanes have been re-positioned slightly to achieve more ef-
fective boundaries that can be useful for industrial application.
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Figure 2.4: Suggested boundaries for shading class of PV modules based on %ST.

The boundaries introduced above describe the suitability of a PV module for a given climatic condition
based on its shade tolerance. From a marketing point of view, these values can be translated to the specific
symbol for PV modules datasheet, indicating optimal usage of a certain PV module technology for different
climate. Thus, it is an essential aspect for the selection of PV modules since designers can make decisions
solely by knowing the ST of a PV module and the climatic conditions of the installation location. Therefore,
the proposed boundaries will be an important feature of our selection map.

2.3. Applicability and inference
From the results obtained, it can be concluded that the performance of a PV module can be signified by the
measurable parameter ST which can be used as a benchmark to rate PV modules. Moreover, as presented in
Table 2.1, it can be clearly discerned that thin film modules generally fare better than crystalline silicon mod-
ules at shading. Furthermore, it is also worth pointing out that a greater number of bypass diodes used in a
PV module does not necessarily signify that the module performs better at shading. Module #3 and #5 per-
form better than module #10 and #11 even though the latter modules make use of one bypass diode per cell.
Hence, instead of the number or type of bypass diodes employed in a PV module, ST gives a better picture of
the module’s performance under shading and therefore, can be defined as a valid standard to distinguish and
compare PV modules.

This provides a meaningful step towards the characterization of PV modules based on their performance
under shading and shall be used in the following chapters to conceptualize a preliminary selection map for
PV modules. However, it is yet to be seen whether ST is a characteristic parameter of a PV module or a varying
entity. A thorough analysis of it is presented in the next chapter where the influence of external conditions on
ST along with the selection map is presented.
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Table 2.1: Results for indoor measurements of ST along with elaborate specification of the tested PV modules. ST and
%ST values were rounded to the closest integer.

Mechanical size, Notes on module’s Suggested
S.No. PV module Technology Electrical specification γ (%/°C) weight and datasheet regarding ST %ST shade class/

flexibility shade tolerance symbol

1
Neste Module

a-Si

MPP = 7.5 W

−0.20 None 0.36 58%
VOC = 22 V, ISC = 0.6 A 614×309×22 mm3 Partly cloudy

PV A12
VMPP = 15 V, IMPP = 0.5 A 3.0 kg

Bypass Diodes: None Rigid
29 cells (29×1)

2
Victron Energy

Mono c-Si

MPP = 30 W

−0.48 None 0.24 38%
VOC = 22.5 V, ISC = 2 A 450×540×25 mm3 Sunny

SPM30-12
VMPP = 18 V, IMPP = 1.67 A 2.5 kg

Bypass Diodes: One Rigid
36 cells (36×1)

3 CIS

MPP = 80 W

−0.36

Optimum energy yield

0.57 91%
Würth Solar VOC = 44 V, ISC = 2.5 A 605×1205×35 mm3

through outstanding
Cloudy

GeneCIS VMPP = 35 V, IMPP = 2.29 A 12.7 kg
temperature and low

module 80W Bypass Diodes: One Rigid
light behavior.

132 cells (66×2)

4 Poly c-Si

MPP = 200 W

−0.48

Junction box with

0.22 35%
Scheuten VOC = 33 V, ISC = 8.22 A 1500×1000×42 mm3

patented connection
Sunny

Multisol P6-54 VMPP = 25.9 V, IMPP = 7.71 A 20.0 kg
system and 3 bypass

series 200 Bypass Diodes: Three Rigid
diodes.

54 cells (54×1)

5 CdTe/CdS

MPP = 77.5 W

−0.25 None 0.39 63%
Calyxo VOC = 59.6 V, ISC = 2.16 1200×600×6.9 mm3 Partly cloudy

Thin film solar VMPP = 43.0 V, IMPP = 1.83 A 12.0 kg
module Bypass Diodes: None Rigid

156 cells (78×2)

6 Mono c-Si

MPP = 327 W

−0.29

Designed to deliver the

0.21 33%
SunPower VOC = 67.6 V, ISC = 6.07 A 1559×1046×46 mm3

most energy in partial
Sunny

SPR X20 VMPP = 57.3 V, IMPP = 5.71 A 18.6 kg
shade and hot rooftop

327-BLK Bypass Diodes: Three Rigid
temperatures.

96 cells (96×1)

7
Masdar PV Tandem

MPP = 109.81 W

−0.30

Excellent energy

0.25 40%
VOC = 137.54 V, ISC = 1.21 A 1300×1100×7 mm3

output even during
Sunny

MPV-T a-Si/a-Si
VMPP = 107.03 V, IMPP = 1.02 A 29.5 kg

diffuse or low light
Bypass Diodes: One Rigid

conditions.
636 cells (212×3)

8

IKS

Poly c-Si

MPP = 10 W

−0.50 None 0.25 40%Photovoltaik
VOC = 22 V, ISC = 0.72 A 345×294×23 mm3 Sunny

STA14 10W
VMPP = 17 V, IMPP = 0.52 A Unspecified

SolarTrainer
Bypass Diodes: One Rigid

36 cells (36×1)

9
Solland SunWeb

Poly c-Si

MPP = 235 W

−0.43 None 0.24 39%
VOC = 36.97 V, ISC = 8.44 A 1613×984×35 mm3 Sunny

module 235Wp
VMPP = 30.05 V, IMPP = 7.82 A 22.0 kg

Bypass Diodes: Three Rigid
60 cells (60×1)

10
Hanergy

CIGS

MPP = 90 W

−0.43 Shade tolerant. 0.31 50%
VOC = 22 V, ISC = 6.3 A 2017×494×3 mm3 Partly cloudy

PowerFlex 90W
VMPP = 16.5 V, IMPP = 5.4 A 1.8 kg

Bypass Diodes: Thirty seven Flexible
36 cells (36×1)

11

MPP = 27.4 W

−0.20 0.37 59%
Uni-Solar Multi- VOC = 10.44 V, ISC = 4.28 A 1325×373×3 mm3 Excellent performance Partly cloudy

PowerBond junction VMPP = 7.8 V, IMPP = 3.52 A 1.8 kg even when partially
ePVL a-Si Bypass Diodes: Five Flexible shaded.

5 cells (5×1)

12
BenQ SunForte

Mono c-Si

MPP = 335 W

−0.33 None 0.30 49%
VOC = 64.9 V, ISC = 6.62 A 1559×1046×46 mm3 Sunny

PM096B00-335
VMPP = 54.7 V, IMPP = 6.13 A 18.6 kg

Bypass Diodes: Three Rigid
96 cells (96×1)

13
AERspire

Mono c-Si

MPP = 250 W

−0.41 None 0.30 48%
VOC = 38.3 V, ISC = 8.62 A 1720×1035×8 mm3 Sunny

Deluxe 60
VMPP = 30.8 V, IMPP = 8.08 A 24.0 kg

Bypass Diodes: Three Rigid
60 cells (60×1)

14 Poly c-Si

MPP = 260 W

−0.35
High efficiency at

0.28 45%
BISOL VOC = 39.0 V, ISC = 8.90 A 1649×991×40 mm3 Sunny

Premium Series VMPP = 30.9 V, IMPP = 8.40 A 18.5 kg
low irradiation.

BMU-260 Bypass Diodes: Three Rigid
60 cells (60×1)

15 Mono c-Si

MPP = 270 W

−0.41 None 0.27 43%
JA Solar VOC = 38.46 V, ISC = 9.09 A 1650×991×40 mm3 Sunny

JAM6-60-270 VMPP = 31.33 V, IMPP = 8.62 A 18.2 kg
(BK) Bypass Diodes: Three Rigid

60 cells (60×1)

16
Solar Frontier

CIS

MPP = 170 W

−0.31

Efficiency reduction of

0.46 73%
VOC = 112 V, ISC = 2.20 A 1257×977×35 mm3 maximum power from Partly cloudy

SF170-S
VMPP = 87.5 V, IMPP = 1.95 A 20.0 kg an irradiance of 1000

Bypass Diodes: One Rigid W/m2 to 200 W/m2 at
170 cells (170×1) 25°C is typically 2.0%.



3
Selection Map for PV Module Installation

As discussed previously, energy yield of a PV system is impacted by several environmental factors of which
temperature and shading are of dominant importance. Therefore, this chapter presents a selection map
based on the two parameters, γ and ST, that determine the PV module’s output with respect to tempera-
ture and shading. But first, it is necessary to investigate whether ST of a PV module is a constant entity or not.
A detailed analysis of it is presented below.

3.1. Influence of temperature on ST
Any variable that defines the behavior of a certain entity can be called as its characteristic property. For a PV
module, the rated power (Pmax), open-circuit voltage (VOC), short-circuit current (ISC) along with its temper-
ature coefficients (α, β and γ) are its characteristic parameters. These parameters describe the characteristic
trait of a PV module. Similarly, since the ST of a PV module represents its behavior at shading, it could also
be a characteristic property of a PV module. This section aims to investigate whether the ST of a PV module
is a constant value or if it is influenced by external condition such as ambient temperature.

In the previous chapter, we observed that the ST of a PV module is a direct function of its power output at
different shading conditions. However, it is a well established fact that the output of a PV module is sensitive
to the temperature of the PV module. As explained in section 1.1.1, the output of a PV module is influenced
negatively by the module temperature. Re-arranging equation 1.7, the power output of a PV module at higher
module temperature can be written as,

PMPP (TM ,GSTC ) = PMPP (STC )(1+γ(TM −TSTC )) (3.1)

where γ is in %/°C. Assuming that the temperature coefficient for maximum power does not vary even when
the module is partially shaded, the effect of the module temperature on its ST can be understood by inserting
the expression for power at higher module temperature in equation 2.2 as,

ST(i ,c)(TM ,GSTC ) = 1

PMPP (STC )(1+γ(TM −TSTC ))

i c∑
k=1

Pk(1+γ(TM −TSTC ))

(
1

i c

)
(3.2)

It can be seen that the term containing the temperature coefficient in the numerator and the denominator
cancels out resulting to,

ST(i ,c)(TM ,GSTC ) = 1

PMPP

i c∑
k=1

Pk

(
1

i c

)
(3.3)

which is the same as equation 2.2. Therefore, ideally, the ST of a PV module is not a function of the module
temperature. However, this cannot be said in reality since the temperature of the module is not uniform dur-
ing partial shading which makes it quite difficult to fix the module temperature to a certain value during the
measurement of ST . Furthermore, at higher temperatures and under shaded condition, PV modules might
not behave according to the temperature coefficient for power specified in their datasheet.

17
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Figure 3.1: Influence of temperature on power output at shaded and unshaded scenarios. The above result pertains to
module #14 from Table 2.1.

Here, the module was kept under the LASS for ∼ 5 minutes and I-V measurements were carried out repet-
itively as the module was heated. The module temperature was measured by attaching the DTU6022 at disc
USB Positive Temperature Coefficient (PTC) temperature sensor by QTI Sensing Solutions at the middle of
the backsheet of the module. Although it is not possible to accurately determine the module temperature
during partial shading, from the above figure, it can be observed that as the PV module heats up, the reduc-
tion in power output due to temperature is much lower when partially shaded compared to that when the
module is uniformly irradiated. This implies that the temperature coefficient of the module is much higher
at partial shading. It could be due to the non-uniform temperature and irradiance distribution over the cells
throughout the PV module. Hence, assuming a constant temperature coefficient for all the shading profiles
(ic) might lead to inaccuracies. Therefore, equation 3.2 does not hold true in reality. Thus, instead of studying
the change in ST with the module temperature, it was analyzed by varying the ambient temperature.

3.2. Experimental validation
Four different PV modules (2 mono c-Si, 1 poly c-Si and 1 CIS) were tested for their ST at three different am-
bient temperatures. The experimental setup was almost the same as the indoor measurement of ST where
64 different shading profiles were applied to the PV modules. However, in addition to the STC measurement
at 25 °C, here, %ST was also measured at ambient temperatures of 30 °C and 35 °C, respectively. The devi-
ation in the air temperature under the LASS was about ±1 °C. Again, the shading object transmitted 25% of
the incident irradiance which would mean that the shaded region received 250 W/m2 whereas the unshaded
region received 1000 W/m2. I-V measurements were taken at 1000 W/m2 and AM 1.5 using the EternalSun
LASS and ReRa I-V Curve Tracer 3 software and the output power at each shading profile for a given ambient
temperature was recorded.

The average time taken for each set of measurement was about 8.11h. This was mainly due to the fact
that at higher temperature, the module gets heated quickly under the LASS and a significant amount of time
was required to cool downthe PV modules and bring the module temperature back to the same value as the
previous measurement. However, the measurement time can be reduced by automation of the shading and
cooling processes. Figure 3.2 presents the %ST measured at three different ambient temperatures for the four
PV modules. The module numbers in the figure correspond to the serial number of the PV modules as shown
in Table 2.1.



3.3. Boundaries for temperature class 19

Figure 3.2: Experimental results for measurement of ST at different ambient temperatures.

It can be seen that the ST of a PV module shows a slightly increasing trend with ambient temperature. This
is mainly due to the reason that the module exhibits higher temperature coefficient when partially shaded
due to which there is not much effect on the module output due to temperature. However, the module out-
put when unshaded (000000) declines rather sharply. Hence, as the ambient temperature is increased, if we
look back to equation 2.2, we can see that the reduction in the numerator is lesser when compared to the de-
nominator which leads to a slightly higher value of ST . Besides, in addition to the error due to the equipment,
there will always be some differences in the cell temperatures of the PV module during the measurements
which can also affect the results.

Table 3.1: Deviation from %ST at 25 °C.

% Error
PV Module 30 °C 35 °C
Module #12 0.25 -0.02
Module #13 1.53 3.66
Module #14 0.57 2.92
Module #16 0.05 0.14

In the above table, the % error for 30 °C and 35 °C represents the deviation of %ST at the respective tem-
peratures from the %ST at 25 °C. On an average, the percentage error was 1.14%. The average change in %ST
with temperature was 0.07 %ST/°C. It can be observed that the change in ST with temperature is not much
significant and therefore, it can firmly be concluded that the ST of a PV module is almost independent of
the ambient temperature. Hence, the Shading Tolerability of a PV module can be treated as its characteristic
parameter.

3.3. Boundaries for temperature class
Now that ST has been established as a fundamental property of a PV module, it can be used as a quintessential
aspect of our selection map. However, similar to shading classes based on ST , it is also necessary to classify
PV modules based on their γ to determine their suitability for a given temperature condition. Currently, c-
Si based PV modules dominate the PV industry where it accounted for 94% of the total production in 2016
whereas thin film technologies had a meagre share of 6% [2]. Since, γ differs with technology, there is a wide
range of temperature coefficients currently available in the PV market.
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Figure 3.3: Percentage share of PV technologies on global PV production in 2016 [2].

Hence, to get a comprehensive picture of the temperature coefficients of commercial PV modules, data
sheet information of 50 different PV modules (30 c-Si, 20 thin films) by leading manufacturers were referred
to. Three different temperature classes, namely, hot (γ < 0.3), mild (0.3 ≤ γ < 0.4) and cold (γ ≥ 0.4) were
introduced. The temperature coefficient values were distributed over the range of -0.2 %/°C to -0.5 %/°C and
hence, the linear sections were adopted as the boundaries.

Figure 3.4: Suggested boundaries for temperature class of PV modules based on γ

Analogous to the shading class, the temperature class presented above can be defined in a PV module’s
datasheet and be utilized to make an optimal selection based on the temperature condition of the installation
location. Now that PV modules can be classified for a given meteorological condition based on their ST and
γ, these boundaries can be used to create a selection map for different PV technologies based on the results
presented so far.

3.4. Selection map
The decision making behind the deployment of a suitable PV module for a PV system is normally dictated by
the cost of energy and not the rated maximum power. Along with various factors such as the ease of avail-
ability, costs of acquisition and O&M, etc. the major contributor to the final cost of electricity is the specific
energy yield [42]. This research aims to focus on the latter aspect with a view that increase in energy yield will
lead to lower cost of electricity.

To increase the energy yield and consequently reduce the LCOE, it is essential to make the right choice
of PV module. In spite of the fact that c-Si technologies contribute a lion’s share to the current PV industry,
large scale PV parks often use thin film technologies such as CdTe due to their higher temperature coefficients
which may lead to greater yield [43, 44]. However, this only caters to the temperature dependence of the PV
output. Thus, to also include the influence of shading on the energy yield of a PV system, the following selec-
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tion map is suggested.

Figure 3.5: Selection map for PV module installation based on Shading Tolerability and Temperature Coefficient.

Since PV modules operate only during the daytime, the cloudiness and temperature parameters refer to
the average annual daytime values in the above figure. The vertical dotted lines correlate cloudiness with
ST values. The cloudiness values were inspired from meteorology where cloud cover is classified as; sunny
(CC < 25%), partly cloudy (25% ≤CC < 62.5%) and cloudy (CC ≥ 62.5%) [45]. Similarly, the horizontal dotted
lines suggest the boundaries compatible with PV module’s temperature coefficient values and the location’s
mean daytime temperature. The classification is a concise modification of the Universal Thermal Scale (UTS)
used in Trewartha Climate Classification [46]. Here, it is expressed as hot (T > 23°C ), mild (10°C < T ≤ 23°C )
and cold (T ≤ 10°C ). Based on the distribution of every point for respective PV technologies, a suitable geo-
metric shape was created for each technology. Since, the map is derived from measured values, a tolerance of
±5% was maintained around the vertices. The arrows in the diagram suggest the response of the respective
PV technology to red-shifted spectrum [47–49]. The numbers in the figure correspond to the serial number
of the PV modules as shown in Table 2.1.

According to the selection map, crystalline silicon PV modules have much lower ST andγ values than thin
film modules. Therefore, they are more suitable for locations that are sunny with cold or mild temperature
conditions. On the other hand, thin film technologies are optimal for partly cloudy or cloudy locations with
hot or mild temperature conditions. Normally, one would always want to select a PV module with higher ST
and temperature coefficient values. However, the deployment of PV module can be significantly influenced
by the meteorological conditions. For example, for a location that is mostly cloudy with mild temperatures,
one would want to focus more on the ST values than the temperature coefficient. From the above map, CIGS
technology would be a suitable choice for such a case. Therefore, the map gives a good indication for the
module to be chosen depending on the climatic condition. However, it should be noted that the above selec-
tion map is a preliminary version that only includes data for PV modules that were tested during this thesis.
Injection of more data may result to an even more detailed map. Also, with continuous innovations, temper-
ature coefficients and shade tolerances of PV technologies have been improving steadily. This may subject
the map to further changes. Moreover, similar to temperature coefficient values, inclusion of ST in a PV mod-
ule’s datasheet can lead to further improvement of the map since readily available values can help to create a
selection map with greater detail.

In the next chapter, study of various meteorological parameters and different interpolation techniques are
carried out to accurately estimate the climatic scenario of The Netherlands. The results are then applied to
the selection map to determine the most suitable PV technology for The Netherlands by studying the annual
temperature and cloudiness conditions of the country.





4
Interpolation Techniques for

Meteorological Data

Meteorological data are vital to analyze the performance of any PV system. Since, the goal here is to study
the coherence of the selection map by comparing performance ratio of different PV systems, it is essential to
collect solar irradiance data for the installation location of these systems. Moreover, as we aim to determine
the most suitable PV technology for The Netherlands, it is important to visualize the climatic conditions such
as annual average temperature and cloudiness for every region of the country. However, these parameters
are generally recorded only at specific locations. Therefore, to generate a map based on the above mentioned
parameters, interpolation of measured local information is required to create a continuous set of data.

In this chapter, we first look into the measured data derived from different weather stations followed by
a brief discussion about existing interpolation techniques. Next, visual maps of The Netherlands based on
parameters such as air temperature, cloud fraction and GHI is shown using a suitable interpolation method.
Finally, error calculation for the model used is presented.

4.1. Meteorological data
To determine the most suitable PV technology for The Netherlands, it is crucial to understand the climatic
conditions of the country first so that one can have a proper reference for the temperature and cloudiness
conditions in the PV selection map. Hence, measured data for different meteorological parameters were ex-
tracted from the database of weather stations situated in The Netherlands as well as neighbouring stations in
Germany and Belgium. These weather stations are overseen by meteorological institutions such as Koninklijk
Nederlands Meteorologisch Instituut (KNMI), Deutscher Wetterdienst (DWD) and Koninklijk Meteorologisch
Instituut van België (KMI), respectively. The data extracted were from the period 2011-2016. The extracted
parameters are as follows:

a) Atmospheric temperature:
Atmospheric temperature is a physical quantity expressing hotness or coldness at different levels of the
Earth’s atmosphere. Hourly air temperature measurements from 2011-2016 were gathered. According
to the meteorological institutes, these observations were taken at a height of 1.50 m from the ground
level [50–52]. The data from the Dutch weather stations were in 0.1 °C and therefore, converted to °C by
multiplying them with 0.1 for ease of calculation.

b) Cloud cover:
The term cloud cover refers to the portion of the sky obscured by clouds when observed from a specific
location on Earth [53]. It is measured in Oktas where the number of eighths of the sky covered by clouds
describe the sky conditions. Hourly measurements of this parameter for all the weather stations was
taken.
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c) Global Horizontal Irradiation (GHI):
The term ’irradiance’ refers to the instantaneous solar power incident on a surface of 1 m2 and is mea-
sured in W/m2 whereas ’irradiation’ is the integral of the solar irradiance over time and is expressed in
Wh/m2. In this work, hourly value of Global Horizontal Irradiation (GHI) i.e., solar irradiance incident
on a flat surface over a period of time, measured in Wh/m2 were used. The Dutch weather stations
provide hourly GHI values in J/cm2 that were changed to Wh/m2 by multiplying the values with 2.78 (1
J/cm2 = 2.78 Wh/m2).

These parameters are generally widely measured since the measuring equipment are straightforward and
easy to maintain. However, instrumental time series are always affected by missing values which could be
due to interruptions in automatic stations, equipment malfunction or network re-organizations [54]. In this
thesis, since the number of missing data was relatively low (2.24%), it was assumed that the set of data rep-
resented one continuous series and therefore, the missing values were ignored. On the contrary, if the total
number of missing data constitute a significant amount of measurements, this approach reduces the pe-
riod of recording and may lead to overestimation of the occurrence of extreme events [55, 56]. Figure below
presents the locations of all the weather stations that were considered along with the parameters measured
by the respective stations.

Figure 4.1: Weather stations used to derive meteorological data.

4.2. Interpolation of meteorological data
Interpolation is a method of generating continuous fields from a set of variables measured at specific point
locations [57]. This is not a straightforward process, especially, for study areas that are spatially heteroge-
neous in nature. For an instance, regions where plains and mountains lie adjacently can be complicated to
interpolate. However, since climate data are spatially irregular, they need to be interpolated to create a uni-
form field of data. There are a number of methods described in literature to carry out such operations. This
thesis restricts itself into detailed analysis of five most used techniques to select the method that provides the
best estimate.
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4.2.1. Interpolation techniques
In this section, details of different interpolation techniques along with their advantages and disadvantages
are briefly discussed.

a) Inverse Distance Weighted (IDW) Method:
The IDW method is a simple and straightforward deterministic interpolation technique. This method
assumes that objects that are close to one another are more similar than the ones that are farther apart
[58]. For a given unmeasured point location, IDW uses measured data from neighboring locations to
estimate a value. The neighboring location that is nearest to the prediction location will have more
influence than the ones that are farther away. Hence, the weight of the measured locations diminishes
with its distance from the prediction location. This method can be expressed by the following equation
[59],

ZI DW =
∑n

i=1
Zi

c
β

i∑n
i=1

1

c
β

i

(4.1)

where ZIDW is the estimated value, Zi is the measured value at ith location and ci is the distance between
the ith location and the prediction location. β is the power value which is determined by minimizing
the Root Mean Square Error (RMSE). A higher value of β indicates that the influence of the measured
locations decays faster with distance.

Figure 4.2: Example plot for RMSE with different values of β [58].

It can be seen that this method does not take any topographical information into consideration and
is therefore, prone to inaccuracies for spatially heterogeneous locations. IDW also results in higher
values near observed locations known as boundary effect or "bull’s-eye effect". Moreover, this method
interpolates only between the boundaries of the measured values and cannot create ridges or valleys
if these extremes are not already included in the sample data [59]. However, it is a fast method that is
extremely easy to apply.

b) Ordinary Kriging (OK):
Ordinary Kriging is a stochastic method that is based on statistical models. These models include the
statistical relationships between the measured points which is known as autocorrelation [60]. This
method is suitable when the spatial autocorrelation between variables is high. For example, it generates
consistent thermal gradients for gentle topographies when used for temperature [57].

Interpolation with OK is carried out in multiple steps where first statistical analysis of the data is re-
quired. Next, an empirical semivariogram needs to be created.1 The spatial autocorrelation for the
measured locations is described by this semivariogram. It is then fitted with a suitable variogram
model. Each model is designed to fit different types of phenomena more accurately. Once a suitable
variogram model is identified, one can make estimations based on the fitted model [60]. Similar to IDW,
Kriging specifies weights to measured data. However, these weights come from the semivariogram de-
veloped on the basis of the spatial distribution of the measured data.

1Semivariograms are functions that depict the change in the spatial dependency between two observation points with change in dis-
tance.
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The general formula for OK is [60],

Ẑ (so) =
n∑

i=1
λi Z (si ) (4.2)

where Ẑ (so) is the predicted value, Z(si) is the measured value at ith location and λi is the weight for
the measured value at ith location. The value of the weight λi depends on the fitted model used, the
distance between the measured and prediction location, and the spatial relationships among the mea-
sured values around the prediction location. OK is generally more accurate than IDW, however, it re-
quires more experience regarding the selection of semivariogram and the amount of calculations make
it a slower process [61].

c) Multiple Linear Regression (MLR):
The MLR model expresses linear relationships between the response and exploratory variables also
known as dependent and independent variables, respectively. This method, when used for interpo-
lating temperatures, is more suited when the spatial variation is dominated by prominent relief [57].2

MLR is defined by the following equation [62],

Z (s) =β0 +
p∑

k=1
βk Xk (s)+ε(s) (4.3)

where Z(s) is the dependent variable at location s, β0 is the intercept, β1 to βp are the regression co-
efficients of the independent variables X1 to Xp. The residual term at location s is assumed to be nor-
mally distributed and uncorrelated, and is denoted by ε(s). Estimation of the regression model is done
by least squares such that the sum of squares of the differences between the observed and predicted
values is lessened [62]. This method does not take the distance between stations into account and is
therefore, more effective for heterogeneous topography where large differences can arise over short
distances [57]. However, homogeneous sectors are greatly influenced by the distance due to the regu-
lar gradient between the dependent and independent variables. In such cases, IDW or OK should be
preferred [57].

d) Regression Kriging (RK):
Regression and Kriging are two complementary methods. To utilize the advantages of both the meth-
ods, the RK model was introduced where regression is followed by kriging of residuals [57]. In the
regression part, MLR is applied. Then, the residual is no longer treated as uncorrelated but modeled
as spatially correlated [62]. Due to this fact, OK cannot be applied since it assumes that the constant
mean is unknown. Instead, Simple Kriging (SK) is used since it can be assumed that the residual has a
known mean (zero) in this method [62]. Finally, the results pertaining to the kriged residual is included
with the regression result. The equation for RK is written as,

Z (s) =β0 +
p∑

k=1
βk Xk (s)+

n∑
i=1

λiε(si ) (4.4)

The terms in the above expression refer to the same parameters as in OK and MLR. Hence, RK can be
viewed as an extension of the MLR model. The addition of residual kriging to regression helps to include
more information and gain more accurate estimates [62]. However, the disadvantage of this model is
that calculations can end up to be extremely complex making it to be a time consuming method.

e) Temperature Lapse Rate (TLR) Method :
As suggested by the name of the model, TLR is used to interpolate temperatures. It assumes that tem-
perature decreases with increase in elevation. The difference in altitude of the weather stations is calcu-
lated first and an average lapse rate in °C/m is adopted. These two parameters are then used to predict
the unmeasured temperature values [61]. TLR is a complex method that is suitable for mountainous
regions, however, it is not preferred for plain areas [61].

2In geography, relief is defined as the difference between the highest and the lowest elevations in an area.
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The table below lists the strengths and weaknesses of the different interpolation techniques discussed
above.

Table 4.1: Characteristics of different interpolation techniques.

Methods Characteristics

IDW

Advantages: Fast, accurate, ease of application, suitable for plains, no special
requirements.
Disadvantages: Extremely simple, prone to boundary effect, unable to predict extreme
events, unsuitable for heterogeneous sectors.

OK

Advantages: Considers statistical relation between measured values, no boundary effect,
suitable for gentle topographies.
Disadvantages: Slower, larger calculations, experience required to select correct
variogram, unsuitable for mountainous regions.

MLR
Advantages: Can make overall estimate of error, suitable for heterogeneous topography.
Disadvantages: Complex, does not take distance into account, unsuitable for plains.

RK
Advantages: Combines regression and kriging, leads to additional information in the
interpolation, accurate.
Disadvantages: Complex to apply, large amount of calculations.

TLR
Advantages: Considers the lapse rate of temperature, suitable for mountainous area.
Disadvantages: Large amount of calculations, unsuitable for plains.

4.2.2. Selection of interpolation method
The Netherlands is a small country with an area of 41,543 m2 [63]. The latitude of the country ranges from
50.7°N to 53.6°N whereas the longitude ranges from 3.3°E to 7.2°E. Moreover, the country is almost entirely
flat with only a small portion where the altitude is higher than 100 m. The elevation in the country ranges
from -7 m to 350 m [64]. Therefore, since there is no significant difference in the latitude, longitude or the
topography, it is safe to assume that the entire country experiences almost similar climatic conditions.

Figure 4.3: General map of The Netherlands. A significant part of the country lies below sea level whereas almost the rest
of it are lowlands. There are small hills at the southernmost region of the country [64].

From the previous section, it can be deduced that the interpolation techniques that are suitable for plain
areas are IDW, OK and RK methods. Among them, RK is the most accurate method. However, since The
Netherlands is a flat country coupled with the fact that here, the interpolation is only carried out for annual
average values, the level of accuracy gained with OK or RK methods is not much significant compared to
the amount of calculations that need to be carried out. Moreover, the density of weather stations was high
enough to achieve rational amount of accuracy even with the simplest of method. Hence, the IDW method
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was selected to create a map of The Netherlands for the annual average daytime temperature, annual average
daytime cloud fraction and annual GHI.

4.3. Computational details
For the interpolation using IDW method, equation 4.1 was applied. β was taken as 1 since the RMSE errors
were least for this value. The results for the error analysis can be found in Table 4.2. The neighborhoods for
the prediction location was defined by considering stations within a fixed distance. In this case, the distance
was fixed at 50 kms for the interpolation of all three parameters since the number of stations taken into
consideration by each point ranged from 3-9 which ensures sufficient statistical basis for the representation
of local climatic conditions [65]. The distance between the prediction location and the weather stations was
calculated using the Haversine formula which can be expressed by the following three equations [66],

a = sin2
(
φ1 −φ2

2

)
+cosφ1.cosφ2. sin2

(
λ1 −λ2

2

)
(4.5)

c = 2.atan2(
p

a,
√

(1−a)) (4.6)

d = R.c (4.7)

where d is the distance between the two points, φ1 and φ2 are the respective latitudes while λ1 and λ2 are
the longitudes of the two locations, respectively. R is the radius of the Earth which was taken to be as 6371
km. To interpolate GHI, if the hourly measurements were in J/cm2, they were first converted to Wh/m2. The
hourly values in Wh/m2 for each year in 2011-2016 were summed. The average of these six yearly values in
kWh/m2 was taken as the annual average GHI of each weather station. Then, the annual mean GHI values
were interpolated using IDW for every unmeasured point. Finally, the value determined for every point was
used to create the GHI map.

To create the map for annual average daytime temperature and cloud fraction, the values corresponding
to daytime was differentiated first. This was done by calculating the altitude of the Sun for every hour at every
weather station in the period 2011-2016. This is briefly explained in 4.3.1. Now, only the hourly values with
positive value of altitude of the Sun were taken into account. An average value for both, daytime temperature
and cloud cover was calculated for every year. Again, the yearly values of daytime temperature and daytime
cloud cover for 2011-2016 were averaged to get the annual mean daytime temperature and the annual mean
daytime cloud cover for each weather station. Finally, these values were interpolated for every unmeasured
point using IDW. The cloud cover values were converted to cloud fraction by dividing them by 8. These values
were then used to generate the maps using QGIS.

4.3.1. Calculation of the Sun’s altitude
As explained by Smets et al., the position of the Sun can be described by first expressing the time (D) elapsed
since Greenwich noon, terrestrial time, on 1 January 2000, in days [6]. The time D can be associated to Julian
Date (JD), the number of days since 1 January 4713 BC in a proleptic Julian Calendar as [6],

D = JD −2451545.0 (4.8)

Next, the mean longitude (q) and the mean anomaly (g) of the Sun can be calculated. However, they need
to be corrected to the aberration of the light and the elliptic orbit of the Earth, respectively.

q = 280.459°+0.98564736°×D (4.9)

g = 357.529°+0.98560028°×D (4.10)

The values of q and g were normalized from 0°-360°. Now, the ecliptic longitude of the Sun can be found
using equation 4.11 [6].

λS = q +1.915°sin(g )+0.020°sin(2g ) (4.11)

It is important to transform from ecliptic to horizontal coordinates and the angle ε by which the funda-
mental plane of these coordinates is tilted to the ecliptic plane is given by [6],

ε= 23.429°−0.00000036°×D (4.12)
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Now, to calculate the local mean sidereal time θL , which is the angle between the vernal equinox and the
meridian, we first have to determine the Greenwich Mean Sidereal Time (GMST) wich is approximated by [6],

GMST = 18.697374558+ (24.06570982441907×D)+ (0.000026×T 2) (4.13)

where T is the number of centuries past since Greenwich noon, terrestrial time, on 1 January 2000 and is
given by [6],

T = D

36525
(4.14)

GMST is calculated in hours and needs to be normalized from 0-24 h. We can now obtain the local mean
sidereal time in degrees as [6],

θL = (GMST × 15°

hour
)+λ0 (4.15)

where λ0 is the longitude of the observer. Now, the final expression for the exact elevation of the Sun can be
calculated using the equation below [6],

sin(aS ) = cos(φ0).cos(θL).cos(λS )+ [cos(φ0).sin(θL).cos(ε)+ sin(φ0).sin(ε)].sin(λS ) (4.16)

where aS is the altitude angle of the Sun. φ0 is the latitude of the observer.

4.4. Meteorological maps of The Netherlands
Based on the approach explained above, the following maps were created. The maps use increments of 0.1 °N
and 0.1 °E of latitude and longitude, respectively. Each point in the map represents the latitude and longitude
of point locations. Therefore, each grid is a combination of four points and illustrates the average value of the
respective four points. The maps were created using World Geodetic System 1984 (WGS84) projection.

4.4.1. Annual mean daytime temperature
From the map, it was observed that the mean daytime temperature in a year was nearly the same through-
out the country. The northern region was found to be colder than the south, albeit only slightly. The range
of annual mean daytime temperature for the entire country was found to be 12.0-13.6 °C. According to the
temperature classification boundaries introduced in section 3.4, the daytime temperature conditions in the
country can be classified as mild based on the results obtained.

Figure 4.4: Map for annual average daytime temperature for The Netherlands.
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4.4.2. Annual mean daytime cloud fraction
The map for cloud fraction again revealed that there was not significant change in mean daytime cloud frac-
tion throughout the country. A gentle increasing pattern from west to east was observed. This could be due
to the higher wind speeds at the coastal regions in the west leading to faster movement of clouds. The range
of annual mean daytime cloud fraction was found to be 64-71%. Therefore, based on the meteorological clas-
sification established in section 3.4, the daytime cloudiness conditions of The Netherlands can be classified
as cloudy. Hence, applying the classes thus found for annual mean daytime temperature and cloud fraction
for The Netherlands in figure 3.5, it can be said that CIGS technology suits best for the country.

Figure 4.5: Map for annual average daytime cloud fraction for The Netherlands.

4.4.3. Annual mean GHI
Furthermore, to understand the irradiance conditions in the country, a map for annual mean GHI was also
created. As suggested by the cloud fraction map, it was found that the western part of the country received
more GHI than the east on an average. This is obviously due to the variation in the presence of clouds over
the two regions. The range for mean annual GHI was determined to be 1018-1118 kWh/m2/year.

Figure 4.6: Map for annual average GHI for The Netherlands.
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4.5. Spatial cross validation
To estimate the error for the interpolation of the three parameters, a ’leave-one-out’ approach was adopted.
For each case, the measured parameter for weather stations was assigned as zero one at a time and the inter-
polation was carried out again to predict the respective value for the given measured location. As mentioned
earlier, since the IDW method only interpolates between the boundaries, the error was higher for stations
that corresponded to the extreme values. For example, the error was higher for the coldest and the warmest
weather stations for the interpolation of mean daytime temperature. However, since there was not much
significant difference in the range of temperature, cloud fraction or GHI for the entire country, the difference
in the measured and predicted values for these extreme points was still relatively low. The deviations ranged
between -0.3 °C to 0.4 °C, -3.3% to 3% and -58 kWh/m2/year to 30 kWh/m2/year for annual mean daytime
temperature, cloud fraction and annual mean GHI, respectively. It should be noted that the figures below
refer to the estimations carried out using β as 1.

(a) Annual mean daytime temperature.

(b) Annual mean daytime cloud fraction.

(c) Annual mean GHI.

Figure 4.7: Observed and predicted values of the three different parameters for different weather stations.
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To compare the results, two statistical indicators namely, Root Mean Square Error (RMSE) and Mean Ab-
solute Percentage Error (MAPE) were calculated. These indicators are given by the following equations [67],

RMSE =
√∑n

i=1(Pi −Oi )2

n
(4.17)

M APE = 1

n

n∑
i=1

∣∣∣∣ (Pi −Oi )

Oi

∣∣∣∣×100% (4.18)

where Pi and Oi are the predicted and observed values, respectively. n is the total number of samples. The
indicator RMSE generally has a unit associated with it. It can be normalized by the average of the observed
values and expressed in percentage as,

%RMSE = RMSE
1
n

∑n
i=1 Oi

×100% (4.19)

Based on the above equations, the error calculations pertaining to the interpolation of the three parame-
ters are presented in the table below,

Table 4.2: Cross validation of interpolation results.

%RMSE MAPE (%)
Parameter β= 1 β= 2 β= 1 β= 2

Annual mean daytime temperature 1.32 1.37 1.10 1.12
Annual mean daytime cloud fraction 2.48 2.59 1.97 2.00

Annual mean GHI 2.26 2.31 1.84 1.89

The results obtained for %RMSE were well within the accepted value of 5% for the prediction of mean val-
ues for meteorological parameters [68]. However, it can be seen that the deviation of predicted values from
observed data for annual mean daytime cloud fraction and annual mean GHI were relatively higher than that
for annual mean daytime temperature. This was mainly due to the fact that the number of weather stations
that measured these two parameters were much lower when compared to the weather stations that measured
air temperature. Moreover, cloud cover is random in nature which makes it extremely difficult to predict it.
This further contributes to error in the predictions.

Hence, based on the maps of The Netherlands generated using the IDW method and the selection map
for PV module installation (figure 3.5), an immediate interpretation can be that the CIGS technology is the
optimal choice of PV technology for The Netherlands. However, the practical relevance of this result needs to
be investigated. Therefore, the performance of PV systems installed at locations with different temperature
and shading conditions needs to be analyzed. To do so, it is first necessary to model the meteorological con-
ditions of the locations accurately. Thus, the study of different irradiance decomposition models is presented
in the next chapter.



5
Irradiation Decomposition Models

To study the performance of any PV system, it is important to obtain necessary information regarding the so-
lar irradiance at the given location. Generally, these information pertain to the Global Horizontal Irradiance
(GHI) and its two components namely, Direct Normal Irradiance (DNI) and Diffuse Horizontal Irradiance
(DHI). However, most of the weather stations around the world are limited to the measurement of the GHI
only. Due to this reason, various irradiance decomposition models that are based on empirical relations have
been developed to decompose the global component into the direct and diffuse components.

In this chapter, a brief introduction about the different components of solar irradiance and their mea-
surement is presented first. Following a brief discussion about the measured weather data, six different de-
composition models have been implemented and evaluated to determine the most suitable model for The
Netherlands. Finally, these models are evaluated based on the results obtained.

5.1. Solar irradiance
The intensity of direct beam component of solar irradiation weakens due to absorption and scattering as
sunlight penetrates through the atmosphere. Moreover, the scattered light also partially reaches the surface
of the Earth. Hence, the global component of solar irradiance incident on the Earth’s surface is composed of
these two components.

Figure 5.1: The three components of solar irradiance [69].

33
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a) Direct Normal Irradiance (DNI):
It is the component of the sunlight that is unaffected by scattering and reflection due to the atmosphere.
As can be seen in figure 5.1, it traverses in a straight line and can be received by a surface by tracking the
Sun’s position in the sky. It is measured by an instrument called pyrheliometer that has a small opening
angle and is pointed directly towards the Sun’s rays so that only the direct component is captured by it
[70].

b) Diffuse Horizontal Irradiance (DHI):
It is the diffused or scattered component of sunlight received by a flat surface on the Earth’s surface.
This component is measured using a pyranometer and a shading disk that shades the dome of the
pyranometer to block the direct component [70].

c) Global Horizontal Irradiance (GHI):
As discussed earlier in section 4.1, GHI is the total solar irradiance received by a flat surface on the
Earth’s surface. It is measured using a pyranometer where the irradiance is estimated by converting
the voltage generated across the thermopile detector [70]. The pyranometer is normally mounted hor-
izontally so that the field of view consists of the entire celestial hemisphere.1 GHI is composed of both,
direct and diffuse components and can be expressed mathematically as [71],

G H I = DN I ×cos(θz )+D H I (5.1)

where θz is the solar zenith angle. Hence, if any two of these parameters are known, the third can be
easily estimated using equation 5.1. However, measured values for DNI and DHI are rarely available
due to the high maintenance costs involved with the measuring equipment [72]. Thus, normally only
GHI values are recorded that need to be decomposed to estimate DNI and DHI.

5.2. Data process
To determine the most suitable irradiance decomposition model for The Netherlands, irradiation data along
with other weather parameters from the Cabauw Experimental Site for Atmospheric Research (CESAR) was
extracted. CESAR is maintained by KNMI and provides high quality irradiation measurements [50]. It is a part
of the Baseline Surface Radiation Network (BSRN), a project that is aimed at detecting important changes in
the Earth’s radiation field at the Earth’s surface which may be related to climate changes under the umbrella
of World Climate Research Programme (WCRP) [73].

Figure 5.2: Map for meteorological stations maintained by KNMI in The Netherlands [50].

To study the various decomposition models, data from the period 2011-2016 was used. The data ob-
tained from CESAR database had a resolution of 10 minutes and was aggregated to hourly values for ease of

1Field of view is the extent of the surrounding observable from a point at any given time.
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calculation. Based on different methods described in literature, various data checks were performed to re-
move erroneous values and maintain the quality of data [74–76]. Firstly, GHI, DHI and DNI measurements
that were less than 0 W/m2 or greater than 1300 W/m2 were removed. Similarly, for cases where DHI values
exceeded GHI, the corresponding measurements of DHI were set equal to the GHI. Finally, inaccurate data
points based on the combinations of diffuse fraction and clearness index were eliminated [74, 77]. To do so,
the following conditions were used,

i. kd < 0.90 and kt < 0.20

ii. kd > 0.80 and kt > 0.60

Here, kd and kt refer to diffuse fraction and clearness index, respectively. The diffuse fraction signifies the
ratio of diffuse component with respect to the global component whereas the clearness index is a measure of
cloudiness that signifies the proportion of extraterrestrial irradiation incident at a given location. Calculation
of these parameters is explained in section 5.3. In the first case, spurious measurements pertaining to overcast
conditions is removed since for a low clearness index, it is rational to assume that the diffuse fraction must be
higher. Again, in the second case, measurements that result to unreasonably high diffuse fraction for a clear
sky conditions are eliminated. The corresponding clearness index and diffuse fraction of the final dataset
obtained is shown in figure 5.3.

Figure 5.3: Clearness index and diffuse fraction based on measured values (CESAR, 2011-2016).

5.3. Decomposition models
Decomposition models are used to predict DNI and DHI values from measured GHI. Since the 1960s, a num-
ber of such models have been developed. One of the first decomposition models to be introduced was that
by Liu and Jordan where interrelationship between GHI, DNI and DHI was established to determine the sta-
tistical distribution of the daily total radiation [78]. Further extension of Liu and Jordan’s work was carried
out by Erbs and, Orgill and Hollands where prediction of hourly diffuse fraction (kd) was carried out using the
clearness index (kt) [77, 79].

kt = G H I

Ea
(5.2)

kd = D H I

G H I
(5.3)

where Ea is the extraterrestrial irradiance outside the Earth’s atmosphere. It can be calculated using the fol-
lowing two equations [71],

E0 =
(

r0

r

)2

= 1+0.033 cos

[
2πdn

365

]
(5.4)

Ea = ESC × (r0/r )2 ×cos(θz ) (5.5)
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where,

E0 = Eccentricity correction factor of the Earth’s orbit

r0 = Mean Sun-Earth distance = 149,597,890 ± 500 km

r = The Sun-Earth distance at any day of the year (km)

dn = Day number of the year

ESC = Solar Constant = 1367 W/m2

In the late 1980s, several authors developed correlations between diffuse fraction and clearness index based
on environmental predictors such as the Sun’s altitude, temperature, relative humidity, etc [74, 80]. Maxwell
introduced a model known as Direct Insolation Simulation Code (DISC) that was based on a modified clear-
ness index derived from clear sky irradiation instead of extraterrestrial irradiation [81].

Figure 5.4: Hourly diffuse fraction modelled as a function of clearness index for different solar elevations using the
Skartveit model [80].

Furthermore, Boland, Ridley and Lauret established the BRL model using multiple predictor variables
and requiring as less recorded data as possible [82]. Finally, Jamodkar had proposed two new models called
Dutch-I and Dutch-II to predict DHI and DNI that took the fluctuations in irradiance due to moving clouds
into account [83].

In this thesis, six different decomposition models were studied. Although the Dutch-I and Dutch-II mod-
els were introduced using per minute data, here, the models are applied for hourly values. An in-depth
description of five different models namely, Erbs, Reindl-2, Reindl-3, Dutch-I and Dutch-II is presented in
Appendix B whereas the BRL model is explained in the following section. Table 5.1 lists the decomposition
models considered in this work along with their input and output variables. In the given table, aS refers to the
solar elevation, Ta is the ambient temperature, RH is the Relative Humidity, AST is the Apparent Solar Time,
Kt is the daily clearness index andψ is the persistence. Each of these parameters is introduced and discussed
in the next section.

Table 5.1: List of decomposition models.

Model Input Output
Erbs kt [77] kd

Reindl-2 kt , aS [74] kd

Reindl-3 kt , aS ,Ta ,RH [74] kd

BRL kt , aS , AST,Kt ,ψ [82] kd

Dutch-I kt , aS [83] kd

Dutch-II kt , aS [83] kd
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5.4. BRL model
For the modelling of the diffuse component of solar irradiation, Reindl et al. had presented thorough statisti-
cal analysis of 28 different predictor variables where four of them, namely, clearness index (kt), solar elevation
(aS), ambient temperature (Ta) and relative humidity (RH) gave the best results [74]. However, Ta and RH are
measured variables that might not be recorded at sub-diurnal time scales for every location. Therefore, Ridley
et al. developed the BRL model by studying measured data at seven different locations in both hemispheres
of the world [82]. The model utilizes multiple predictor variables with minimum measured parameters to
accurately predict the diffuse fraction [82].

Most of the decomposition models employ piecewise linear or simple non-linear equations. On the con-
trary, the BRL model is an extension of the single predictor generic model developed by Boland et al. which
uses a logistic function where the hourly clearness index is applied as the sole predictor for the diffuse fraction
[84]. The general equation for the single predictor model is [84],

kd = 1

1+e−5.0033+8.6025kt
(5.6)

In the BRL model, four additional predictors are considered to develop the multiple predictor model.
They are the solar elevation (aS), Apparent Solar Time (AST ), daily clearness index (Kt) and persistence (ψ)
[82]. The general equation for the model is again a logistic function expressed as follows [82],

kd = 1

1+e−5.38+6.63kt+0.006AST−0.007aS+1.75Kt+1.31ψ
(5.7)

To implement the above equation, hourly values for kt can be easily calculated by applying the measured
hourly GHI in equation 5.2. Similarly, hourly aS can be estimated using the method previously discussed in
section 4.3.1. Kt signifies the cloudiness characteristic of the entire day and can be calculated as [82],

Kt =
∑24

i=1 G H Ii∑24
i=1 Eai

(5.8)

where GHIi is the measured GHI at ith hour and Eai is the extraterrestrial irradiation calculated for ith hour.
Next, the persistence (ψ) that is the average of the lag and lead of the clearness index can be calculated as
follows,

ψ=


kt−1+kt+1

2 sunrise < t < sunset

kt+1 t = sunrise

kt−1 t = sunset

(5.9)

Apparent Solar Time (AST ), also known as True Solar Time (TST), is derived from the Sun’s motion and is
based on the interval that it takes for the Sun to return to the local meridian [71]. This interval can be as large
as 16 minutes and can be calculated using the equation of time (Et) [71].

Et =(0.000075+0.001868 cosΓ−0.032077 sinΓ

−0.014615 cos2Γ−0.04089 sin2Γ)(229.18)
(5.10)

where the unit for the first term is radians and is converted to minutes by the multiplier 229.18. Figure 5.5
illustrates the variation in Et in a given year. Now, AST for every hour can be calculated as [71],

AST = h +T Z − λ

15
+ Et

60
(5.11)

where h is the hour of the day. TZ is the time zone of the location with respect to UTC. λ is the standard
longitude of the location and is divided by 15 to account for the difference between the local and standard
meridians (longitude correction factor = 4 minutes for every degree) [71]. The equation of time is converted
to degrees by dividing it by 60.
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Figure 5.5: Annual variation of the equation of time (Et).

Therefore, it can be seen that the BRL model only requires GHI as the measured parameter to predict
the diffuse fraction. Although the number of input variables for the model is relatively higher, they can be
computed easily as discussed above. Moreover, Ridley et al. had found that the model performs better than
other conventional models for both hemispheres [82]. The performance of the model in comparison to the
other five models studied in this work when implemented for The Netherlands is investigated and discussed
in the next section.

Figure 5.6: Measured data overlaid with results of BRL model for Adelaide, Australia [82].

5.5. Assessment of models
In this section, the performance of the six decomposition models is evaluated to determine the most suitable
model for the case of The Netherlands. This was done by studying different statistical parameters explained
in the following subsection.

5.5.1. Statistical indicators
The assessment of the models was carried out by studying four different statistical parameters namely, Mean
Bias Difference (MBD), Composite Residual Sum of Squares (CRSS), %Relative Difference (%RD) and Root
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Mean Square Error (RMSE). These indicators are given by the following equations.

MBD =
∑n

i=1(Mi −Ci )

n
(5.12)

RDi =
∣∣∣∣ Mi −Ci

Mi

∣∣∣∣×100% (5.13)

C RSS =
n∑

i=1
[Mi −Ci ]2 (5.14)

where Mi and Ci indicate the measured and computed diffuse fraction, respectively. n is the total number
of samples. RMSE can be calculated in a similar fashion as explained in section 4.5. Here, the equations are
re-written as,

RMSE =
√∑n

i=1(Mi −Ci )2

n
(5.15)

%RMSE = RMSE
1
n

∑n
i=1 Mi

×100% (5.16)

The RMSE and MBD values signify the goodness of the fitted model by providing a measure of how close
the fitted values are to the measured points. However, it is not wise to draw conclusions based on these two
indicators only. For an example, larger differences between the measured and fitted values for a few number
of samples may increase the RMSE much more when compared with the MBD value. The lower value of MBD
may be because the values might be overestimated or underestimated equally. Thus, the CRSS and %RD are
also analyzed. CRSS indicates the total accumulated error of the model and a lower values of it is preferred.

5.5.2. Model comparison
In this section, the results obtained for all the six models are presented. Furthermore, the comparison of
their performance relative to the measured values at Cabauw is analyzed by studying the above mentioned
statistical indicators. As explained in section 5.2, the measured values shown here are after the removal of
erroneous values for the period 2011-2016.

Figure 5.7: Measured and modeled DHI for a week in May 2012.
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In figure 5.7, results for DHI pertaining to all the six models are compared with the measured values for
15th May-21st May, 2012. It can be observed that at lower values of DHI, all the models perform almost equally.
At higher DHI values, Dutch-I, Dutch-II and BRL models perform better. However, the Dutch-II model was
also seen to overestimate the value occasionally. The rest of the three models were found to be less accurate
in this case with the deviation from measured values being much greater at higher values of DHI.

(a)

(b)

Figure 5.8: Clearness index and DHI for summer and winter days in 2012.

Next, the models were compared for two different days in June, 2012 and December, 2012, respectively
to see the variations in results due to changing clearness index. The figures illustrate the clearness index
calculated from measured GHI for the respective days along with the decomposed DHI value corresponding
to it. It was observed that for cloudy times with low clearness index (kt < 0.4), all the models performed
almost equally with the BRL model being the most accurate. The BRL model performed the worst on clear
sky conditions i.e. very high values of kt (kt > 0.8). The prediction from all the models was poor when the
sky was partly cloudy. At clearness indices of 0.4-0.6, greater deviation between the measured and calculated
DHI was observed. This can also be seen from the scatter plot presented below.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.9: Comparison of clearness index and diffuse fraction for different decomposition models.

In the above figures, the blue region indicates the measured data points. Ideally, one would want to cover
as much area of the measured value as possible using a decomposition model to achieve greater accuracy. It
can be seen from the above figures that Erbs is an extremely basic model with high amount of errors when
compared with the measured values. The Reindl-2 model improves it significantly by including the solar
elevation along with the clearness index. The Reindl-3 model uses two more measured parameters than
Reindl-2 to predict the diffuse fraction, however, it improves the results only slightly. The Dutch-I and Dutch-
II models bring significant improvement in the results. Nevertheless, as can be seen from the figure, these
two models have higher inaccuracies for low values of the clearness index. Finally, use of a logistic function
makes the BRL model more accurate in lower and mid-range values of the clearness index. However, the
deviation from measured values is greater than that for the other five models for very high clearness index.
Evidently, none of the models are completely accurate in the prediction of diffuse fraction. This is because
the value of DHI is dependent on a number of environmental factors such as cloud cover, cloud density, etc.
and the models do not take all of these factors into consideration [83].
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(a) %RMSE (b) CRSS

Figure 5.10: Model comparison based on %RMSE and CRSS.

Next, the different statistical indicators mentioned above were applied to each of the decomposition
model. As shown in figure 5.10, the analysis of %RMSE illustrated that the BRL and Dutch-I models were
the most accurate ones. Similar, conclusions were drawn from the CRSS analysis where the BRL and Dutch-I
models indicated the least accumulated error. To get a further insight about the accuracy of these two mod-
els, the cumulative %RD was studied.

Figure 5.11: Comparison of decomposition models based on % RD.

In the above figure, the comparison for %RD for all the models is presented. The chart illustrates the per-
centage of samples with different ranges of %RD for each model. The lowermost box (dark blue) shows the
percentage of sample where %RD was less than or equal to 10% whereas the topmost box (yellow) presents
the percentage of samples with %RD greater than 80%. The most accurate model would have the highest per-
centage of samples in the lowermost box and least in the topmost box. Thus, based on the results obtained,
it can be observed that the Dutch-II model had the most percentage of samples with %RD less than or equal
to 10%, followed by Dutch-I and Erbs. However, it can also be seen that the percentage of samples with %RD
greater than 80% was higher for Dutch-I and Dutch-II models (3.13% and 2.62%, respectively). This means
that the models also overestimate or underestimate the diffuse fraction more than the other models. The BRL
model had about 78.55% of the samples with %RD less than or equal to 10% and 1.59% percent of samples
where the %RD was greater than 80%.
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Hence, based on several analyses carried out, it was found that all the models perform equally on cloudy
days (kt < 0.4) with the BRL model being the most accurate. However, the deviation of predictions increased
for partly cloudy skies for all the models. The BRL model was found to have the most error under clear sky
conditions. Nevertheless, based on the study of different statistical parameters, it was found that the Dutch-
I, Dutch-II and BRL models were the most suited decomposition models for The Netherlands where all the
models had their own advantages and disadvantages.

In this thesis, to decompose the GHI values for the installation locations of different PV systems, the BRL
model was used. The selection of the model was based on the facts that it was relatively more accurate for
cloudy and partly cloudy conditions, it had the least %RMSE error among all the models and also that it is a
tried and tested method known to present greater accuracies in all parts of the world [82]. In the next chapter,
the irradiance data thus obtained from the BRL model is used to calculate the PR of several PV systems using
a suitable irradiance transposition model.





6
Validation of Selection Map

The discussion presented based on the selection map and meteorological data suggests that CIGS technology
is the optimal choice to design a PV system in The Netherlands. In this chapter, the practical relevance of
this result is investigated. This is done by comparing the PR of various existing PV systems installed in The
Netherlands. Thus, in this chapter, an introduction of different performance parameters is presented first.
Next, a short explanation of the data used to calculate PR is demonstrated followed by a brief discussion
on a suitable transposition model for The Netherlands to determine the POA irradiation. Finally, the PR of
different PV systems is calculated and evaluated to examine the consistency of the selection map.

6.1. Performance parameters
Performance parameters enable designers to compare PV systems that may differ in design, may use different
technologies or are installed in different geographic locations. The International Energy Agency-Photovoltaic
Power Systems Programme (IEA-PVPS) have established parameters that delineate the energy quantities for
a PV system and its components, and are presented in the IEC standard 61724 [11]. To study the overall
performance of a PV system concerning the energy production, solar resource and the system losses, three of
the parameters mentioned in IEC standard 61724 can be used and are as follows,

a) Final PV system yield:
The final PV system yield (Yf) is the ratio of the net energy output of the system to the rated power of the
PV array [85]. This parameter signifies the number of hours that the PV array would require to generate
the same amount of energy when operated at its rated power. It is expressed in hours or kWh/kWp,
with the latter being the preferred unit since it exhibits the entities used to derive the parameter. Yf

makes it possible to compare energy produced by PV systems of varying size and can be expressed by
the following equation [85],

Y f =
∑
t

Pout

P0
(6.1)

where Pout is the power output of the PV array at a given instant (kW) and P0 is the installed peak power
of the PV array (kWp).

b) Reference yield:
The reference yield (Yr) is the ratio of the total in-plane irradiance to the PV’s reference irradiance [85].
It signifies the number of hours equivalent to the reference irradiance. Thus, Yr describes the quality
of solar resource for the PV system. It is dependent on the system’s location, PV array’s orientation and
the monthly as well as annual weather variability [85]. The unit for Yr is hours.

Yr =
∑
t

Gmodul e

G0
(6.2)

where Gmodule is the irradiance incident at the plane of the PV array (kW/m2) and G0 is the reference
irradiance and is equal to 1 kW/m2.

45
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c) Performance Ratio:
The Performance Ratio (PR) is a dimensionless number and is given by the ratio of Yf and Yr. Since this
parameter is normalized with respect to irradiance, it describes the overall effect on the peak power
output due to losses such as non-absorption due to reflection from PV module surface, PV module tem-
perature, mismatch due to partial shading, soiling, component failures as well as inverter inefficiency
and cable losses [85]. This makes it possible to compare the performance of PV systems that may use
different PV technologies or are installed in different geographic locations. Therefore, the parameter
PR was chosen as a metric to distinguish various existing PV systems installed in The Netherlands.

PR = Y f

Yr
= G0

P0
×

∑
t

Pout∑
t

Gmodul e

(6.3)

6.2. PV systems data description
To analyze the coherence of the selection map, several PV systems currently installed in The Netherlands
that are monitored by the Delft based company called Solar Monkey B.V. were studied. Figure 6.1 shows the
location of these systems along with the PV module used by them.

Figure 6.1: Location of PV systems studied in this chapter. The module number in the figure refer to the serial number of
PV modules presented in Table 2.1.

For all of the 27 PV systems, a number of data such as latitude, longitude, module tilt, array orientation,
PV module used, installed peak power, measured annual AC yield and the inverter used in the systems were
provided by Solar Monkey B.V. The systems were monitored during different time periods, however, data
pertaining to a period of one year was studied. Although this thesis is strictly concerned with the power
output of the PV array and not the entire PV system, due to the lack of measured DC yield data, the PR was
calculated for the AC output of the system. Along with the losses in the module level, this will also reflect
the losses pertaining to DC to AC conversion of the system. However, since almost all of these systems use
similar inverters by the same manufacturer, the ratio of the annual AC and DC yields of the systems can be
alike making the AC performance ratio a comparable indicator for the PV module’s performance. Table 6.1
presents the provided data in detail.
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Table 6.1: Detailed specification along with measured annual AC yield of the PV systems. The numbers in parentheses
following the tilt/orientation refer to the total number of PV modules in the array tilted/oriented at the given angle. The
AC yield was measured for a period of one year within the years 2016 and 2017.

Installed Electrical Module Module Measured
S. No. Location PV module peak power configuration tilt orientation Inverter AC yield

(kWp) (°) (°) (kWh/year)

1 Tholen
BISOL Premium

4.42 10×1, 7×1 45 200(10), 207(7)
SolarEdge

4361.69
Series BMU-260 SE5K-3fase

2 Vlissingen
BISOL Premium

2.34 9×1 13 182
SolarEdge SE2200

2012.48
Series BMU-260 1-fase HD-W

3 Duiven
JA Solar

3.78 14×1 35 116
SolarEdge

2947.63
JAM6-60-270 (BK) SE3500

4 Oldenzaal
JA Solar

6.21 23×1 45 211
SolarEdge

5607.88
JAM6-60-270 (BK) SE6000

5 Son en Breugel
JA Solar

7.29 27×1 35 161(17), 153(10)
SolarEdge SE7k

6821.37
JAM6-60-270 (BK) 3-fase GSM

6 Venray
JA Solar

3.78 14×1 35 192
SolarEdge

3521.51
JAM6-60-270 (BK) SE3500

7 Eindhoven
JA Solar

2.70 10×1 35 262
SolarEdge

2267.86
JAM6-60-270 (BK) SE1400

8 Veldhoven
JA Solar

5.94 22×1 40 222
SolarEdge

5328.6
JAM6-60-270 (BK) SE5000

9 Boxmeer
JA Solar

7.83 29×1 45 152(6), 242(23)
SolarEdge SE7k

6767.11
JAM6-60-270 (BK) 3-fase GSM

10 Helmond
JA Solar

3.78 14×1 40 268
SolarEdge

2959.16
JAM6-60-270 (BK) SE3500

11 Veldhoven
JA Solar

4.86 18×1
8(8), 40(4),

155
SolarEdge

4309.65
JAM6-60-270 (BK) 10(6) SE5000

12 Venlo
JA Solar

3.24 12×1 35 231
SolarEdge

2863.33
JAM6-60-270 (BK) SE3000

13 Bergeijk
JA Solar

3.78 14×1 35 244
SolarEdge

3051.75
JAM6-60-270 (BK) SE3500

14 Emmen
JA Solar

5.94 22×1 35 231
SolarEdge

5210.41
JAM6-60-270 (BK) SE5000

15 Laarbeek
JA Solar

11.07 41×1 35 228
SolarEdge SE10k

9137.70
JAM6-60-270 (BK) 3-fase GSM

16 Utrechtse Heuvelrug
JA Solar

4.86 18×1 35 116
SolarEdge

4223.19
JAM6-60-270 (BK) SE5000

17 Zuidlaren
JA Solar

5.40 20×1 10 163
SolarEdge

4773.92
JAM6-60-270 (BK) SE5000

18 Eindhoven
JA Solar

3.78 14×1 35(7), 10(7) 166
SolarEdge

3076.93
JAM6-60-270 (BK) SE3500

19 Culemborg
JA Solar

5.94 16×1, 6×1 35 95(16), 175(6)
SolarEdge

4949.40
JAM6-60-270 (BK) SE5000

20 Beek en Donk
JA Solar

4.32 10×1, 6×1 10(6), 40(10) 236
SolarEdge

3714.68
JAM6-60-270 (BK) SE4000

21 Eindhoven
JA Solar

3.51 13×1 15(2), 35(11) 91(5), 271(8)
SolarEdge

2595.68
JAM6-60-270 (BK) SE3500

22 Eindhoven
JA Solar

2.16 8×1 29 152
SolarEdge SE2200

1884.05
JAM6-60-270 (BK) 1-fase HD-W

23 Laarbeek
Solar Frontier

5.44 32×1 35 179
SolarEdge

4509.39
SF-170S SE5K-3fase

24 Bosschenhoofd
Solar Frontier

4.08 12×1, 12×1 37 192
Goodwe

3664.40
SF-170S 4600DS, S

25 Velsen-Zuid
Solar Frontier

1.70 10×1 43 182
SolarEdge

1869.53
SF-170S SE2200 1-fase

26 Hoorn
Solar Frontier

3.57 21×1 55 149
SolarEdge

3141.03
SF-170S SE3000

27 Valkenswaard
Solar Frontier

4.08 24×1 10(10), 55(14) 204(10), 207(14)
SolarEdge

3804.86
SF-170S SE4000

Furthermore, to compute the PR of the systems, it is important to estimate the POA irradiation. To do so,
it is first necessary to calculate the solar irradiation data for all the locations. Therefore, the interpolation and
irradiance techniques discussed in the previous chapters were utilized here. For each location, hourly GHI
data measured by weather stations within 50 kms was first interpolated using IDW method. The GHI value
thus obtained was then decomposed into DNI and DHI using the BRL model. The data was calculated for a
period of one year beginning from the date of starting of the systems. An example of it is shown in the figure
below.
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(a) GHI (b) DHI

(c) DNI

Figure 6.2: Decomposed DNI and DHI along with interpolated GHI values for a PV system installed in Eindhoven (PV
system #7), The Netherlands (51.49 °N, 5.45 °E) from 10/09/2016 to 09/09/2017.

However, the irradiation estimate shown in the figure above will only be received by a PV array if the
skyline is free of obstacles. Generally, this is not the case for rooftop installations. Therefore, the skyline
profile of all of the systems was also analyzed to calculate the shading factor (SF). Figure 6.3 shows a binary
image of the surrounding obstacles for one of the systems.

Figure 6.3: Skyline profile for the PV system installed in Eindhoven, The Netherlands (PV system #7).

SF was calculated by estimating the position of the Sun for every hour throughout the year. On every
instance when the Sun position overlapped with an obstacle, SF is set to zero. Otherwise, it is equal to one.
Then, the DNI value was multiplied with SF and the GHI was set equal to DHI for instances where SF was
zero. To calculate the Sun position, the altitude was calculated using the method explained in 4.3.1. Similarly,
the azimuth of the Sun was calculated using the following equation [6],

tan(AS ) = −sin(θL).cos(λS )+cos(θL).cos(ε).sin(λS )

−sin(φ0).cos(θL).cos(λS )− [sin(φ0).sin(θL).cos(ε)−cos(φ0).sin(ε)].sinλS
(6.4)
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where AS represents the azimuth of the Sun in degrees. The value of AS ranges from 0°-360° where 0° repre-
sents North. Now, the effective GHI, DNI and DHI received by the PV array can be easily calculated using the
Shading Factor. Figure 6.4 shows the calculation of the hourly SF taking the skyline profile and the analemma
of the Sun for every hour into account.1

Figure 6.4: Calculation of hourly SF for the PV system installed in Eindhoven, The Netherlands (PV system #7).

6.3. Modeling of irradiance on a tilted surface
The in-plane irradiance (GPOA) received by a tilted surface constitutes of three different components. It can
be expressed analytically as,

GPO A =Gdi r +Gdi f +Gg r ound (6.5)

where Gdir (W/m2) is the direct irradiance on the surface. Gdif (W/m2) represents the diffuse component.
Finally, Gground (W/m2) is the component of irradiance received by the surface that is reflected from the
ground or surrounding obstacles.

Figure 6.5: The three components of irradiance on a tilted surface [6].

6.3.1. Direct beam component
The direct beam component received by a tilted surface depends on the tilt and azimuth angles of the tilted
surface as well as the altitude and azimuth of the Sun. It can be calculated using the following equation [6],

Gdi r = DN I × [cos(aM ).cos(aS ).cos(AM − AS )+ sin(aM ).sin(aS )] (6.6)

where aS and AS represent the altitude and azimuth angles of the Sun. AM is the azimuth angle of the tilted
surface. aM is the angle between the projection of the normal of the tilted surface onto the horizontal plane
and due North. It can be calculated as,

aM = 90°−βM (6.7)

1Analemma is a plot that reflects the variation in the Sun’s position in the sky for a given time over a year with respect to its altitude and
azimuth.
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whereβM is the angle at which the surface is tilted from the horizontal plane. In equation 6.6, the term within
the parentheses represents the cosine of the Angle of Incidence (AOI).2 Moreover, equation 6.6 is only valid
when aS > 0 and AS is within ±90° of AM. Gdir is set to zero in all the other cases.

6.3.2. Diffuse component
The diffuse component of the irradiance on a tilted surface is dependent on various factors such as cloud
cover, cloud movement, etc. due to which the spatial distribution of the diffuse component is random and un-
known [86]. Hence, because of this randomness in its spatial distribution as well as its time dependency, it is
quite difficult to model it [86]. Modeling of the diffuse irradiance makes use of its three sub-components: cir-
cumsolar, horizon brightening and isotropic diffuse irradiance. However, the number of the sub-components
taken into consideration depends on the model used. Figure 6.6 illustrates these sub-components of the dif-
fuse irradiance that are explained in the following paragraph.

Figure 6.6: Sub-components of diffuse irradiance [87].

Circumsolar irradiance is the forward scattering of the beam irradiance due to the aerosols present in the
atmosphere. Moreover, as a result of multiple internal reflections within the Earth’s atmosphere as well as
the scattering of a substantial portion of the incident irradiance due to the longer path length of atmosphere
near the horizon, there is an increase in diffuse irradiance near the horizon during sunset ot sunrise[86]. This
is known as horizon brightening. In the above figure, this is referred as horizon diffuse. The isotropic sub-
component refers to the rest of the diffuse irradiance that is assumed to be uniformly distributed over the sky
dome. It is referred as sky diffuse in the above figure.

Irradiance transposition models mostly use these sub-components to estimate the diffuse component of
the POA irradiance. The simplest of these models is the isotropic model that only considers the isotropic
sub-component assuming that the diffuse irradiance is uniformly distributed over the sky dome [86]. This
model is more accurate for cloudy skies, however, it leads to more errors for clear skies as the effects of cir-
cumsolar and horizon brightening sub-components increase. Hay and Davies further extended this model by
introducing an ’anisotropy index’ that weighs part of the diffuse irradiance as circumsolar and the rest of it as
isotropic [88]. Furthermore, Reindl et al. included an additional term to account for the horizon brightening
that has a dominant effect during sunset and sunrise [86]. The Perez model is a computationally intensive
model that uses empirically derived coefficients to perform a detailed analysis of the isotropic, circumsolar
and horizon brightening sub-components [89]. The Sandia model includes an empirically derived term for
the circumsolar and horizon brightening to the isotropic model [90]. Finally, Olmo et al. had introduced a
model to calculate the POA irradiance using measured GHI values, clearness index and solar elevation [91]. In
this model, one does not need to decompose the GHI values to DNI and DHI or model the three components
of POA irradiance separately.

2AOI is the angle between the surface normal and the incident direction of the sunlight.
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In this thesis, it was not possible to analyze the validity of these models due to the lack of measured POA
irradiance data. Therefore, an optimal model for The Netherlands was chosen based on results provided in
literature. van Sark et al. had used the Olmo model to predict the POA irradiance for The Netherlands citing
that the error between the experimental and predicted values were less for this model [92]. However, no con-
crete error analysis of the model was presented. Jamodkar had compared five different transposition models
for an e-bike charging station in Delft, The Netherlands and found that Reindl and Hay/Davies methods were
best suited for the climate of The Netherlands [83]. Among these two models, Reindl model is often found to
perform better and therefore, it was selected to estimate the diffuse component of the POA irradiance for all
of the 27 locations [86, 93, 94]. Calculation of the diffuse component using Reindl model is explained next.

Reindl Model:
As discussed previously, the Reindl model considers all three sub-components of the diffuse irradiance. It

incorporates a correction factor for the horizon brightening diffuse irradiance with the isotropic term of the
Hay/Davies model. The mathematical expression for the Hay/Davies model is first presented where the first
term represents the isotropic sub-component and the second term signifies the contribution of circumsolar
diffuse irradiance [88].

Gdi f ,H =Gdi f ,i so +Gdi f ,cs = D H I ×
[

(1− AI )×SV F + AI .Rb

]
(6.8)

where AI is the anisotropy index, SVF is the Sky View Factor and Rb is the geometric factor. AI helps define
the isotropic and circumsolar components of the diffuse irradiance. It can be calculated using the following
two equations [88],

Ib =G H I −D H I (6.9)

AI = Ib

Ea
(6.10)

where Ib is the direct horizontal irradiance and Ea is the extraterrestrial irradiance outside the Earth’s atmo-
sphere. Next, SVF is the fraction of sky visible from the tilted surface. It is a function of the tilt angle of the
surface (βM ) [6].

SV F = 1+cos(βM )

2
(6.11)

The geometric factor (Rb) is the ratio of the direct beam component (Gdir) on the tilted surface and DNI
[88].

Rb = Gdi r

DN I
(6.12)

Equation 6.13 represents the Reindl model that includes an additional term for horizon brightening cor-
rection applied to the isotropic term [86].

Gdi f ,Re = D H I ×
[

(1− AI )×SV F ×
(
1+ f . sin3

(
βM

2

))
+ AI .Rb

]
(6.13)

where f is the modulating function that is used to define the isotropic diffuse irradiance corrected to horizon
brightening. It is given by the following equation [86],

f =
√

Ib

G H I
(6.14)

In equation 6.13, the first term represents the isotropic sub-component corrected to horizon brightening
whereas the second term represents the circumsolar diffuse irradiance. From equations 6.10 and 6.14, it can
be seen that under cloudy conditions, AI and f reduce to zero since Ib is zero. This reverts the Reindl model to
the isotropic transposition model. The anisotropy index and the modulating function are non-zero for partly
cloudy or clear skies.
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6.3.3. Ground reflected component
This component of the POA irradiance is heavily influenced by the reflectivity of ground, immediate sur-
rounding of the tilted surface and the tilt angle. The contribution of the ground reflected component becomes
more profound when the surrounding objects are highly reflective such as snow or glass covered buildings. It
is generally calculated by assuming a free horizon and the forefront of the field of view of the tilted surface as
a diffuse reflector [86]. The general equation for it is given by [6],

Gg r ound =G H I ×ρ× (1−SV F ) =G H I ×ρ×
(

1−cos(βM )

2

)
(6.15)

where ρ is the albedo of the ground. It is the ratio of the ground reflected irradiance to the GHI [95]. In this
work, it was not possible to determine the albedo value of the ground for every PV system. Since, the PV
systems being studied are rooftop installations, it was assumed that the surface on which the systems were
mounted consisted of roof tiles that generally have an albedo range of 0.10-0.35 [95]. Therefore, the value of
ρ was taken as 0.2 for every system. Moreover, the contribution of the irradiance reflected from the nearby
surrounding was not investigated and therefore, it is not included in the calculation of the POA irradiance.

Now, the hourly POA irradiation can be estimated by substituting the values obtained for equations 6.6,
6.13 and 6.15 for every hour in equation 6.5. Finally, the annual POA irradiation in kWh/m2 can be estimated
by summing the hourly values for GPOA. Figure below shows the hourly POA irradiation calculated for PV
system #7 from Table 6.1 where the annual POA irradiation was found to be 941 kWh/m2. The same method
was carried out for the rest of the PV systems as well.

Figure 6.7: Estimated hourly POA irradiance for the PV system installed in Eindhoven, The Netherlands (PV system #7).

6.4. Evaluation of PV systems
As discussed previously, performance parameters such as PR make it possible to distinguish the performance
of PV systems that are installed in different locations as well as have different specifications. Therefore, in this
section the annual AC performance ratio of the 27 PV systems shown in Table 6.1 is evaluated and compared.
This was done by applying equation 6.3 to all of the PV systems. The parameters P0 and annual AC yield of
these systems are mentioned in Table 6.1. The annual POA irradiation received by the PV array was estimated
by the approach described in the previous section. Figure below shows the estimated annual AC performance
ratio of the 27 PV systems.

As can be seen from figure 6.8, it was found that there was significant variation in the performance ratio
of the PV systems. A few of the PV systems (System #8, #16, #23, #25 and #27) showed unusually high AC
performance ratios. Although performance ratios of greater than 0.90 can be achieved, the values obtained
for the above systems were quite unrealistic for today’s technology [3]. One of the reasons for it could be the
underestimation of the POA irradiation due to the uncertainties involved with the different models used in
every step of the process. Moreover, inaccuracy in the skyline profile can further aggravate it. The high AC
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Figure 6.8: Performance ratio of PV systems. The x-ticks in the figure denote the serial number of the PV systems as
presented in Table 6.1. Bars with the same color indicate that the systems use same PV module/technology (blue = poly
c-Si, red = mono c-Si and green = CIS).

performance ratio could also be due to inaccuracies involved with the measurement of the yield of the system.
PV system #25 had a surprisingly high value of final PV system yield (Yf) at 1099.72 kWh/kWp. Nevertheless,
the average AC performance ratio for systems using poly c-Si (Module #14), mono c-Si (Module #15) and CIS
(Module #16) technologies was found to be 0.83, 0.86 and 0.92, respectively.

6.5. Coherence of selection map
As initially suggested by the PV selection map, it was found that among the PV systems studied, the systems
using CIGS technology presented the highest performance ratio on an average. Moreover, since the number
of systems using poly c-Si module was much less, it was not possible to precisely compare the PV systems.
However, it is expected that the performance of a poly c-Si module would be similar to that of a mono c-Si
module due to their comparable values for ST and γ.

Based on the results obtained, it cannot be firmly concluded that the CIGS technology will always per-
form the best in The Netherlands. This is mainly due to the uncertainties involved with the modeling of the
POA irradiation as well as the measurement of the actual yield. The estimation of the POA irradiation was
carried out in three different steps namely, interpolation, decomposition and transposition of solar irradia-
tion data which may have resulted in high amount of error for some systems. As stated previously, the PR of
a few systems was found to be unusually high which could be due to underestimation of the POA irradiation.
Furthermore, there could be instances where the POA irradiation is overestimated, however, such cases are
harder to detect since the lower value of PR could also be due to the system performing poorly.

In summary, the results obtained showed that the PV systems using CIGS technology resulted in higher
performance ratios on an average. The foundation of the PV selection map is based on probability theories
and keeping the results obtained in mind, it can be said that CIGS technology would probably lead to higher
performance ratios in The Netherlands when compared to other PV technologies. Similar analysis performed
with measured solar irradiation data would lead to precise outcomes to draw a definite conclusion. Moreover,
estimation of DC performance ratio using measured DC yield would help provide a more accurate picture for
the performance of different PV technologies in The Netherlands.
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Conclusions & Recommendations

7.1. Conclusions
In this thesis, a number of research questions were formulated and investigated with the aim of creating a
PV selection map for the design of a PV system. Several experiments were carried out to study the influ-
ence of ambient temperature on Shading Tolerability (ST). Consequently, a selection map for the installation
of PV modules was presented based on ST and temperature coefficient for maximum power of different PV
modules. Furthermore, using a suitable interpolation technique, the optimal PV technology for PV systems
installed in The Netherlands was determined with reference to the PV selection map. Finally, different irra-
diance decomposition and transposition models were studied to assess the validity of the selection map by
analyzing the performance of different existing PV systems installed in The Netherlands. A brief summary of
the conclusions derived by resolving the research questions that were instigated in the first chapter are dis-
cussed in this section.

1. Is the parameter Shading Tolerability an intrinsic property of a PV module?

It was found that %ST exhibited a slightly increasing trend with ambient temperature. This was mainly
due to the decreased temperature effect on a PV module’s power output during partial shading. Never-
theless, the change in ST was negligible with an average increment of 0.07 %ST/°C for the four different
PV modules that were tested. Therefore, the parameter ST was found to be almost independent of the
ambient temperature which enables us to treat it as an intrinsic property of a PV module.

2. Can PV modules be categorized for certain climatic conditions based on their Shading Tolerability
and temperature coefficient for maximum power (γ)?

Yes, PV modules can be classified for a given climatic condition simply by knowing their technical spec-
ifications. First, three different shade classes namely, sunny, partly cloudy and cloudy, were introduced
by applying LSVM algorithm to the results obtained for the measurement of ST for 16 different PV mod-
ules. Again, three different temperature classes namely, hot, mild and cold, were established by study-
ing the distribution of the temperature coefficient for maximum power of 50 different PV modules that
are currently available in the market. These classes were then used as an integral attribute of the PV
selection map.

3. Among the existing interpolation techniques, which is the best suited method to get detailed infor-
mation of the meteorological conditions of The Netherlands?

Three different interpolation techniques: IDW, OK and RK were deemed to be the most suitable for the
interpolation of temperature, cloud cover and GHI for The Netherlands based on studies carried out by
several authors. The RK method that couples regression with kriged residuals was found to be the most
accurate. However, since this thesis was restricted with the interpolation of annual average values, the
IDW method was adopted since the involved %RMSE was less than 2.5% as well as due to the simplistic
nature of the method. Nevertheless, the RK method is suggested for accurate interpolation of hourly
data.

55
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4. What are the most suitable irradiance decomposition and transposition models to accurately calcu-
late the Plane of Array (POA) irradiance for The Netherlands?

For the estimation of the POA irradiance, six different existing irradiance decomposition models were
studied first. The Dutch-I and BRL models were found to be the most accurate using the meteorological
data measured by CESAR, Cabauw, The Netherlands. During this research work, the BRL model was
implemented since it had the least %RMSE among the models studied as well as due to its greater
accuracy under lower clearness indices. For the transposition of solar irradiance to a tilted plane, the
Reindl model was found to be the most suitable model for The Netherlands based on the review of
several literature studies.

5. Does the established selection map help improve the energy yield and performance ratio of a PV
system?

The results obtained for the interpolation of meteorological data for The Netherlands suggested that
the temperature and cloudiness conditions of the country can be classified as mild and cloudy, re-
spectively based on the suggested meteorological classifications. As per the selection map, this would
suggest that the CIGS technology is the most optimal PV technology to be installed in The Netherlands
to achieve greater system performance. Hence, to verify this interpretation, a number of existing PV
systems using three different PV technologies: poly c-Si, mono c-Si and CIS were studied. It was found
that the CIS technology indeed presented a higher performance ratio on an average among the PV sys-
tems analyzed. Therefore, since the concept of Shading Tolerability is based on probability laws, it can
be said that the selection map can help to select the optimal PV module that would most probably lead
to higher energy yield and performance ratio.

Therefore, it can finally be concluded that based on the findings of this thesis, the selection map for PV
installation based on Shading Tolerability and temperature coefficient can help system designers to select an
optimal PV module to achieve greater system performance and energy yield. Together with careful design
of a PV system, the optimal choice of a PV module can lead to higher specific energy yield and lower cost of
electricity which may further accelerate the growth of the PV industry.

7.2. Recommendations
In spite of the comprehensive research carried out, there are a few improvements that can be considered to
further improve the selection map. Moreover, several findings of this research work could be useful for the
design of PV systems as well as future projects at the Photovoltaic Materials and Devices (PVMD) group, TU
Delft. Some of these recommendations are:

• Inclusion of ST in a PV module’s datasheet.

• Injection of data into the PV selection map by testing more PV modules/technologies for ST to achieve
further detail in the map.

• Determination of performance ratios of existing PV systems using measured DC yield and POA irradi-
ance to validate the selection map even more accurately.

• Extension of the validation of selection map to climate conditions other than that of The Netherlands.

• Application of Regression Kriging as an interpolation method and the BRL model as an irradiance de-
composition model in the Dutch PV Portal developed by PVMD, TU Delft.

• Implementation of ST to accurately predict the energy yield of a PV system.
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A
General Equation for Shading Tolerability

An ideal PV cell can be modeled by a current source with an anti-parallel diode. At a constant temperature, the
output power of a PV cell is almost linearly proportional to the incident irradiance where each cell provides
Pcell W at 1000 W/m2. Now, considering a hypothetical PV module with two PV cells connected in series and
assuming that the irradiance received at each PV cell’s surface has two possible values only i.e. either 0 or
1000 W/m2, there will be four different working conditions of the PV module as shown in figure A.1 (a).

Figure A.1: Demonstration of formulation of ST: (a) PV module with two series-connected cells and two possible irradi-
ance levels (0 and 1000 W/m2) that leads to 22 working conditions. (b) PV module with two series-connected cells and
three possible irradiance levels (0, 500 and 1000 W/m2) that results in 32 working conditions. The figure also shows the
output power of the PV module at each working condition [39].

Since, the PV cells are modeled as ideal current source and that they are connected in series, the power
output of the PV module is determined by the output of the cell that receives the lowest level of irradiance.
Thus, the power output of the PV module during the four different workind conditions will be 2 × Pcell, 0 ×
Pcell, 0 × Pcell and 0 × Pcell. Therefore, the ST value of the PV module is given by,

ST(i=2,c=2) =
(

1

22 ×Pcel l

)
(2+0+0+0)×Pcel l (A.1)
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Similarly, extending the above concept by increasing the irradiance levels to three (0, 500 and 1000 W/m2)
while keeping the number of cells constant at two, the ST of the PV module in such a case is given by [see
figure A.1 (b)],

ST(i=3,c=2) =
(

1

32 ×Pcel l

)
(2+1+1+1+0+0+0+0+0)×Pcel l (A.2)

Hence, by following this trend, the formula for ST of a PV module with two series-connected cells is ob-
tained as [39],

ST(i ,c=2) =
(

1

2×Pcel l

)(
1

i 2

)
Pcel l

[ j∑
k=1

(
2

j

)
k +

j−1∑
a=1

2

(
j −a

j

)
2a

]
(A.3)

where c is the total number of PV cells in the module and j = i - 1.

Now, one can obtain the formula for a PV module with three-series connected cells by following the same
procedure as [39],

ST(i ,c=3) =
(

1

3×Pcel l

)(
1

i 3

)
Pcel l

[ j∑
k=1

(
3

j

)
k +

j−1∑
a=1

3

(
j −a

j

)
(3a2 +3a)

]
(A.4)

or extend it further to a PV module with four cells connected in series [39],

ST(i ,c=4) =
(

1

4×Pcel l

)(
1

i 4

)
Pcel l

[ j∑
k=1

(
4

j

)
k +

j−1∑
a=1

4

(
j −a

j

)
(4a3 +6a2 +4a)

]
(A.5)

Hence, considering equations A.3 - A.5, a general equation with the number of cells as a parameter can
be derived as [39],

ST(i ,c) =
(

1

n

)(
1

i n

)[ j∑
k=1

(
n

j

)
k +

j−1∑
a=1

n

(
j −a

j

)n−1∑
b=1

(
n
b

)
an−b

]
(A.6)

where n is the number of cells connected in series and the PV module consists of only one string of series
connected cells. Now, the above equation can be extended for a PV module with more than one string by
considering m number of parallel strings (c = n × m). Since, the expected value of m identical probability
trials is equal to m times the expected value of each trial, the general equation for ST is obtained as [39],

ST(i ,c) =
(

m

n ×m

)(
1

i n

)[ j∑
k=1

(
n

j

)
k +

j−1∑
a=1

n

(
j −a

j

)n−1∑
b=1

(
n
b

)
an−b

]
(A.7)

Substituting n × m by c in equation A.7, the general equation for ST can be re-written as,

ST(i ,c) =
(

m

c

)(
1

i n

)[ j∑
k=1

(
n

j

)
k +

j−1∑
a=1

n

(
j −a

j

)n−1∑
b=1

(
n
b

)
an−b

]
(A.8)



B
Decomposition Models

In each of the irradiance decomposition models discussed in chapter 5, the diffuse fraction (kd) is first deter-
mined using piecewise correlations or logistic functions. The DHI can then be obtained as,

D H I = kd ×G H I (B.1)

The DNI can then be easily estimated using equation B.2.

DN I = G H I −D H I

cos(θz )
(B.2)

Erbs Model:
The Erbs model was developed using DNI and GHI data from five stations in the USA [77]. The model

uses piecewise correlation with higher order polynomials to estimate the diffuse fraction from the clearness
index (kt) [77].

kd =


1−0.09kt kt ≤ 0.22

0.9511−0.1604kt +4.39(kt )2 −16.64(kt )3 +12.34(kt )4 0.22 < kt ≤ 0.8

0.165 kt > 0.8

(B.3)

Reindl Model:
Reindl et al. had studied measured data from six locations in the USA and Europe [74]. They had deter-

mined several predictor variables that may affect the diffuse fraction and introduced three different models
using the most influential predictor variables. The first model expresses the diffuse fraction as a function
of the clearness index only whereas the second model includes the Sun altitude in addition to it. The third
model uses two more predictor variables namely, ambient temperature (Ta) and relative humidity (RH). In
this thesis, only the second and third models introduced by Reindl et al. were evaluated and the piecewise
correlations used are as follows [74],

(a) Reindl-2 Model:

kd =


1.020−0.254kt +0.0123 sin(aS ) kt ≤ 0.3,kd ≤ 1.0

1.400−1.749kt +0.177 sin(aS ) 0.3 < kt < 0.78

0.486kt −0.182 sin(aS ) kt ≥ 0.78,kd ≥ 0.1

(B.4)

(b) Reindl-3 Model:

kd =


1.000−0.232kt +0.0239 sin(aS )−0.000682Ta +0.019RH kt ≤ 0.3,kd ≤ 1.0

1.329−1.716kt +0.267 sin(aS )−0.00357Ta +0.106RH 0.3 < kt < 0.78,kd ≥ 0.1

0.426kt −0.256 sin(aS )+0.00349Ta +0.0734RH kt ≥ 0.78,kd ≥ 0.1

(B.5)
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Dutch Model:
Jamodkar had developed two different decomposition models based on measured data from CESAR, Cabauw,
The Netherlands [83]. The models use greater number of piecewise intervals than the models discussed ear-
lier. Both models use the clearness index and solar zenith angle (θz ) as the predictor variables. The first model
uses linear correlations whereas the second model uses quadratic correlations [83].

(a) Dutch-I Model:

kd = c1 + c2 kt + c3 cos(θz ) (B.6)

Table B.1: List of coefficients for Dutch I model.

Range of clearness index c1 c2 c3

kt ≤ 0.30 0.99 -0.09 0.01
0.30 < kt ≤ 0.40 1.14 -0.67 0.07
0.40 < kt ≤ 0.50 1.54 -1.79 0.18
0.50 < kt ≤ 0.60 1.65 -2.04 0.23
0.60 < kt ≤ 0.75 1.49 -1.76 0.12
0.75 < kt ≤ 0.80 -0.17 0.81 -0.32

kt > 0.80 0.00 0.69 -0.35

(b) Dutch-II Model:

kd = f1 + f2 kt + f3 cos(θz )+ f4 kt cos(θz )+ f5 (kt )2 + f6 cos(θz )2 (B.7)

Table B.2: List of coefficients for Dutch II model.

Range of clearness index f1 f2 f3 f4 f5 f6

kt ≤ 0.30 1.00 -0.02 -0.02 0.08 -0.06 -0.01
0.30 < kt ≤ 0.40 0.93 0.37 0.05 -0.08 -0.61 -0.04
0.40 < kt ≤ 0.50 1.36 -0.16 -0.53 1.96 -2.76 -0.17
0.50 < kt ≤ 0.60 2.36 -4.63 0.07 -0.69 2.56 0.67
0.60 < kt ≤ 0.75 2.75 -7.75 3.03 -6.20 6.60 1.41
0.75 < kt ≤ 0.80 12.57 -31.99 -0.65 -1.45 21.68 1.25

kt > 0.80 -2.45 6.97 -1.81 0.76 -3.79 0.73



C
Glossary

C.1. Acronyms
AC Alternating Current

AST Apparent Solar Time

BIPV Building Integrated Photovoltaic

BSRN Baseline Surface Radiation Network

CBS Cool Bypass Switch

CESAR Cabauw Experimental Site for Atmospheric Research

CIGS Cadmium Indium Gallium Selenide

CRSS Composite Residual Sum of Squares

DC Direct Current

DHI Diffuse Horizontal Irradiance

DISC Direct Insolation Simulation Code

DNI Direct Normal Irradiance

DWD Deutscher Wetterdienst

EPBT Energy Payback Time

EROI Energy Return On Energy Invested

FF Fill Factor

GHI Global Horizontal Irradiance

GMST Greenwich Mean Sidereal Time

IDW Inverse Distance Weighted

IEA International Energy Agency

IEC International Electrotechnical Commission

LASS Large Area Steady State Solar Simulator

LCOE Levelized Cost Of Electricity

LSVM Linear Support Vector Machine

KMI Koninklijk Meteorologisch Instituut van België
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KNMI Koninklijk Nederlands Meteorologisch Instituut

MAPE Mean Absolute Percentage Error

MBD Mean Bias Difference

MPP Maximum Power Point

MPPT Maximum Power Point Tracking

MLR Multiple Linear Regression

O&M Operation & Maintenance

OC Open Circuit

OK Ordinary Kriging

POA Plane Of Array

PR Performance Ratio

PTC Positive Temperature Coefficient

PV Photovoltaic

PVMD Photovoltaic Material and Devices

PVPS Photovoltaic Power System

RD Relative Difference

RMSE Root Mean Square Error

SC Short Circuit

SF Shading Factor

SK Simple Kriging

SR Soiling Ratio

ST Shading Tolerability

STC Standard Test Condition

SVF Sky View Factor

TLR Temperature Lapse Rate

TST True Solar Time

UTC Coordinated Universal Time

UTS Universal Thermal Scale

WCRP World Climate Research Programme

WGS84 World Geodetic System 1984

C.2. List of Symbols

α Temperature coefficient for short-circuit current

β Temperature coefficient for open-circuit voltage

γ Temperature coefficient for maximum power

VOC Open-circuit voltage

ISC Short-circuit current
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PMP P Maximum power

J0 Saturation current density

Eg Bandgap

JSC Short-circuit current density

φ0 Latitude of observer

λ0 Longitude of observer

θz Solar zenith angle

aS Altitude of the Sun

AS Azimuth of the Sun

kt Clearness index

kd Diffuse fraction

ψ Persistence

Kt Daily clearness index

Y f Final PV system yield

Yr Reference yield

βM Tilt angle of PV module

Ib Direct horizontal irradiance

ρ Albedo
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Abstract    This paper suggests a measurable parameter, the 
so-called Shading Tolerability (ST),  to be added on PV modules 
datasheet. Using this parameter, PV modules can be compared 
and classified regarding the ability to oppose shading effects. The 
parameter is extracted based on mathematical and probability 
analysis, then measured using a Large Area Steady State Solar 
(LASSS) simulator. Outdoor measurements proved a correlation 
between ST and Performance Ratio (PR) of PV modules. 

II. THEORETICAL DEFINITION OF  SHADING TOLERABILITY 

c

(i,c)

k=i

k c
k=1mod_mpp

ST
1 1

= P
P i

          (1) 

 
 
 

where ST(i,c) stands for shading tolerability. c and i are the total 
number of PV cells (within the module) and irradiation levels, 
respectively. Pk corresponds to the MPP at each shading 
profile (in W), while  Pmod_mpp is the maximum power of PV 
module (in W). Pmod_mpp normalizes the value of mathematical 
expectation and makes it possible to compare PV modules 
with different rated powers. Mathematically, the PV module 
which gains higher value from (1), acts better at shading. 



 

 

DISCLAIMER 

Results presented in this work strictly concern the individual 
photovoltaic modules available and tested in the PV 
Laboratory of the PVMD group of TU Delft. The performance 
of such modules might not reflect that of similar or updated 
modules from the same brand and/or under different 
circumstances. 
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Fig. 1. Indoor experimental setup for testing shading tolerability along with 64 shading profile codes from 000000 to 111111. The 
depicted module under test (#4, see Table I) has 54 cells and is divided into 6 sections. The 010000 shading profile code is shown in the 
picture. In this respect, sections 1, 2, 3, 4, and 6 are about to receive rated irradiation (1000 W/m2) while section 5 is shaded and receives 
250 W/m2. The shading object for this specific module shades simultaneously 9 cells [5]. 



 

 

 

TABLE I 
DETAILED SPECIFICATION OF TESTED PV MODULES AND CORRESPONDING MEASUREMENT RESULTS 

 

 
Company/ 

Commercial  
Name 

Technology Electrical specification 
Mechanical size 

Weight 
Flexibility 

datasheet regarding 
shading tolerance 

Measured 
ST  

Percentage 
value of ST  

Suggested 
Shading Class 

Symbol 

1 
Neste 

Module PV       
A12 

a-Si 

MPP=7.5 W 
Voc=22 V         Vmpp=15 V 
Isc=0.6 A          Impp=0.5 A 

Bypass diodes: None 
Total 29 cells-one string 

614×309×22 mm3 
3.0 kg 
(Rigid) 

None 0.36 58% 

Partly-cloudy 

2 
Victron Energy 

SPM30-12 
Mono c-Si 

MPP= 30 W 
Voc= 22.5 V    Vmpp= 18 V 
Isc=2 A            Impp=1.67 A 
Bypass: One silicon p-n diode 

Total 36 cells-one string 

450×540×25 mm3 
2.5 kg 
(Rigid) 

None 0.24 38%  
Sunny 

3 
Wurth Solar 

GeneCIS     
module 80W 

CIS 

MPP=80 W 
Voc=44 V            Vmpp=35 V 
Isc=2.5 A             Impp=2.29 A 
Bypass: One silicon p-n diode 

Total 132 cells- two parallel strings 

605×1205×35 mm3 
12.7 kg 
(Rigid) 

Optimum energy 
yield through 
outstanding 

temperature and 
low light behavior 

0.57 91%  
Cloudy 

4 
Scheuten 

Multisol P6-54 
series 200 

Poly c-Si 

MPP=200 W 
Voc=33 V                 Vmpp=25.9 V 
Isc=8.22 A                 Impp=7.71 A 

Bypass: Three Schottky diodes 
Total 54 cells-one string 

1500×1000×42 mm3 
20.0 kg 
(Rigid) 

Junction box with 
patented 

connection system 
and 3 bypass 

diodes 

0.22 35%  
Sunny 

5 

Calyxo             
CX3-77            

Thin film 
solar module 

CdTe/CdS 

MPP=77.5 W 
Voc=62.5             Vmpp=46.7 V 
Isc=1.98 A              Impp=1.68 A 

Bypass diodes: None 
Total 156 cells-two parallel strings 

1200×600×6.9 mm3 
12.0 kg 
(Rigid) 

None 0.39 63% 

Partly-cloudy 

6 
SunPower 
SPR X20          
327-BLK 

Mono c-Si 

MPP=327 W 
Voc=67.6 V             Vmpp=57.3 V 
Isc=6.07 A              Impp=5.71 A 
Bypass: Three silicon p-n diodes 

Total 96 cells-one string 

1559×1046×46 mm3 
18.6 kg 
(Rigid) 

Designed to deliver 
the most energy in 
partial shade and 

hot rooftop 
temperatures 

0.21 33%  
Sunny 

7 
Masdar PV 

MPV-T 
Tandem 
a-Si/a-Si 

MPP=109.81 W 
Voc=137.54 V      Vmpp=107.03 V 

Isc=1.21 A         Impp=1.02 A 
Bypass: One silicon p-n diode 

Total 636 cells-three parallel strings 

1300×100×7 mm3 
29.5 kg 
(Rigid) 

Excellent energy 
output even during 
diffuse or low light 

conditions 

0.25 40%  
Sunny 

8 

IKS      
Photovoltaik 
STA14 10W 
SolarTrainer     

Poly c-Si 

MPP=10 W 
Voc=22 V        Vmpp=17 V 
Isc=0.72 A      Impp=0.52 A 

Bypass: One silicon p-n diode 
Total 36 cells-one string 

345×294×23 mm3 
Not specified 

(Rigid) 
None 0.25 40%  

Sunny 

9 

Solland 
SunWeb      
module              
235 Wp 

Poly c-Si 

MPP=235 W 
Voc=36.97 V      Vmpp=30.05 V 

Isc=8.44 A        Impp=7.82 A 
Bypass: Three Schottky diodes 

Total 60 cells- one string 

1613×984×35 mm3 
22 kg 

(Rigid) 
None 0.24 39%  

Sunny 

10 
Hanergy 

PowerFlex       
90W 

CIGS 

MPP=90 W 
Voc=22 V       Vmpp=16.5 V 
Isc=6.3 A          Impp=5.4 A 

Bypass: Diodes at each cell; one at j-
box. Total 36 cells-one string 

2017×494×3 mm3 
3.3 kg 

(Flexible) 
Shade tolerant 0.31 50% 

Partly-cloudy 

11 
Uni-Solar 

PowerBond     
ePVL 

Multi-
junction 

a- Si 

MPP=27.4 W 
Voc=10.44 V        Vmpp=7.8 V 
Isc=4.28 A           Impp=3.52 A 

Bypass: Diodes at each cell 
Total 5 cells-one string 

1325×373×3 mm3 
1.8kg 

(Flexible) 

Excellent 
performance even 

when partially 
shaded 

0.37 59% 

Partly-cloudy 

12 
BenQ SunForte 
PM096B00-335 

Mono c-Si 

MPP=335 W 
Voc=64.9 V        Vmpp=54.7 V 
Isc=6.62 A           Impp=6.13 A 

Bypass: Three diodes  
Total 96 cells-one string 

1559×1046×46 mm3 
18.6 kg 
Rigid 

None 0.30 49%  
Sunny

13 
AERspire  
Deluxe 60 

Mono c-Si 

MPP=250 W 
Voc=38.3 V        Vmpp=30.8 V 
Isc=8.62 A           Impp=8.08 A 

Bypass: Three diodes  
Total 60 cells-one string 

1720×1035×40 mm3 
24 kg 
Rigid 

None 0.30 48%  
Sunny

s divided by the maximum 
theoretical value of ST (for the measurement criteria). 


