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1 Introduction

Artificial agents are becoming more intelligent and able to execute relevant tasks for our

daily lives, including tasks in work environments, home assistance, on the battlefield, and

crisis response [1]. For some of these tasks, humans and artificial agents should learn to

cooperate, coordinate, and collaborate, forming human-machine teams. (These teams

have alternative names, such as human-AI teams, human-agent teams, and human-

automation teams. We use human-machine team in this chapter.) A key driver for achiev-

ing effective teamwork is mutual trust [2], that is, teammates should trust each other. In

particular, we consider that appropriate mutual trust is a fundamental property in effec-

tive human-machine teamwork. When there is appropriate trust, there is no undertrust

(leading to underreliance) or overtrust (leading to overcompliance) [3], which minimizes

negative performance outcomes [4]. As such, we take appropriate to mean that a human’s

trust in an agent (natural trust) should correspond to that agent’s trustworthiness, and an

agent’s trust in a human (artificial trust) should correspond to the human’s trustworthi-

ness. In fact, assessing a teammate’s trustworthiness is one of the decisive factors when

a person considers whether to engage in an interdependent relationship with that team-

mate [5]. To achieve appropriatemutual trust, we first need to understand trust and how to

implement and measure it in the artificial teammates. This chapter is meant to explore

how artificial agents can appropriately trust their human teammates. We explore what

trust and trustworthiness mean in the context of human-machine teams, which construct

the artificial agent needs to understand to reason about trust, and how these constructs

can be estimated from interaction.
⁎This document is the result of the research project funded by AI*MAN lab from TU Delft AI Initiative.
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Artificial agents (referred to as the cognitive part of the machine) need to be able to

observe, direct, and predict teammates [6] in order tomake decisions and ensure effective

human-machine teamwork. We argue that between observing and predicting a human

teammate there is a process of assessing the human trustworthiness, which we call arti-

ficial trust. In this process, artificial agents model the krypta of the teammates (model of

their internal characteristics) through the accessible manifesta (behavioral cues of the

teammates) [7, 8]. The krypta can then be used to form their beliefs of artificial trust, that

is, competence belief andwillingness belief [9]. What the krypta should be, how it is present

in the manifesta, and then how it transforms into formal beliefs for the artificial agent are

not trivial, but we can explore human-human models of trust as a first step [10]. In the

literature, we can find trust models in human-human teams, such as the ABI model

[11], which may be suitable for krypta of human teammates in human-machine teams.

Once we know what the krypta should be, we can work on manifesta to learn the dimen-

sions of the krypta by interaction (e.g., prior task performance as manifesta of the krypta’s

ability). Depending on the situation, however, it may not be possible to build the krypta

over extensive and frequent interactions. In this case, we can consider different ways of

assessing trust, for example, with swift trust [12], which relies mostly on first interaction.

By assessing trust, artificial agents can then decide on whether or not to trust a human for

a certain task and act accordingly (by helping the human, e.g., mitigating risks and

ensuring the team’s goal). Engaging (or not) in a trusting action involves risks and it is also

an important part of the decision-making, that is, after knowing how much I trust some-

one, I still have to decide whether I should engage in a trusting action. This decision, as

well as the trust assessment itself, depends on the context.

Trust is then context-dependent. In human-machine teamwork, this context can be

composed of task and team configuration. We followed the taxonomy presented by

Parashar et al. [13] to reflect on the different characteristics of context that can affect trust

(we particularly look at the teammate’s krypta that the agent should reason about). This

taxonomy aims at characterizing human-robot interactions in a teamwork setting and is

illustrated with the examples of the urban search and rescue (USAR) domain as well as the

assembly line manufacturing setting. Navigating from one to the other, we can also

explore how trustmodels are sensitive to the context. Bothmanifesta and krypta are highly

dependent on this situation characterization, that is, what is important to observe and

reason about in USAR and in manufacturing setting may differ based on the characteris-

tics of the context. In a USAR setting, for example, the task may require integrity from the

trustee given that moral decisions may be required, whereas in an assembly line perhaps

abilitymay be the only important aspect to consider when trusting a teammate.Moreover,

much of the existing work on human-machine trust has the goal of defining one model of

trust that fits any situation.

In this chapter, we argue that it could be useful not to take a “one-model-fits-all”

approach, and instead see (1) how different trust models might accommodate different

contexts, (2) how within one model some dimensions may be more relevant than others,

and (3) how we can start formalizing trust as a belief of context-dependent
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trustworthiness. Thus the chapter is structured as follows: we start by presenting the def-

inition of trust for this chapter in Section 2, and then we go through the related work and

important concepts required to understand the rest of the chapter in Section 3; we present

our taxonomy of context-dependent trust in Section 4, and explore a possible formaliza-

tion of the beliefs of trust in Section 5; we finally discuss themain findings in Section 6 and

conclude in Section 7.
2 Trust definition

Trust is a dyadic attitude or behavior between a trustor (the one who trusts) and a trustee

(the entity being trusted) and it can be defined as “the willingness of a party to be

vulnerable to the actions of another party based on the expectation that the other will

perform a particular action important to the trustor, irrespective of the ability to monitor

or control that other party” (p. 712) [11]. In a team composed of both humans and

machines, we need to write this definition in a more formal way in order to implement

and measure it. Thus we approach trust from a functional perspective, in which trust is a

relational construct between the trustor x, the trustee y, about a defined (more or less spe-

cialized) task (τ), as in Falcone et al. [7]. Particularly, we propose that trust is one agent’s

perception of the trustworthiness of another, meaning that how much x trusts y depends

on how trustworthy x believes y is. This means x appropriately trusts y when x’s belief in

y’s trustworthiness actually corresponds to y’s trustworthiness. For example, if an agent x

trusts another agent y to execute a task (e.g., driving a car) that requires skills that y does

not have, agent x overtrusts agent y and the consequences can be negative and even

disastrous (e.g., car accident). On the other hand, if agent x does not trust agent y to

execute a task (e.g., driving a car) and agent y is perfectly capable of successfully execut-

ing the task, agent x is undertrusting agent y, which can also negatively affect team

effectiveness (e.g., walking instead). In particular, when x is a human and y is an artificial

agent, and trust is not appropriate, this will lead to disuse or misuse of technology [1].

Thus a dyadic relationship between a human and an artificial agent in a human-machine

team should be designed in such a way that it supports (1) appropriate trust from the

human toward the agent and (2) appropriate trust of the agent toward the human. As

such, we need the artificial agent to understand trust, how to form these beliefs and

how others form these beliefs. In particular, artificial agents need to havemodels of trust-

worthiness of their teammates.
3 Trust models, Krypta and Manifesta

3.1 Models

Trust has been vastly explored in the context of human-human interaction, with well-

known contributions such as the ABI model [11] (which suggests trustworthiness is based

on ability, benevolence, and integrity), for organizational behavior. In particular, trust in
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human teams has been recently explored in contexts such as virtual teams [14], sports

[15], and university group projects [16]. Furthermore, in multiagent systems (MAS) trust

has been used as a security and control mechanism, to protect agents from not knowing

other agents’ code of conduct [17]. Among others, we can find a formalization for trust and

reputation (e.g., [18]), ways of categorizing agents to explain internal qualities (krypta)

with their observable signs (manifesta) in order to promote trust (e.g., [7, 19]), and, more

recently, models for assessing an agent’s trust based on human values (e.g., [20, 21]). Sim-

ilarly, trust in human-machine interaction has been gaining increasing attention. We can

consider the most consensual model of human trust in technology as being Performance,

Process, and Purpose [22]. Moreover, there are works on the dynamics of human trust

toward technology (e.g., [23, 24]), how agents can assess and promote appropriate trust

in humans (e.g., [25–29]), and the role of (appropriate) trust in human-machine teams

(e.g., [3, 30–32]). There are also contributions on artificial trust, such as how an artificial

agent can detect that a situation requires trust [33, 34] and also how an artificial agent can

detect whether a human is being trustworthy, based on episodic memory [35] and social

cues [36]. Furthermore, Azevedo-Sa et al. [37] suggest a model of trust prediction in

human-machine teams, based on capabilities and task requirements. Essentially, we

can find in the literature: (1) how humans trust humans, (2) how agents can trust other

agents, (3) how humans trust artificial agents, and (4) how artificial agents can calibrate

this trust with certain actions. Nonetheless, we found the literature on trust from the per-

spective of an agent toward a human to be scarce. Making artificial agents able to detect

under which situations they could use trust and when they can trust a human, based on

social cues, memory, and capabilities, is of utmost importance. Enabling them to under-

stand human trustworthiness and its dimensions can lead to a better human-machine

understanding and team effectiveness.
3.2 Manifesta and Krypta

We assess trustworthiness through available cues (manifesta) [38]. Often, the manifesta

are cues of certain internal qualities (krypta), which are dimensions of trustworthiness.

Frequently, it is suggested that human trustworthiness has as dimensions the krypta of

ability, benevolence, and integrity (ABI model [11]). In the literature, we can find instru-

ments that follow the ABImodel andmeasure, through questionnaires, propensity to trust

[39], and perceived trustworthiness (of teammates) inmilitary teams [40, 41]. Althoughwe

can find instruments to measure trust subjectively, it is in our interest to measure trust

using objective measures that can be used in interaction. So far, studies have measured

trust objectively through physiological signals, such as electroencephalography (EEG)

and electrocardiography (ECG) and, sometimes, audio and electrooculography (EOG)

[42], which are not ecologically valid in human-machine teamwork. Breuer et al. [14] pre-

sent a taxonomy of behaviors that affect how teammates perceive each other’s trustwor-

thiness in virtual human teams, although it is not clear how this taxonomy can transfer to

human-machine teams. Finally, some works have presented how the krypta can be
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computed from the manifesta (once we know which manifesta and krypta suit our

domain), such as POMDPs [29], dynamic-Bayesian networks [43],machine theory ofmind

[44], and instance-based learning [45]. None of these methods have been successfully

tested when interacting with humans in order to estimate their trustworthiness.

3.3 Context-dependent models and their dimensions

Most of the existing models represent trust as something that develops between people

over time and is built over a series of shared experiences and interactions [12, 46]. The

ABI model [11] considers trust to be, besides the trustor’s propensity to trust and other

external factors, the perception of trustworthiness as ability, benevolence, and integrity.

Ability comprises the set of skills and competences of the trustee; benevolence has to do

with the relationship between the trustor and the trustee and whether the trustee is

believed to want the trustor’s good; finally, integrity deals with the set of principles

and moral values that the trustee adopts and whether the trustor finds them acceptable.

However, there are certain situations in life, including in human-machine teams, in

which time is not a given nor are some of the dynamics that allow trustors to interact

and share experiences sufficiently to build their trust in such detail. Certain situations

require swift trust. Swift trust usually happens in situations that are temporary and that

may require some level of urgency [12]. This type of trust model does not build after an

extensive observation, but is rather built at first (based, e.g., on imported information,

propensity to trust, and surface-level cues [47]) and fine-tuned later, through interaction

and observation. Although these are not the only two models of human trust in organi-

zational settings, they show that, depending on the context, the relevant internal char-

acteristics of teammates (krypta) may differ, as well as how they will show through

behavioral cues (manifesta). Similarly, although we do not know if these models can

be used for artificial trust, that is, an artificial agent trusting a human, this is the closest

we have so far. In order to reason about these models and build them from interaction,

an agent needs to understand both the relevant krypta (which would be the dimensions

of trustworthiness in this case) and themanifesta, that is, the cues that an artificial agent

can perceive in order to build the teammates’ krypta. Which krypta and manifesta are

important for each situation is not trivial, but we suggest we need to study them within

a well-characterized context.
4 Trust as a context-dependent model

Artificial agents need to build beliefs regarding their teammates’ and their own trustwor-

thiness. We have seen before that there are models presented in the literature that repre-

sent trust in different situations and contexts. In particular, there are models of how

humans trust other humans, such as the ABI model and Swift trust model, as well as

how humans trust machines, such as Performance, Process, and Purpose. When we

consider these models in human-machine settings, it is not trivial which of these models
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fits the situation best. In particular, these models are constructs, that is, they contain

several different conceptual dimensions, and we might wonder whether all of these

dimensions are equally important. Taking the ABI model as an example and its three

antecedents as dimensions, namely, ability, benevolence, and integrity, one can wonder

whether integrity is relevant (or as relevant as other antecedents) in tasks such as assembly

lines in manufacturing. Moreover, the literature still does not provide trust models that

artificial agents can use to assess their teammates’ and their own trustworthiness in

the context of teamwork.We do not know towhich krypta are important for each situation.

Consequently, we also do not know which manifesta the artificial agent should pay

attention to build its mental models. Nevertheless, we suggest that we may not be able

to find a general krypta and manifesta for all human-machine interactions. This being

said, we should start by characterizing well the context in which the agent needs to assess

trust in their teammates. In this section, we reflect on which characteristics of the context,

including task and team configuration, may affect the krypta that the artificial agent

should build to assess trustworthiness.

In the literature, we can find a taxonomy of the interactions of human-robot teams by

Parashar et al. [13], which comprehends characteristics of tasks and team configuration.

Departing from this chapter, andmaking use of the illustrative examples it provides (USAR

and assembly line), we have built a taxonomy that can be used to describe a situation

when an artificial agent needs to trust a human during human-machine teamwork, which

can be found in Fig. 4.1. We have also included certain concepts from inspirations of other

papers, such as set of stimuli and time from Farina et al. [48],workload fromNeerincx et al.

[49], lifespan from Haring et al. [12], and nature and output from Farina et al. [48],
FIG. 4.1 Taxonomy to characterize situation for which an artificial agent needs to assess trust in human-machine

teams. Characteristics of task and team configuration influence trustworthiness’s components of Krypta and

Manifesta. The assessed trustworthiness will contribute to the decision on whether to engage in a trusting action

(trust decision) after a risk evaluation (perceived risk).
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Wildman et al. [50], andMcGrath [51]. According to our interpretation, task characteristics

comprise the basic information required to distinguish one task from the other, such as

type of output required, the expected time, etc. On the other hand, team configuration

consists of the information regarding the team that will execute the task or the set of tasks

and their dynamics, for example, the lifespan of the team can be 2 months for a certain

project, irrespective of the tasks and their time that will be involved in the same project.
4.1 Task

We start by reflecting on theNature of the task and its impact when assessing a teammate’s

trustworthiness. Although nature is quite generic, we would like to make the distinction

between cognitive and physical tasks. The choice of the model of trust may depend on its

nature, in particular on the manifesta expected from one another. This means that the

visual cues that an artificial agent can use to, for example, conclude whether a teammate

is able and/or benevolent, may vary considerably depending on the nature of the task. As

nature is still a broad concept, we find it important to include the task’s Output. In Para-

shar et al. [13], we can find focus, with examples of transit, area coverage, management,

etc. Output is in that sense similar to focus but has the intention of beingmoremeasurable

and implementable. For example, instead of management as a possibility, we intend to

have a specification such as “Allocation of three tasks among the team for today.” The

complexity of the task as well as some of the necessary skills to be successful at it should

be expressed in the output. For example, verbs of Bloom’s taxonomy for educational

purposes [52] could be used to better express the type of task (e.g., build, rate, choose).

Workload classifies a task in terms of the amount of work it requires. Certainly workload

varies from person to person, but it can still be useful to characterize different tasks, for

example, in terms of cognitive load [49, 53].

The trust decision is highly related to the perceived risk [11]. As such, we consider

Criticality (low, medium, high, severe) to be important for task characterization. This

criticality concerns the risks involved with the performance of the task or the failure of

such task, for example, choosing who to help in a USAR situation. In such scenarios, some

constructs of trust may be more important, for example, integrity or high ability, whereas

in an assembly line, if there is a task of low criticality, perhaps the ability and integrity

required may be lower. When talking of criticality, we automatically think of urgency,

which is criticality in terms of Time. The timeframe set for a task, that is, when it has

to be done, is also important when assessing trust. We speculate thatmore important than

assessing trust, a task’s timeframemay play amajor role when deciding whether to engage

in the risk-taking relationship (trust decision) [5]. This means that, for example, we may

decide to trust someone for an urgent task (e.g., carry a victim) that we would not trust if

there was more time (perhaps we would do it ourselves instead). This characteristic also

plays with the risk of not trusting being higher than trusting. Finally, we included Set of

stimuli so that we can have a measure of motivation to successfully do a certain task or

engagement while doing the task. This characteristic may be a hard one to quantify, as the
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present stimuli may not be obvious. However, aligned with output and workload, it can

give us a better sense of the difficulty and complexity of the task. We chose stimuli to

include the features of a task that can instinctively create some reaction on the agent,

in particular the human. These can range from the objects involved in the task (e.g., lights,

screws, robots) to social stimuli (e.g., as other people involved, a baby, and even a social

robot), music, etc. [54]. We speculate that the set of stimuli can be very important to asses-

sing overall competence and willingness of a teammate to perform a certain task, given

that it may influence their engagement. Furthermore, we can even reflect on whether cer-

tain types of stimuli, for example, social stimuli, can be important to understand the rel-

evance of benevolence in a task.

Planning (online, offline, hybrid) has to dowith how the task is prepared and howmuch

is ad hoc or improvised. The assessment of trust may be different when this characteristic

changes. For example, one’s assessment of trust in aUSAR situationwhere we do not know

what to expect and, as such, are not able to plan it beforehand, may change considerably

in an assembly line situationwhere everything is planned from start to end. Additionally, it

is the joint nature of key tasks that defines teamwork, which is only possible through the

effective management of Interdependence [6] (none, soft, hard), that is, “the set of com-

plementary relationships that two or more parties rely on to manage required (hard) or

opportunistic (soft) dependencies in joint activity” (p. 3). We are unsure how and whether

interdependence affects the trust assessment, but we can imagine that it affects the

engagement in risk-taking relationships. For example, by knowing that someone’s action

will affect mine, that may lead me to engage in the risk-taking relationship even though

I would not trust them if our actions were independent, or the opposite. Last but not least,

we speculate that theConsequence of the task influences the trust decision. Consequence

differs from output in the sense that it entails what happens to the system after the task is

completed (or failed), that is, it is the direct consequence of the output. In video games, we

can illustrate consequences in more measurable ways, such as rewards, levels, etc. In

human-machine teams, these consequences may take more complex rewards, such as

saving lives (in USAR), items to sell (in assembly lines), and so on. However, the conse-

quences of a task may also be social, such as getting closer to someone by the means

of helping them, or feeling we did what was right. These consequences can influence

the weight of dimensions such as benevolence and/or integrity, respectively. Ultimately,

consequences of a task are related to personal risk and reward. Although consequences

may not be easy to quantify or measure, we believe we can categorize tasks as high-risk-

high-reward, high-risk-low-reward, low-risk-high-reward, and low-risk-low-reward.

4.2 Team configuration

The Lifespan of a team is very important when choosing the trust model to use. It is

important to note that this is not the Time of the task, for example, if I am in a group pro-

ject at university for a semester, the lifespan of the team is a semester, but probably wewill

have tasks that take a different time, for example, preparing a presentation that takes us

2 days. In a team with a short lifespan, trust forms in a very different way than when one
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has time to actually get to know their teammates. Take the example of the USAR context;

one may be in the field with people they have not met before (e.g., they came to reinforce

help after a terrible catastrophe), or it could be daily life at amanufacturing assembly line,

where they see their colleagues every day during their shift, over a few months. We do not

expect trust to develop in the same way in both situations and one reason is the lifespan,

since trust does not have the same time to develop. For example, in the case of USAR, one

will probably not have enough time to form beliefs regarding another’s benevolence and/

or integrity. Or perhaps those dimensions of trustworthiness are just not important in this

case, since the team will dissolve once the mission is accomplished. Swift trust models

may be more suitable to teams with low lifespan, whereas ABI can suit long-term teams

better.

On the other hand, team Composition (single human to single machine, multihuman

to multimachine, etc.) may affect the type of model we use to assess a teammate’s trust-

worthiness, given its nature and overall context of the team. Moreover, it will affect the

overall team trust model, that is, the trust we have in the team, despite (not necessarily

independent of ) the trust we have in the teammates individually, see, for example, Ulfert

et al. [30]. In human-machine teams, it is also important to consider the Shared-

Knowledge (independent, partially independent, overlap), which may affect the way we

assess trust regarding a certain teammate. For example, if I know everythingmy teammate

knows by default, that is, we both have access to the same information, then the way

I build my trust in them will be different than in a situation where we each have access

to different information. It is also important to characterize how much, what, and among

whom knowledge in a team should be shared [55]. This knowledge may comprise infor-

mation regarding ontologies (e.g., domain, team member, and organization), world state

(e.g., map and task sequence), and teammember’s models (e.g., their availability, capabil-

ities, etc.) [56].

The Spatial Distribution (proximal, remote, hybrid) of the team can also change the

way we perceive trust. As humans we know that having in-person meetings is simply dif-

ferent than having online meetings, whatever you may prefer. With remote work being

more andmore part of our lives, some people prefer working remotely, while others prefer

to be physically present in the office, while there is yet another group of people that prefers

a hybrid setting, which includes both spatial distributions (remote and in person) [57]. In

fact, spatial distribution affects people’s satisfaction, performance, and productivity [58],

and it can also affect trust [59, 60]. Proximal distribution allows teammembers to perceive

each other’s characteristics differently. In particular, in human-robot teams anthropomor-

phic features of robots, for example, also change the way we perceive them and, conse-

quently, how we trust them [61]. Furthermore, when we trust someone in our team, the

Role Hierarchy (supervisor, peer, mentor) and Expertise Hierarchy (fixed, fluid) are

important to consider. In terms of roles, we wonder whether one assesses the trustworthi-

ness of their subordinates in the same way one would do for a superior. Or whether, if in

different roles we simply expect different constructs and our trust model is bound to that.

There are recent contributions suggesting structured roles in human-machine teams,

including the roles of coordinator, creator, perfectionist, and doer [62]. It may be that even
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without a necessary hierarchy we construct our trust toward teammates in these different

roles differently, for example, it may be that one expects higher integrity of a coordinator,

given their authority, than a doer. It can also happen that the dynamics of trust change

when there is hierarchy in terms of role or expertise. For example, in a surgery situation

where a machine is used, we can imagine that the way a nurse trusts the machine may

depend on how the doctor trusts themachine, or vice versa. We can argue that in that case

there is trust transitivity [63] and that constructs such as integrity may play a bigger role

than, for example, benevolence or ability. Finally, Communication (environment-based,

sensing-based, direct-partial, direct-full) is highly related with trust in the sense that we

depend on it to build our trust models [2]. The way we communicate may affect not only

how we perceive the krypta but also which krypta we end up building. Communication is

related to shared-knowledge as well [2], meaning that we can share knowledge through

communication and build shared knowledge from communication.

4.3 Summary: A taxonomy

In this section, we have explored several characteristics of the context that may affect how

an artificial agent should assess trust. The resulting taxonomy (in Fig. 4.1) proposes a set of

important characteristics that influence the choice of trustworthiness model. In particu-

lar, we looked at task and team configuration and reflected on which characteristics may

influence the choice of krypta (model containing the internal characteristics of the

teammate that are relevant to assess trustworthiness) and the manifesta (behavioral cues

of the teammate that hint to their krypta) to appropriately estimate a teammate’s

trustworthiness.

Certain task and team configuration characteristics may not only impact the estima-

tion of trustworthiness but also the decision to trust, that is, engage in a trusting action.

The decision on whether to engage in a trusting relationship is dependent on the risk that

decision represents. It is important to note that the decision on whether to engage in a

trusting relationship may have risks for both positive and negative decisions. This means

that sometimes it may be riskier not to trust than to trust.

The taxonomy is proposed as a tool to choose krypta and manifesta, in order to assess

trustworthiness appropriately. Once krypta and manifesta are chosen, it is important to

formalize trust so that it can be implemented in the artificial agents. Trustmust be formal-

ized as a belief of trustworthiness, which is a construct dependent on task, team config-

uration, trustor, and trustee. In the next section, we propose a general formalization of

these beliefs and reflect on what it takes to make them appropriate.
5 Trust as a belief of trustworthiness

We have seen that assessing trust is not trivial. In particular, trustworthiness is a complex

concept, and following the literature it can consist of a set of dimensions that range from

the trustee’s competence to their intentions [64]. In the previous section, we reflected on



FIG. 4.2 Human-machine dyadic trust.Modified from C. Centeio Jorge, S. Mehrotra, C.M. Jonker, M.L. Tielman, Trust

should correspond to trustworthiness: a formalization of appropriate mutual trust in human-agent teams, in: D.

Wang, R. Falcone, J. Zhang (Eds.), Proceedings of the 22nd InternationalWorkshop on Trust in Agent Societies (TRUST

2021) Co-located with the 20th International Conferences on Autonomous Agents and Multiagent Systems (AAMAS

2021), London, UK, May 3–7, 2021, CEUR Workshop Proceedings, vol. 3022, CEUR-WS.org, 2021, http://ceur-ws.org/

Vol-3022/paper4.pdf.
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how trustworthiness can be context-dependent, including the manifesta (behavioral

cues that show trustworthiness) and krypta (the construct that defines

trustworthiness in a situation). Examples of krypta are ability, benevolence, and integrity

(ABI) model [11] or willingness, competence [65]. It is important to formalize trustwor-

thiness as beliefs of the artificial agent so that it can use them to make decisions. The

artificial agent can then form beliefs of trustworthiness regarding the adequate (in terms

of context) krypta from themanifesta and other possible indirect sources of information,

such as overall reputation of another teammate [17]. In this section, we propose a first

step toward modeling the beliefs of trustworthiness, taking into account its possible

krypta dimensions and context dependencies. As several of krypta’s dimensions (e.g.,

Benevolence, Integrity), may relate to both trustor and trustee, we stipulate that we need

to define the trust of an agent x in agent y as the belief B of agent x regarding the trust-

worthiness of y with respect to x:

T ðx, y, τ, EÞ ¼ BxðTWy,τ,EðxÞÞ (4.1)

where τ is the task and E is the team configuration as explored in the previous section.
Fig. 4.2 schematizes a dyadic human-machine relationship.
5.1 Forming (appropriate) artificial trust

As an example, let us consider the task of driving a car. Inspired byMecacci and de Sio [66],

let’s imagine a dual-mode vehicle, which can be driven both by an artificial agent or by a

human. The default setting is the human driving according to the agent’s instructions, but

the agent takes over when it recognizes dangerous situations. Although it may be counter-

intuitive, we need the agent to trust the human to drive safely (their joint goal), while

http://ceur-ws.org/Vol-3022/paper4.pdf
http://ceur-ws.org/Vol-3022/paper4.pdf
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complying with societal ethics, so that it knows when to take over. In this example, we will

have the trustworthiness of the agent a, given a human h, TWa,τ,EðhÞ, and the trustworthi-

ness of the human h given an artificial agent a, TWh,τ,EðaÞ in a certain context, that is,

task τ and team configuration E. In practical terms, this means that the way the human

is going to follow the agent’s instructions may vary according to the agent that is helping

(e.g., depending on whether the human relies on this particular agent’s knowledge/intel-

ligence). Moreover, we have the trust of the artificial agent in the human, meaning

the agent’s belief in the human’s trustworthiness, Tða,h, τ, EÞ ¼ BaðTWh,τ,EðaÞÞ (from

Eq. 4.1), and the trust of the human in the agent, which is the human’s belief on agent’s

trustworthiness Tðh,a, τ, EÞ ¼ BhðTWa,τ,EðhÞÞ. The trust of the artificial agent in the human

(T(a, h, τ, E)) is what the agent believes that the humanwill do if the agent gives the human

a certain instruction.

In order to estimate BaðTWh,τ,EðaÞÞ, we may also need the agent’s belief in the human’s

trust in the agent, that is,BaðBhðTWa,τ,EðhÞÞÞ, since somedimensions of trust (such as benev-

olence) depend both on the trustor and trustee, by definition. Following the example, for the

agent to trust the human to follow an instruction, the agent needs to believe that the human

trusts the agent (e.g., the human relies on this particular agent’s knowledge/intelligence).

Finally, when estimating whether it can trust its human teammate to follow an instruction,

the agent’s trust in the human should correspond to the actual human’s trustworthiness

(e.g., to what actually the human can and/or wants to do), that is,

Tða,h, τ, EÞ ≡ BaðTWh,τ,EðaÞÞ ≡ TWh,τ,EðaÞ (4.2)

which requires that the agent also accurately estimates the human’s trust in the agent,
Tðh,a, τ, EÞ≡BaðBhðTWa,τ,EðhÞÞÞ . The human’s trust in the agent, on the other hand, is

the belief of the human in the agent’s trustworthiness, BhðTWa,τ,EðhÞÞ, and should corre-

spond to the agent’s actual trustworthiness (TWa,τ,EðhÞ), that is,

Tðh,a, τ, EÞ ≡ BaðBhðTWa,τ,EðhÞÞÞ ≡ BhðTWa,τ,EðhÞÞ ≡ TWa,τ,EðhÞ (4.3)

What’s more, we argue that appropriateness of trust depends on the task and team con-
figuration, meaning that one may trust another in a certain context but not in another, for

example, a may appropriately trust h to drive a car (a believes that h can drive a car) but

not to pilot a plane (e.g., a believes that h can pilot a plane but h actually cannot). We do

not illustrate possible different team configurations for the sake of simplification, but that

is definitely to consider as well.

Lastly, since the nested concepts presented in Eq. (4.3) are based on TWa,τ,EðhÞ , this
means that we may be able to calibrate the human’s trust in the agent (T(h, a, τ, E)), by
manipulatingTWa,τ,EðhÞthrough the accurate belief of the agent’s own trustworthiness. This

means that if the agent is aware of its own trustworthiness, meaning that if the agent’s belief

in the agent’s trustworthiness corresponds to the actual agent’s trustworthiness, that is,

BaðTWa,τ,EðhÞÞ ≡ TWa,τ,EðhÞ (4.4)



Chapter 4 • Appropriate context-dependent artificial trust 53
the agent may be able to alter its own trustworthiness (or simply how it lets the human

perceive it) and, consequently, calibrate human’s trust. In our example, the agent might

understand that it is not being perceived as intelligent, and start justify its instructions,

possibly leading the human to trust it more.

We want to apply this formalization to existing trustworthiness models, by modeling

and learning their dimensions. As discussed before, with the information regarding τ and
E, we can choose the krypta that best fits the situation, as well as which dimensions

should have more impact when forming a belief. For example, we can consider the

ABI trustworthiness model once more. We consider the trustworthiness of the human

to be the weighted sum of their ability, integrity, and benevolence toward a specified

task, in a certain environment. Similarly, we consider the agent’s trust in the human

to be the weighted sum of the agent’s beliefs in the ability, benevolence, and integrity

of the human, toward a specified task (τ), in a certain team configuration (E). The belief

in ability (Ab) of the human takes into account the task τ and team configuration E. The
belief in human’s benevolence (Ben), however, besides the task and team configuration,

also takes into account the agent, given that, by definition, benevolence has to do with

the relationship between both [11]. Benevolence may also, among other things, implic-

itly use the belief of the human’s trust in the agent, BaðTðh,aÞÞ, which, as previously

discussed, can be expressed as BaðBhðTWaðhÞÞÞ , since it comprises how the trustor

perceives the trustee’s willingness to do good to them (trustor) [11]. Finally, the belief

in the human’s integrity (I) depends on the agent, task, and environment. By definition,

perception of integrity deals with how the trustor finds the trustee’s values and moral

principles acceptable. Thus

BaðTWh,τ,EðaÞÞ ¼ W � ½BaðAbh,τ,EÞ, BaðBenh,τ,EðaÞÞ, BaðIh,τ,EðaÞÞ� (4.5)

where W is a weight vector. This weight vector is once more dependent on context, as
discussed in the previous section.

5.2 Calibrating natural trust

Although we focus mostly on how to make artificial trust appropriate, that is, how an arti-

ficial agent can trust their human teammates appropriately, it is also important that the

human’s trust in the agent (natural trust) is also appropriate. By giving the necessary tools

to the agent to reason about trust, we argue that it can also affect natural trust, once these

beliefs may be nested (as illustrated in Fig. 4.2). As such, leveraging on the idea that agents

reflect about their own trustworthiness, wemay be able to influence humans to appropri-

ately fine-tune their trust in them. For example, let us again consider the task of driving a

car. Considering that the agent reflects about its own trustworthiness regarding its ability

and willingness to drive the vehicle, the agentmay then influence the human teammate to

adapt to the agent’s strengths and weaknesses (fine-tuning the human’s trust in the agent).

As such, it is important that the agent not only reflects on its own trustworthiness but that

it does so considering the context, that is, the task and team configuration, since the con-

text may influence the relevance of certain internal characteristics.
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We posit that how trustworthy an agent is for a human and how a human trusts the

agent (human’s belief in agent’s trustworthiness) in a certain context (task and team

configuration) should be similar to get appropriate trust. If the belief of an agent in their

own trustworthiness toward the human is different from their belief of the human’s trust-

worthiness toward them in a certain context, thenwe come closer to undertrust T(a, h, τ, E)
# or overtrust T(a, h, τ, E) ", that is

BhðTWa,τ,EðhÞÞ > BaðTWa,τ,EðhÞÞ ! T ða,h, τ, EÞ" (4.6)

BhðTWa,τ,EðhÞÞ < BaðTWa,τ,EðhÞÞ ! T ða,h, τ, EÞ# (4.7)

Therefore, to avoid such situations, the agent’s belief in their own trustworthiness should
match with their belief about the belief of the human’s trustworthiness in them. This will

result in eliciting appropriate trust in a human from an agent’s perspective.Most literature

sees appropriate trust as the alignment between the perceived and actual performance of

the agent by the human in terms of the agent’s abilities [67] looking at “ability” as the core

factor of estimating trust [68–70]—that is, focusing upon the engineering aspect of trust.

However, as seen before, we propose to view trustworthiness as more than just ability,

including psychological aspects [71] such as benevolence and integrity. What’s more, we

argue that to find this alignment, we need to first define the context as a task and team

configuration. In this work, we aim to propose a first attempt on how several context-

dependent dimensions of the krypta can be modeled (so that they can be learned) by

an artificial agent, both to appropriately trust (artificial trust) and be trusted by a human

teammate (natural trust).
6 Discussion and future work

In this chapter, we have argued that not only the way in which we trust our teammembers

is context-dependent, but also whether we decide to engage in trusting actions is context-

dependent as well. This is especially important when we talk about human-machine

teams and more specifically artificial trust, that is, how artificial team members (such

as machines) should estimate the trustworthiness of their human partners, making use

of krypta and respective manifesta. We have based our reasoning on experience with past

human-machine trust research, in which it proved difficult to determine exactly why peo-

ple chose to trust or to be trustworthy at a given moment. Moreover, we have also expe-

rienced that it is not always obvious how and in which contexts human trust models (such

as ABI) can be imported to human-machine scenarios. Our hypothesis is that analyzing

task characteristics and team configuration can help to assess how trust models should be

built up for a given scenario.

We have used existing task models and taxonomies to create a new human-machine

task and team configuration taxonomy that can support such analysis. Given that many

human-machine team tasks are used in the literature, but that there are few taxonomies to

describe or categorize these tasks, our taxonomy provides a tool for task and team
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configuration design and analysis in the context of human-machine teaming research.

While our aim is to provide pointers for what trust model can be used given a task and

team configuration, we have currently only provided some suggestions of how different

task and team configuration factors might influence the choice of model. We believe that,

in order to draw clear conclusions on how task and team configuration characteristics can

influence trustmodels, systematic empirical research is necessary, both in human-human

as well as human-machine team settings. Additionally, our taxonomy presents a tool that

may help in the process of designing experiments in human-machine teams. This taxon-

omy can also open the possibility of better describing experimental scenarios, tasks and

teams, as to make research more reusable and organized. As such, our taxonomy can be

used as a starting point for research, by

1. creating tasks that vary on specific factors in the taxonomy, such as Nature (cognitive

vs. physical) or Criticality (high, medium, or low);

2. creating team configurations that vary on specific factors in the taxonomy, such as

Lifespan (short [e.g., an hour] vs. long [e.g., amonth]) or Shared-Knowledge (full shared

knowledge vs. partial shared knowledge); and

3. setting up experiments that use different sets of krypta to model trust (and as a

consequence different manifesta) in different contexts, as defined by task

characteristics and team configurations.

To maintain consistency throughout such experiments, the formalization we described in

Section 5 can be a starting point. Once we know what trustworthiness should look like (in

terms of krypta andmanifesta) in a certain human-machine teamwork scenario, we aim at

implementing it on the artificial agents. The ultimate goal of exploring artificial trust is

that an artificial agent can form beliefs regarding a teammate’s trustworthiness and reason

about these beliefs toward a better team performance, through decision-making. With

such beliefs, an artificial agent can predict and direct its human teammates toward the

team goal, while avoiding risks, that is, by helping the human or allocating tasks differently

within a team. It is also important that the agent can reflect on its own trustworthiness in a

certain context, so that it can calibrate its teammates’ trust. By ensuring there is no under-

trust, we aim atminimizing risks in human-machine interaction. With a set of expressions

we show how this formalization can be used to implement appropriate (both artificial and

natural) trust.

Our formalization provides a first step towardmaking it possible to implement artificial

trust beliefs, which take into account the trustor, the trustee, and the context, that is, task

and team configuration. In this chapter, we propose that the alignment of beliefs of trust-

worthiness and, consequently, the appropriateness of trust depend on the task and team

configuration. This means that one may trust appropriately another in certain contexts

but not in others. It is important to study how these beliefs can actually form from man-

ifesta and how they can represent each different krypta adequately. When illustrating how

this formalization can be used with a certain krypta, we have also presented an array of

undefinedweights. Although these weights are ultimately defined by the context, we argue
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that more complex structures may be appropriate to consider the different dimensions of

krypta. We do not expect the learning of these beliefs, as well as their implementations, to

be trivial and recognize these beliefs require further studying through simulation and

human-machine experiments. The update of the beliefs of artificial trust is also something

that should be addressed in future work. We find it important to mention that manifesta

are not the only source of information to build the beliefs of krypta, that is, indirect infor-

mation such as reputation may also have its role. However, we focus mainly on the inter-

action itself and we can infer krypta from observable behavior.
7 Conclusion

In this chapter, we present the concept of appropriate context-dependent artificial trust in

human-machine teamwork. The goal of this chapter is twofold. First, we propose a taxon-

omy based on existing literature that can be used to choose themost appropriatemodel of

human trustworthiness, when assessing artificial trust. Through this taxonomy we reflect

on how, depending on several task and team configuration characteristics, the internal

characteristics of a teammate (krypta) and how they show them (manifesta) can vary.

We argue that we may not find one trustworthiness model that fits all the situations,

but instead, a taxonomy that helps in characterizing the context and choosing the right

model. This taxonomy contributes to the field of human-machine teamwork by proposing

a set of characteristics that can define a certain context, which can facilitate the experi-

mental design and definition of research questions. Second, we propose how we can for-

malize artificial trust as a belief of context-dependent trustworthiness. Our work provides

a departure point for the implementation of artificial trust in artificial agents, which will

make machines more adaptable and useful to their human teammates.
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