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Abstract

Trailing-edge noise can be the dominant noise source of diverse industrial applications, including wind tur-
bines. Noise regulations may limit the power production and installation of new wind farms. There is a need
to reduce it. In order to achieve so, we first need to predict it, and to do so we need experimental data to
support and validate the new methodologies. A new experimental campaign has been carried out to provide
a benchmark of trailing-edge noise applicable to wind turbine noise. It involves a broad range of Reynolds
numbers and angles of attack, and covers the noise reduction effect of serrations. This Thesis studies the
aforementioned novel data set. The trends of the far-field noise with the forcing of the boundary layer, angle
of attack, and Reynolds number have been studied. Furthermore, scaling laws have been applied to com-
pare different test conditions. The collapse quality has been studied, and the differences have been linked
to the aerodynamics and possible post-processing effects. The effect of the serrations has also been stud-
ied. Additionally, the noise reduction dependence on the aerodynamic loading is discussed. The influence
of the microphone locations on the far-field spectra uncertainty is also studied. The Monte-Carlo method
has been applied using the Delay-and-Sum and Clean-SC beamformers. The effect of the input uncertainty
correlation, wind tunnel velocity, facility, and algorithm are examined.
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1
Introduction

Trailing-edge noise
Trailing-edge noise is created from the interaction of the turbulent boundary layer, and its associated surface
pressure fluctuations, with the trailing edge. It has a broadband spectrum: the different lengths and frequen-
cies of the turbulent boundary layer on the airfoil generate a dispersed response, as opposed to a tonal noise
that concentrates the energy content around a very narrow band of frequencies. The review of Howe [1], or
the recently published one by Lee et al. [2] provide an excellent overview of this noise source and the current
analytical, experimental, and computational tools used in its study.

Relevance and applications
But why do we want to study it in the first place? Trailing-edge noise is an important concern for various
industries, primarily aviation and wind energy. New multi-rotor concepts like drones or Urban Air Mobil-
ity (UAM) vehicles are increasingly important in aviation. The higher number of propellers used in current
configurations increases the broadband noise [3]. This broadband noise will be very important in urban en-
vironments because the dominant low-frequency tonal noise from UAM vehicles will probably be masked by
the street noise [4]. And the broadband noise is mostly dominated by trailing-edge noise [5]. Even in heli-
copter noise, it is not a negligible noise source [6].

Trailing-edge noise also plays a key role in the wind turbine industry [7]. It is the main noise source of mod-
ern wind turbines, as demonstrated by the field measurements by Oerlemans et al. [8]. They conducted
microphone array measurements on a three-bladed 58m diameter wind turbine and found that the main
generation occurred at the outer part of the blades. Figure 1.1 shows a beamforming image from that study.
The asymmetrical pattern was attributed to the combined effect of the trailing-edge noise directivity and the
convective amplification. This is the cause of the so-called "swishing" sound of wind turbines, which can
be particularly annoying [9]. The increased perceived annoyance of wind turbine noise [10] is an important
industrial concern, since operating wind turbines may have to deviate from the optimal operating settings to
meet the noise regulations [11]. The interest of reducing wind turbine noise can be exemplified by the SIlent
ROtors by aCoustiC Optimisation (SIROCCO) project [12] or more recently by the Task 39 of the International
Energy Agency (IEA) [13]. In this context, the trailing-edge serrations, a noise reduction device initially pro-
posed by Howe [14], are increasingly studied and used for wind turbine blades [15]. Noise reductions of more
than 3 dBA (OASPL) have been measured in the field using this mechanism [16]. There is ongoing activity
to gain understanding of the flow physics around the serrations [17–20], design optimised geometries [19,
21–23], and improve the prediction models [24, 25].

Benchmarking
To fulfill this interest in reducing the trailing-edge noise, we need tools that allow us to predict it accurately.
To predict it, we first need measurements to validate the methods. The literature has plenty of studies that
compare new methods to experimental results [24, 26–29]. However, it was continuously reported that the
available experimental data was limited and scattered [30–32]. To overcome this, the American Institute of
Aeronautics and Astronautics (AIAA) has organized, since 2010, a series of ongoing workshops called Bench-
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2 1. Introduction

Figure 1.1: Noise sources over a Siemens-Gamesa wind turbine (58m diameter and 0.85 MW). Averaged over several revolutions. From
[8].

mark Problems for Airframe Noise Computations (BANC). The aim is to progress in the understanding and
prediction of the most critical airframe noise sources. It is divided into different categories, representing
each relevant source, and the first category of the workshops is the airfoil trailing-edge noise. The goal is to
cross-check available measurement data with different computation methods. It is also expected to define a
problem structure that will help future experiments fill the validation data gaps [33]. The results of the ini-
tial workshops (BANC-II-1, 2012 [34]) covered five test cases: NACA 0012 at Rec = 1.5× 106 @α = 0°,4°,6°,
NACA 0012 at Rec = 1.0×106 and α = 0°, and DU-96-180 at Rec = 1.13×106 and α = 4°. The first four cases
were defined based on the available data on turbulent length scales and transition locations. Different con-
tributors submitted computational predictions for these cases, and trends and deviations in the different
approaches were identified. The cross-comparisons allowed to correct methodologies, and further work lead
to better collapse in the predictions in the subsequent editions [35]. In the 4th edition two new cases were
added: a cambered airfoil with natural transition was introduced. The selected airfoil was the NACA 64-618
at 45 m/s and -0.88 deg and 4.62 deg. As of now1 the baseline case (#1, NACA 0012 at α = 0 deg) predic-
tions lie within the ±3 dB scatter band of the measurements. This is an improvement of the computational
agreement since the first edition, but the measurement database used is still the same. The scatter in the
experimental data effectively sets the resolution at which comparisons can be made. An improvement on the
experimental data collapse could allow for the computations to tackle the remaining small differences. The
available data-set is formed of results from different facilities, with distinct models, measurement techniques,
and post-processing. Figures 4 to 7 of the BANC-II-1 problem statement [33] show the discrepancies of these
measurements.

Current issues and uncertainties
The BANC workshop is a great and important effort to understand trailing-edge noise and cross-validate new
methods and measurements. However, it has some limitations for its use in wind turbine applications. The
Reynolds number range is an issue since the maximum Rec is 1.5×106. Cases at high lift coefficients are also
missing. This is important since the airfoils are heavily loaded in operation, where the effectiveness of noise
reduction strategies should be assessed. Regarding noise reduction, it is also a must to include serrations
in the database to have a complete benchmark. Additionally, the existing database is composed of different

1BANC-V-1 is the last edition of the workshop. Unfortunately, no summary papers are available for editions IV and V.



3

campaigns, where the model, conditions, and processing uncertainties are mixed up. It would be interesting
to try to isolate and quantify them so the scatter (±3 dB) between the different campaigns can be better un-
derstood. For instance, the use of the same model or post-processing technique could be an improvement in
this direction. These gaps were partially tackled in the work of Ferret Gasch et al. [29]. Two Siemens-Gamesa
cambered airfoils were tested to a maximum Rec of 3.7×106. These models were much more representative
of blade airfoils, and the Reynolds number was much higher than in BANC. The measurements were used to
blindly test the accuracy of different prediction codes, similarly to the BANC objectives. Their recommenda-
tions insisted again on the need to conduct uncertainty quantification of the measurements and improve the
validation database especially at moderate to high Reynolds numbers.

Summary
We have introduced the phenomena of trailing-edge noise and why it is relevant, especially for wind energy
applications. If we want to reduce it, the first step is to predict it well. To improve the prediction methods,
we need equally good experimental data to validate them. The BANC workshop is the most significant effort
in this regard. However, the measurement data used there has still some gaps for its applicability to wind
turbine noise. We would like to have data at higher Rec , Cl , and with serrations installed. Additionally, the
current measurements were found to have of an important scatter. Since the data was obtained from differ-
ent facilities, models, and methods, the source of the differences is not clear.

We want to add new data to fill this gap and have a well defined benchmark for trailing-edge noise. This Thesis
deals with new measurements carried out in this regard. The experimental data will be compiled, studied,
and characterised. The specific research objectives are given in Chapter 3, after the basic background in
experimental acoustic testing is explained in Chapter 2.

Report structure
Chapter 2 covers the background on aeroacoustic wind tunnel testing. The state-of-the-art methods and
experimental set-ups are covered, and the main relevant concepts are introduced. Chapter 3 defines the
research objectives of this Thesis. Chapter 4 explains the experimental set-up and how the data has been
processed and compared. Chapter 5 presents the analysis and further processing of the results. The main
characterisation of the data is however presented in a separate conference paper, attached in Appendix B. In
the Results section (Chapter 5) we explore more the data, study possible reasons for the differences identified,
and start to quantify its uncertainty. Finally, the conclusions and recommendations are given in Chapter 6.





2
Background on aeroacoustic wind tunnel

testing

2.1. Wind tunnel types
The ideal aeroacoustic wind tunnel can faithfully replicate the aerodynamics of the device or flow configura-
tion of interest and can measure the far-field sound it produces with the least amount of background noise.
Reynolds numbers that realistically represent the application of interest and minimal and predictable inter-
ference corrections are required for accuracy in aerodynamics. Low turbulence and very uniform free stream
is demanded. The closed test section is the typical wind tunnel setup for aerodynamic experiments. Rigid
parallel walls direct the flow over the model. We will first discuss the use of such tunnels for aeroacoustic
applications.

Hard-walls closed-section wind tunnel
Microphones can be installed on the wind tunnel walls or placed in the flow utilizing aerodynamic mounts
and nose cones. Closed test section wind tunnel’s walls may be coated to lessen acoustic reflections and re-
verberation. By protecting it from the flow to reduce pressure fluctuations caused by turbulence that might
overwhelm the acoustic pressure signal, the performance of microphones in a closed test section facility can
be considerably enhanced. A microphone array is often placed in a shallow hole in one of the test section
walls, which is then sealed off with an acoustically transparent membrane. There are particular conditions
that make it easier to conduct useful acoustic measurements in closed test section wind tunnels. For instance,
large facilities where the acoustic far field may be reached within the test section, or in the analysis of louder
sources that are not overshadowed by reverberation or background facility noise. The wind turbine fan, turn-
ing vanes, and wall roughness noise from both upstream and downstream of the test area are often the main
sources of background noise. Such parasitic sources may be directly captured by microphones positioned in
the flow or on the test section walls. [36].

The dominant correction in closed wall wind tunnels is for blockage. Compared to the incoming flow’s actual
speed, this is defined as a change in the effective free stream velocity. Additionally, blocking results in a small
angle of attack inaccuracy. The corrections are very well understood and everyone applies the same ones,
which makes the results in different facilities more comparable [37].

An example of such facility is the NASA Glenn 9x15 foot Low Speed Wind Tunnel (Figure 2.1), which has been
widely used for model turbofans and propellers [38].

Open-jet wind tunnel
The open-jet test section is a far better arrangement from an acoustic standpoint. In this case, the free stream
is projected as a jet through an anechoic chamber, and the test section walls are partially or entirely removed.
The model is then positioned in the jet so that the sound it generates travels through the jet shear layer into
the microphone instrumentation, located outside the influence of the flow field. Smaller wind tunnels are
thought to be a good fit for open-jet anechoic wind tunnels because an adequately sized anechoic chamber

5
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Figure 2.1: Test section of the NASA Gleen 9x15 foot Low Speed Wind Tunnel. Retrieved from https://www.nasa.gov/specials/9x15360/.

makes it relatively simple to position a microphone array in the far-field. However, there is a chance that the
flow’s interaction with the contraction nozzle or the collector would produce unwanted noise [36].

While the open-jet test section structure can offer a good solution to the acoustic objectives of a wind tun-
nel test, depending on the model size compared to the test section, this configuration can suffer from sig-
nificant aerodynamic interference effects. In order to adequately describe both aerodynamic and acoustic
performance, it may be necessary to conduct separate test runs in various wind tunnels or test sections due
to potential limitations on the accuracy of the aerodynamic data acquired. The deflection of the jet during
airfoil testing is principally responsible for the aerodynamic interference. This reduces the angle of attack
experienced by the airfoil from the geometrical one [39]. Apart from this necessary aerodynamic corrections,
the acoustic measurement is also complicated since the pressure waves have to travel through a free shear
layer. This leads to refraction [40] and also to unsteady amplitude and phase distortions due to the jet’s tur-
bulence [41, 42]. These phenomena change the effective distance traveled by the sound waves, the phase and
amplitude of them, and hence may diminish their correlation.

Examples of this facility type include the A-Tunnel at TU Delft (Figure 2.2) [43] or the DNW-NWB at DLR [44].

Figure 2.2: Anechoic chamber and nozzle of the A-Tunnel at TU Delft. Retrieved from [43].

Hybrid-anechoic wind tunnel
The hybrid anechoic tunnel is a third design utilized in aeroacoustic testing. Here, the closed test section’s
hard walls are exchanged out for acoustically transparent walls (also known as acoustic windows), which are
often constructed of Kevlar fabric. Acoustic instrumentation is installed in an anechoic chamber external to
the test section. The hybrid configuration’s main goal is to combine the best aspects of closed and free-jet test

https://www.nasa.gov/specials/9x15360/
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sections for aeroacoustic testing. Enclosing the jet in Kevlar walls decreases corrections to closed-test section
levels from an aerodynamic viewpoint. However, the flexibility and porosity of the acoustic windows should
also be taken into account to modify the existent corrections. A hybrid test section’s acoustic windows elim-
inate the requirement for a jet collector (and any noise it could produce) and allow for a significantly longer
test section proportional to its width. Additionally, compared to an open jet, acoustic instrumentation can be
positioned much closer to the flow and, consequently, to the sources of interest. These acoustic advantages
are compared against the need to account for acoustic losses for sound transmission through the window
and the existence of some parasitic noise at frequencies higher than around 15 kHz created by the flow over
the acoustic window material [36].

The Virginia Tech Stability Wind Tunnel [45] or the Poul La Cour Tunnel (PLCT) at DTU (Figure 2.3) [46] are
state-of-the-art hybrid-anechoic wind tunnels.

Figure 2.3: Test section of the PLCT at DTU. The microphone array can be seen behind the Kevlar wall. Retrieved from https://www.
plct.dk/.

2.2. Measurement techniques
After introducing the different wind tunnel types, we can now discuss about how the acoustic measurements
are taken. Different approaches of increasing complexity and accuracy are presented in this Section.

Single microphone
The main building block for all the acquisition techniques is the microphone. Condenser microphones are
the type commonly used for aeroacoustic applications. This type of microphone uses the change in capaci-
tance between a membrane and a backing plate to measure the acoustic pressure. In reaction to sound, the
membrane vibrates, and as the distance between the membrane and the backing plate varies over time, the
capacitance also fluctuates. A cheaper alternative would be the electret microphones (present in e.g. cell
phones). The diaphragm or the fixed plate is built with a ferroelectric pre-polarized material, eliminating the
need to provide power to the microphones. However, the characteristics of these microphones are usually not
as well defined as the scientific-grade condenser microphones. Meticulous calibration should be performed
if electret microphones are to be used. With condenser microphones, calibration is also necessary, but their
response is usually flat with frequency and can be calibrated by checking just one frequency. Electret mi-
crophones have a more frequency-dependent amplitude and phase response; thus, the calibration is more
complicated. Either way, calibrations can be conducted using a pistonphone. This device produces acoustic
pressure fluctuations of a determined amplitude by the motion of an oscillating piston at a given frequency

https://www.plct.dk/
https://www.plct.dk/
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[36, 47].

The sizes of instrumentation microphones range widely. Because acoustic pressure is integrated over a greater
diaphragm area, larger diameter microphones are more sensitive to those fluctuations. A good signal-to-
noise ratio is required when detecting especially quiet sources. The larger diaphragm also has more inertia,
which limits the frequency response. Smaller diameter microphones may have greater ranges (in frequency
and level) despite having worse sensitivity. For trailing-edge noise, it makes sense to have a limited frequency
range at high frequencies in order to achieve better sensitivity at low frequencies. Another phenomenon to
pay attention to is when the size of the diaphragm is comparable to the sound wavelength. The angle of the
incident pressure waves may affect the amplitude response of the microphone at these (high) frequencies
[36].

The positioning of the microphone (or microphones) is a compromise. On one hand, we would like to place
it as close as possible to the source of interest to maximize the signal-to-noise ratio. On the other hand, it is
better to locate them in the acoustic far-field in order to simplify the understanding of the readings and avoid
e contamination from aerodynamic pressure fluctuations. Another concern is the orientation: we want to
point them to the source so that the wavefronts are parallel to the diaphragm and the microphone response
is optimal. Additionally, microphones are often positioned at least a quarter wavelength away from the walls
to take full advantage of the anechoic chamber’s best properties [36, 47].

Using a single microphone does not directly allow us to distinguish between the sources of interest and
background noise. A part from the inability to localize the source, it could be that the source of interest is
completely masked by extraneous noise. More advanced techniques that can help to tackle this issue are
described below.

Elliptic mirror
The first approach to increase the signal-to-noise ratio is to use directional microphones to enhance the sig-
nal measured from the model. This method gained popularity after the work of Grosche in 1977 [48], and it
was initially developed for jet noise applications [49]. The acoustic waves generated by a small volume of the
source distribution are focused upon the microphone by a large concave mirror. The working principle is il-
lustrated in Figure 2.4. The mirror and the microphone are located in the acoustic far-field, which minimises
the near-field effects or the measurement of aerodynamic pressure fluctuations. By traversing the whole sys-
tem (mirror and microphone), different focal points can be measured. This allows to measure separately the
acoustic intensity from different flow regions [48].

Figure 2.4: Principle of elliptic mirror. Reproduced from [50].

An advantage of this method, besides the location capabilities, is the high mechanical gain of the system. Gain
here is defined as the ratio between the measured acoustic pressure and the acoustic pressure that would be
measured in the free-field by a single microphone. Since the total signal measured by the microphone is the
sum of the waves traveling from different points of the mirror, the effect of the (constructive or destructive)
interferences between waves has a big effect. Effective gains up to 30 dB can be achieved [48]. However, the
gain and resolution of the system are frequency and velocity dependent. [51] Therefore, extensive corrections
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need to be applied if we want to extract the absolute source levels. Additionally, measurements take a long
time since the mirror needs to be physically moved for each scan point. This makes them expensive, and
particularly unsuitable for large wind tunnels [50].

The measurements by Herr [52] are an example of how all the required corrections are applied for the AWB at
DLR. The measurements are corrected for extraneous noise sources, sound wave convection, spatial resolu-
tion of the mirror, system’s gain, and shear layer refraction.

Coherent Output Power (COP)
This technique was firstly introduced by Piersol in 1978 [53] and used widely in the trailing-edge noise studies
of Brooks in the eighties [26, 54]. It has still been used in more modern measurements such as the work of
Herr in 2010 [31].




Figure 2.5: (Exaggerated) sketch of shear layer refraction and acoustic ray transmittion
paths. Reproduced from [26].
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Figure 2.6: Trailing-edge noise directivity for
an observer in a plane parallel to the trailing
edge. Black solid lines shows the flat plate
with trailing-edge at (0,1). Blue dashed line
shows the directivy in polar coordinates cen-
tered at (0,1), given by D = sin(θ/2)2.

This technique is based on the previous knowledge that trailing-edge noise is coherent and anti-symmetric
in both sides of the airfoil [55]. A visual representation of the directivity for an observer in a plane parallel to
the trailing edge is shown in Figure 2.6. Note that this cardioid directivity directs most of the sound radiation
upstream (to the leading edge), and that the contributions to the normal direction of the airfoil are symmet-
rical. With that in mind, we can now have a look at the microphone positions of Figure 2.5 and define the
following equations for the auto-spectrum of the microphones M1, M2 [26]:

SM1,M1 = Su,u +Sn,n , SM2,M2 = Sv,v +Sm,m (2.1)

Where Su,u and Sv,v are the contributions of the trailing-edge noise perceived at M1 and M2 respectively.
Sn,n and Sm,m are the background noise contributions (shear layer, nozzle lips, etc.) measured at the micro-
phones. The cross-spectrum between both microphones is:

SM1,M2 = Su,v +Su,m +Sn,v +Sn,m (2.2)

Trailing-edge noise depends on the boundary layer state in the vicinity on the trailing edge. The possible
correlated source erasing from the wake may be neglected given the rapid decay of the transient turbulent
statistics [26]. Hence we can discard Su,m and Sn,v . Therefore, if Sn,m is small compared to Su,v then the cross-
spectrum of M1 and M2 is essentially measuring the trailing-edge noise. Note that it is only required that Sn,n

and Sm,m are mutually incoherent. No assumptions about their auto-spectrum are required. Considering the
distances from the trailing edge to the microphones R1 and R2, we can write:

SM1,M2 = ST E ( f )exp(i [±π+k(R1 −R2)]) (2.3)

Where k = 2π f /c is the wavenumber, and the (±) operand accounts for the anti-symmetry of the pressure
fluctuations. The exponential corrects for the phase difference if R1 ̸= R2. ST E is the trailing-edge noise spec-
trum that would be measured in the absence of background noise. Note, as shown in Figure 2.5, that the
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distance traveled by the sound waves R ′
1,R ′

2 is not equal to the geometrical one R1,R2 due to shear layer re-
fraction. In Equation (2.3) the corrected distances should be used. Shear layer refraction corrections will be
treated in Section 2.4.

Apart from identifying trailing-edge noise, cross-correlation between microphone pairs can also be used to
separate other sources such as the leading-edge noise. This was used in the measurements carried out by
Brooks, Pope, and Marcolini [54]. Section 4 and Appendix A of their report shows how trailing-edge, leading-
edge, and background noise could be separated by extending the reasoning described here.

Microphone array
While the COP technique works to quantify trailing-edge noise, it is built on the specific trailing-edge noise
directivity pattern and thus lacks generality for all aeroacoustics applications. The elliptic mirror approach
provided a good general way to localize sources, but the measurements took a long time and therefore were
expensive. Alternatively, since the seventies the studies have been more centered on the development of
the acoustic array [56]. A microphone array is a collection of microphones whose signals are mixed in a
certain way that amplifies sound coming from a certain scan point while attenuating sound coming from
other directions. The different microphone signals are delayed and summed to create this signal combination
according to the system’s geometry. This combination (electronic steering) is accomplished by introducing
microphone-dependent phase shifts in the frequency domain. This is why it is also called "phased array".
The benefit of this method over acoustic mirrors is that only a brief measuring period is required because the
scanning process is carried out later [50].

Figure 2.7: Microphone array sketch. Retrieved from [57].

The technique to apply this signal combination and locate sources is called beamforming. Many algorithms
are available, and they were developed for other applications such as astronomy (e.g. [58]). Even within
acoustics, microphone arrays and beamforming are common techniques not necessarily restricted to aeroa-
coustics.

2.3. Beamforming
The review of Chiariotti et al. [57] gives an overview of general acoustic beamforming techniques and possible
applications. The review of Merino-Martinez et al. [59] describes the beamforming methods specifically used
for aeroacoustic measurements. In this Section we will explore the basics of beamforming for aeroacoustics
and the methods that will be used later in this Thesis.

The process starts with the calculation of the Cross-Spectral-Matrix (CSM). It is a matrix of size N × N for
each frequency of interest, where N is the number of microphones. It represents the cross-power-spectral-
density between each microphone pair. The Peter Welch algorithm is commonly used [60]. Say the data has
been recorded at sampling frequency fs during an acquisition time Tacq . The signal can be then divided into
blocks of length H . These blocks may be overlapped with a percentage ν. A window function can also be
applied. Next, the cross-power spectral density (CSD) is calculated between each microphone pair for each
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block, given by:

Sx y ( f ) =
∫ ∞

−∞

[
lim

T→∞
1

T

∫ ∞

−∞
x∗

T (t −τ)yT (t )d t

]
e−i 2π f τdτ (2.4)

The CSD is the Fourier transform of the cross-correlation function of the two signals x(t ) and y(t ). This is
usually calculated resolving the discrete Fourier transform by means of the fast Fourier transform algorithm
(FFT) to improve the computational cost. The CSD between each microphone pair composes the CSM. Note
that it contains the relative phase information between them. The power spectral density (PSD) of each mi-
crophone forms the diagonal. This is calculated for each block, and then averaged to reduce the variance of
individual segments. In short, the Cross-Spectral-Matrix G for a determined frequency is given by:

G = 2

ω0B

B∑
b=1

y(b)y H (b) (2.5)

Where B is the number of blocks, ω0 is a correction factor to account for the overlapping, and y(b) is the
microphone signal of each block Fourier-transformed. The operand (·)H denotes complex conjugate trans-
pose. The use of the single-sided spectrum imposes the factor of 2. Note again that the diagonal of the CSM
corresponds to the auto-powers of each microphone. When the microphones are under the influence of the
aerodynamic pressure fluctuations, the background noise is too high, or the coherence loss dominates, these
auto-powers may have much larger levels than the off-diagonal terms. For instance, if the array can feel the
influence of a boundary layer (or shear layer), it is likely that the aerodynamic pressure fluctuations are much
higher than the acoustic pressure fluctuations. These larger signals will only appear in the diagonal because
the off-diagonal terms will not be coherent (unless the microphones are very close to each other). Therefore,
the diagonal is often removed from the CSM to avoid the introduction of such phenomena [50].

Delay-And-Sum
The Delay-And-Sum (DAS), or Conventional Frequency-Domain Beamforming (CFDBF) method is based on
summing delayed and weighted versions of each microphone signal. The delays and weights are determined
such that the array is "electronically steered" towards the source of interest. They are calculated according to
the relative distances between the source and microphones. This is done for each frequency of interest, and
the subsequent equations correspond to a determined narrow-band frequency f . If we consider L monopole
sources, the DAS estimate for each of them (l = 1, ...,L) is defined as:

sl (b) = 1

N
ãH

l y(b) (2.6)

Where N is the number of microphones and ãl is the steering vector for the l -th source. Both ãl and y(b) are
complex vectors of size N . The steering vector is a known vector that accounts for the mentioned delays and
weights and corrects for the different propagation for each microphone. There are different steering vector
formulations available in the literature [61]. We can consider the following one, which aims to compensate
for the amplitude and phase:

ãl =
1

rl ,0

[
rl ,1e−jkrl ,1 ,rl ,2e−jkrl ,2 , . . . ,rl ,N e−jkrl ,N

]T
(2.7)

The distances rl ,n correspond to the distance between the source l and the microphone n. k = 2π f /c is the
wavenumber of the pressure waves, and c is the sound speed. The distance rl ,0 is the distance between the
source l and the center of the microphone array, and it is just a normalization factor. Then, the estimated
power level of the l-th source is:

Pl =
2

ω0B

B∑
b=1

|s̃l (b)|2 (2.8)

Instead of working directly with the pressure data, it is more convenient to make use of the previously defined
CSM (Equation (2.5)):

Pl =
1

N 2 ãH
l Gãl (2.9)

In practice, the location and number of the sources l are unknown, so a scan grid is defined. These equations
are solved for every point within the scan grid, and the level is retrieved. This allows us to identify noise
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sources but also to quantify them. Once the whole scan grid is resolved, the obtained beamforming image
can be used to integrate the levels around the region of interest. To do that, Source Power Integration (SPI) is
used.

Source Power Integration
The use of DAS rarely leads to the correct absolute source powers. The source map obtained is the addition of
the array response for each source. The signal perceived had been convoluted with the Point Spread Function
(PSF). This is, the array response or beam pattern to a point source. The absolute levels can then be extracted
directly only if the sources are point sources with uniform directivity (in the array direction), the resolution
is high enough and there is no coherence loss. These are not fulfilled in aeroacoustic testing. To overcome
this, the Source Power Integration is used [50, 62], which aims to limit the influence of the array response in
the actual levels. It sums all the source power estimates in the desired integration region. Then the result is
normalized such that the exact power is obtained for a simulated point source in the centre of the integration
region. The response of this simulated point source is calculated using the PSF. Stated mathematically, the
integrated power PI in the integration region L is:

PI =
∑L

l=1 Pl∑L
l=1 PSF(ãl , ãs )

(2.10)

Where PSF(ãl ) is the response of the simulated point source at the scan grid point l (and thus with corre-
sponding steering vector ãl ). ãs is the steering vector of the point source, located at position s.

PSF(ãl , ãs ) = ãH
l

(
ãs ãH

s

)
ãl (2.11)

Clean-SC
A more advanced beamforming technique is Clean [58]. It was designed by astronomical researchers to elim-
inate side lobes of very bright stars. It is actually a post-processing treatment of the DAS results. It starts by
searching for the location of the maximum source power in the beamforming image. Then, the theoretical
beam pattern (PSF) of that source (including side lobes) is subtracted from the image. The "dirty" pattern is
replaced by a "clean" one which only includes the main lobe. This procedure is done in an iterative manner
for multiple sources.

The drawback of this procedure is the assumption that the source beam patterns are based on PSFs. It is
assumed that the problem may be characterised by a finite number of point sources, and that there is uniform
source directivity and no coherence loss. This is not the case in most of the aeroacoustic tests. Sijtsma [63]
proposed an extension to this method and named it Clean-SC (Clean based on spatial Source Coherence).
The idea and the iterative procedure is exactly the same as in the original. The essential difference lies in how
the "dirty" sources are removed. In the Clean algorithm the PSF is used, whereas in Clean-SC computations
the map is created solely based on the CSM retrieved from the source(s) of question. A "degraded" CSM is
iteratively built as:

G =ϕ
I∑

i=1
P (i−1)

l h(i )hH(i ) +D (I ) (2.12)

Where D is the degraded CSM and h is calculated from the maximum source of the degraded map assuming
incoherent sources. ϕ is just a relaxation factor. The "undegraded" part of the CSM (ϕ

∑I
i=1 P (i−1)

l h(i )hH(i ))
contains the essential information of the most important sources.

2.4. Wind tunnel corrections
When the wind tunnel types were introduced we saw that all the set-ups proposed required aerodynamic and
acoustic corrections. These are summarized in this Section.

Aerodynamic corrections for hard-walls closed-section wind tunnels
We will start from the basic and more common case: a relatively thin airfoil with attached flow in a hard-walls
close-section wind tunnel. This is a century-old problem, studied since the work of Lock in 1929 [64]. The
presence of the model changes the flow field that would develop without it. The airfoil blocks part of the
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available cross-sectional area, leading to an increase of velocity. The wake also contributes to this effect and
it additionaly induces a pressure gradient in the flow direction. Moreover, the streamline curvature induced
by the airfoil loading is altered by the tunnel walls. The corrections commonly used to account for those effect
are given since the works of Allen and Vincenti [37] and Garner et al. [65].

Let us tackle blockage in the first place. This is the increase of the perceived velocity by the model due to the
combined presence of the model and its wake:

U = (1+εb)U ′ (2.13)

εb is the total blockage factor, U ′ is the uncorrected velocity and U is the corrected one. We can put it in terms
of the dynamic pressure:

q

q ′ =
ρ

ρ′

(
U

U ′

)2

(2.14)

The quantities with a prime will be always the uncorrected version of the parameter. The true density is found
from the isentropic relation:

ρ

ρ′ =
(
1− γ−1

2
M ′2

[(
U

U ′

)2

−1

]) 1
γ−1

(2.15)

Using Equation (2.14) we can correct for a given force coefficient by applying:

Ca =C ′
a

(
q

q ′

)
(2.16)

Additionally, we should correct the Reynolds and Mach number similarly:

Re = Re ′
(
ρ

ρ′

)(
µ′

µ

)(
U

U ′

)
M = M ′

(
U

U ′

)√
T ′

T
(2.17)

The correction for viscosity and temperature are given by Equation 30 of Allen and Vincenti [37] and are again
based on isentropic flow relations. We know now how we should correct all the environmental conditions of
the test, but we have still to determine what is the blockage factor εb . To do so, let’s separate the model and
the wake contribution:

εb = εs +εw (2.18)

εs and εw are the solid (from the model) and the wake blockage respectively. The solid blockage is analytically
calculated using potential flow theory. According to Allen and Vincenti [37]:

εs = Λσ
β3 (2.19)

Where Λ depends on the shape of the base profile and σ depends on the size of the airfoil relative to the
tunnel height:

Λ= 16

π

∫ 1

0

y

c

√(
1−Cp

)(
1+

(
d y

d x

)2)
d

x

c
(2.20)

σ= π2

48

( c

h

)2
(2.21)

Where h is the tunnel height, c is the airfoil chord, Cp is the base profile pressure coefficient at chord position
x, and y is the normal coordinate. Alternatively, in [65] another expression is proposed:

εs = π

6

(
1+1.2β

t

c

)
A

β3h2 (2.22)

A is the airfoil cross-sectional area, β =
p

1−M ′2 is the compressibility correction factor and t is the airfoil
thickness. The difference in the results from Equations (2.19) and (2.22) is low [66]. Up to now, we have not
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considered the effect of the lift. Equation 5.15 of [65] provides a way to account for the angle of attack α (in
radians):

εs (α) = εs

(
1+1.1β

c

t
α2

)
(2.23)

Now we are only missing the contribution of the wake. It can be analytically related to the measured drag
coefficient using conservation laws, and it is given by [65] as:

εw = 1

4

( c

h

) 1+0.4M ′2

β2 C ′
d (2.24)

Besides the blockage, the model wake also creates a pressure gradient in the flow direction. It is also called
wake buoyancy, and it should be taken into account for the drag calculation if it is measured using a balance
or the model pressure distribution [37]:

Cd =C ′
d

[
1− 1+0.4M ′2

β3 Λσ− (
2−M ′2)εb

]
(2.25)

Now we need to address wall effect on the curvature of the streamlines, or lift interference. Since the stream-
lines along the wall must be straight this affects the development of the whole flow field. Using vorticity-based
methods, Allen and Vincenti wrote: [37]

α=α′+∆α (2.26)

Cl =
(
C ′

l +∆Cl
) q ′

q
(2.27)

Cm = (
C ′

m +∆Cm
) q ′

q
(2.28)

The moment coefficient Cm is based at x/c = 1/4. The increments ∆α,∆Cl ,∆Cm quantify the effect of the lift
interference, and are given by:

∆α= σ

2πβ

(
C ′

l +4C ′
m

)
(2.29)

∆Cl =−C ′
l

σ

β2 (2.30)

∆Cm =C ′
l

σ

4β2 (2.31)

These corrections are truncated at (c/h)2. They can only be applied up to c < 0.4βh [65]. Section 2.2.2. of
Garner et al. [65] extends them to the order (c/h)4.

All these corrections should also be present in the pressure distribution measurements. This can be done, in
the same logic as the previous derivations, following Equation 74 of [37]. Figure 2 of [66] provides a practical
example of how well the wind tunnel data at different c/h matches after the corrections are applied. The same
reference outlines correction schemes to be applied beyond the attached regime. When the angle of attack is
too large, the corrections pointed here cannot be applied. A different methodology should be then used.

Aerodynamic corrections for open-jet wind tunnels
The use of open-jet wind tunnels suppresses the need to correct for blockage and wake buoyancy, because
the wake is free to expand. Nonetheless, it brings other effects that should be corrected for. Those are the
down-wash due to the airfoil finite span, and the streamline curvature induced by the airfoil loading. The
former is given by the 3D effects created at the model tips: since the pressure difference must go to zero, two
vortices are created which reduce the angle of attack perceived by the model. This can be reduced to a very
large extent by the use of side-plates, which help with the 2D flow approximation. In that case, Mangler [67]
proposed:
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α=α′−κ 1

2πAR
C ′

l (2.32)

Cd =C ′
d −κ 1

2πAR
C ′2

l (2.33)

The angle of attack correction is in rad, AR = b/c is the aspect ratio and κ depends on the side-plate geometry.

This down-wash correction is a second order correction provided that side-plates are used. The streamline or
jet curvature is usually more relevant. If the upper and lower boundaries are free, the lift of the airfoil induces
a deflection of the incoming jet. This deflection will generate, in turn, an effective angle of attack change
and will increase the measured drag. Generally, the corrections for open-jet are larger than in the closed test-
section case and also introduce more uncertainty [65]. Garner et al. [65] describe an analytical correction
based on the method of images which replaces the airfoil with a single vortex:

α=α′− 1

2π

(
L0

L
−1

)
C ′

l (2.34)

Cd =C ′
d − 1

2π

(
L0

L
−1

)
C ′2

l (2.35)

Where L0/L is the ratio of 2D lift to total lift, which is a function of the chord-to-height ratio c/h and the aspect
ratio b/c (Figure 2.10 of [65]). Brooks and Marcolini [39] have a higher order method. Instead of representing
the airfoil with a single vortex, they distributed vortices along the airfoil chord. The corrections are then:
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C ′
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And σ is again the value given by Equation (2.21). The comparison of Fuglsang et al. [68] shown that both
methods lead to very similar results. For symmetrical airfoils, the latter correction for the effective angle of
attack can be simplified:

α= α′

η
η= (1+2σ)2 +p

12σ (2.38)

Note that this equations only depends on the system geometry (c/h), which makes it immediate to apply.
This becomes very useful because we can define in advance the effective angles of attack of interest, instead
of correcting afterwards.

In practice, sometimes the angle of attack correction is applied by comparing the measured pressure distribu-
tions at α′ (measured) to the predicted Cp at α (effective). The predicted Cp is obtained either by using CFD
or panel methods (e.g., XFOIL). The drawback of this method is that the measured data is forced to match
with the predicted one, and the results are heavily correlated with the computations.

Aerodynamic corrections for hybrid-anechoic wind tunnels
If aerodynamic measurements are to be taken with Kevlar walls, additional considerations should be taken
into account. The airfoil loading creates a pressure difference in the Kevlar membranes, which induce some
flow transpiration and hence a velocity normal to the stream-wise direction [45]. The classical corrections
outlined before must then be modified to account for this new velocity component. Appendix A of K. Brown
Ph.D. Thesis provides the modified corrections [69].

Different approaches may be used to calculate the transpiration velocity. Fischer et al. [70] shows a compar-
ison of different methodologies to do so for two different wind tunnels (Poul La Cour Tunnel at DTU and the
Stability Wind Tunnel at Virginia Tech). Both facilities used potential flow methods to get the velocity and
pressure difference on the membrane. The same formulation as for the hard-wall case is used but now source
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terms are introduced in the walls to represent the transpiration. In the DTU case, the velocity is calculated
from the pressure difference using the Bernoulli equation corrected for the porosity of the membrane [70]:

vt =
√

2∆p/
(
ρ

(
1/(rc ro)2 −1

))
(2.39)

In the Virginia Tech methodology, an empirical fit is used instead:

vt = kc∆p0.5
(

∆p

∆p +kp

)0.073

(2.40)

kc ,kp ,rc and ro depend on the membrane characteristics. Another difference between both methodologies
is that Virginia Tech accounts for the membrane deformation in the potential flow calculations. Despite the
slightly different corrections, the comparison of the corrected results from both facilities lead to the usual
scatter present in hard-wall wind tunnels. This suggested that hybrid-anechoic wind tunnels can be reliably
used for aerodynamic measurements [70].

Shear layer corrections
Up to this point we have studied the aerodynamic corrections, namely the angle of attack, force coefficients,
and dynamic pressure corrections. Now we will move on to the acoustic ones, starting by the shear layer cor-
rection. We will here summarize the correction proposed by Amiet [40]. Consider the geometry of Figure 2.8.

Figure 2.8: Shear layer refraction sketch. Reproduced from [40].

A source at position S is emitting acoustic waves within a flow field at velocity U∞. A distance h separates
the source to the shear layer. A microphone is placed at position M , located at geometrical distance rm with
an angle θm . However, the sound waves arrive at the microphone through the point R due to refraction. We
want to know what is the true propagation angle θc to know the corrected observer distance and propagation
time. We can start by working out the geometrical relations in the sketch:

H cotθm = h cotθc + (H −h)cotθt (2.41)

We can get rid of θt by using Snell’s law:

1

cosθt
= 1

cosθi
+M (2.42)

θi is the incident angle of the sound wave at point R. We can relate it to θc by considering the propagation
of the acoustic wave. Point S′ shows the apparent center of the spherical wave that has arrived at point R.
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This wave has taken h/(c sinθi ) to propagate from S to R. In this time the wave center has been convected
downstream a distance hM/sinθi . With this distance we can write:

h cotθc −h cotθi = hM/sinθi (2.43)

We now have three equations (Equations (2.41) to (2.43)) with three unknowns (θi ,θt ,θc ). These can be solved
iteratively. Note the dependence on M and H/h. The magnitude of the correction as a function of these
parameters may be clearly seen in Figure 10.18 of [36]. Increasing M and H/h leads to higher differences
between θm and θc .

Besides the distance correction, we should also take into account the amplitude change induced by the shear
layer. Two effects play a role: the loss of acoustic pressure due to the transmission, and the difference in the
geometrical spreading of the waves. The same paper by Amiet [40] describes it, and the derivation is a bit
more cumbersome due to the more difficult geometrical relationships. Ray-tubes should be considered to
account for this geometrical spreading. The final equations for the correction are again dependent on H/h,
M , and θm . Very small corrections should be applied for θm ≈ 90 deg and low Mach numbers. However, if
the geometrical angle deviates a lot from this value (say, 45 deg), corrections up to ±5 dB should be applied.
This is because the internal reflection of the acoustic waves plays a big role. Additionally, increasing the Mach
number would also demand for larger corrections. This can be clearly seen in Fig 10.21 of [36].

In all these derivations an infinitely thin shear layer was considered. Amiet’s paper [40] also describes the
corrections for infinite thickness, and shows that they lead to similar values provided that no extreme θm

angles are used. The curvature of the shear layer (for e.g. a circular open-jet) is also considered to expand the
correction.

Kevlar walls transmission loss
The presence of the Kevlar walls in the transmission path creates an additional attenuation of the acoustic
pressure. This transmission loss depends on the membrane characteristics and the flow conditions. Usually,
this is corrected empirically by placing a speaker on one side of the test section (outside) and recording the
measurements using a microphone in the other side, so the sound waves travel through two Kevlar walls. The
sound measured by the microphone is then compared to the free-field case to give an empirical correction.
Curve fits in the form described by Devenport [36, 71] are then applied. These have the following form for a
given fabric characteristics:

∆Kevlar = 0.0059

(
f

1000 Hz

)2

+0.0145

(
f

1000 Hz

)
(2.44)

∆Flow =
[

1−e−1.057( f /1000 Hz)
](

5.4316M +88.95M 2) (2.45)

Where the first represents the loss without flow and the second the additional effect of the velocity. Equations
are given in dB. The total correction increases with M and f .

Instead of relying in this empirical correction applied to the final spectra, a more physics-based correction
was recently developed by Fischer et al. [72]. The acoustic ray procedure was employed (similarly as Amiet’s
correction [40]) to update the amplitude and distance corrections taking into account the Kevlar walls effect.
The resulting corrections can then be applied in the calculation of the steering vectors when using beam-
forming (Section 2.3).

Turbulence decorrelation
The sound that we are measuring travels through a shear layer before it is measured by the multiple micro-
phones of the array. The coherence of the signal recorded by the microphones is reduced in this process. The
turbulence of the shear layer induces a variation in the time delay from the source to each microphone that
depends on time and microphone position [41]. The random turbulent structures create random time de-
lays that cannot be predicted with the acoustic ray technique used in the infinite shear layer theory [40]. The
magnitude of the coherence loss increases with microphone distance, frequency, and turbulence level. This
phenomena results in a reduction of the beamforming image resolution, and yields lower integrated levels
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[73].

Ernst et al. [74] provided a methodology to predict this coherence loss due to the turbulent shear layer of an
open-jet tunnel. They estimated the influence of the coherence loss on the measured peak levels and the
effect on the resolution array. Then a coherence function was then modeled to be able to predict these losses.
However, the modelling requires a lot of information on the shear layer characteristics, such as its thickness
and its mean turbulent velocity, which limits its applicability without carrying out additional and expensive
measurements. More recently, C. Bahr [75] used a similar methodology to integrate decorrelation effects into
microphone array measurements. It still relies on a modeled coherence function that needs experimental
shear layer data.

2.5. Uncertainties and limitations
Despite acoustic array methods being the state-of-the-art technique, the uncertainty of the measurements is
rarely presented. Castellini and Martarelli [76] explored the effect of uncertainties in the sound speed, micro-
phone sensitivities, microphone positions, and scan grid position. The DAS beamformer was used. However,
their analysis was restricted to a 2D setup where the sources were defined with an angle instead of 3D co-
ordinates. Moreover, it was a general acoustics study and not directly meant for aeroacoustics applications.
Yardibi et al. [77] extended their study to define a general uncertainty quantification methodology for aeroa-
coustic beamforming. It was also based on the DAS beamformer. First-order Taylor series expansion and the
Monte-Carlo method were used for the uncertainty propagation. The uncertainties of the CSM, the array cal-
ibration, the microphone location, and the room temperature were considered. The uncertainty introduced
(and avoided) during the calibration procedure was also studied. The final uncertainty mostly depended on
the microphone position uncertainty and the array broadband distance. Nonetheless, the study was mainly
limited to simulated monopole sources and only applied to the DAS beamformer.

Even if UQ is performed for a given beamforming or deconvolution algorithm, there is some uncertainty in-
herent to the algorithm choice. This is more difficult to systematically quantify. Differences greater than 10
dB have been previously found depending on the choice of algorithm [78, 79]. These papers also showed that
distinct implementations of the same algorithm could yield different results. There is no obvious algorithm
that should be used for all the cases. In general, if the source is dominant, all of them can do the work. When
that is not the case, looking at the beamforming maps may help to identify which one is working. The study
of Bahr et al. [78] compares several methods and summarizes how they behave for leading and trailing-edge
noise. O. Lylloff Ph.D. [46] compares three different beamformers for trailing-edge noise. Merino-Martinez
et al. [43] also studied different algorithms for various sources including trailing-edge noise. There is not a
consensus between these studies on which beamformer should be used for trailing-edge noise.

The modeling uncertainty introduced by the acoustic corrections is also challenging to assess. For all the cor-
rections listed before (shear layer refraction, Kevlar walls transmission loss, and turbulence decorrelation),
some assumptions are violated in actual tests (e.g. infinitely thin shear layer for [40, 72], or no background
noise [75]). However, for the shear layer correction (the most important one and generally applied), the as-
sumptions are proven to give good results [80]. All these corrections affect especially at high frequencies,
since they mainly correct for the phase lag in each microphone, and thus may introduce more uncertainty in
that region.

At high frequencies, trailing-edge noise measurements are sometimes also jeopardized by the low signal-to-
noise ratio. Defining an adequate signal-to-noise ratio is difficult because the tunnel background noise is not
the same when the model is installed as when running empty. Therefore both acoustic measurements can-
not be directly compared. A possible method is to integrate the beamforming image separately for the source
(trailing-edge) and the likely extraneous noise (model corners) [81]. This may provide an estimate of the SNR
at high frequencies, where the resolution is good, but it is less applicable at low frequencies, where the array
resolution is limited, and the sources are difficult to discern. This is a problem because usually, the peak fre-
quency of trailing-edge noise is at relatively low frequencies (≤ 2) kHz. The use of deconvolution techniques
such as Clean-SC or DAMAS may help to retrieve more accurately the level [46]. However, in the presence of
another relevant source (e.g., the leading edge), all the located sources may lie outside the integration region
[82].
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All these possible effects and uncertainties could lead to the previously mentioned differences in the current
trailing-edge noise data-sets (Chapter 1). In the following Section we will define the research objectives that
hopefully will help to understand more the differences in the experimental data and ultimately improve the
existing trailing-edge noise data.





3
Research objectives

The preceding sections have explained the current methodologies for trailing-edge noise measurements, as
well as the limitations in the existing approaches and experimental data. Two objectives are formulated below
aiming to fill some of the gaps by (1) improving the available data and (2) gaining insights on the measurement
uncertainty.

1. Study and characterisation of new measurements taken for wind tubine trailing-edge noise.

Given the problems with the current BANC database for trailing-edge noise, and considering the lack
of applicability for wind turbine purposes, a new experimental campaign was commenced. An airfoil
representative of wind turbine blades was measured in different aeroacoustic facilities under a wide
range of test conditions. The details are covered in the Methodology Section. The first objective of the
Thesis is to compile all the resulting data and study it. We can define a list of features to examine:

(a) Check that the qualitative trends in each facility are the same. Study the effect of the Rec , M ,αe f f ,
forcing of the boundary layer, serration geometry, and flap angle.

(b) Scale comparable results to the same conditions and quantify the scatter. Study collapse quality
in different scenarios (e.g., different αe f f or serration type).

(c) Study different scaling methods and the collapse they produce. Check if the measurement uncer-
tainty can explain the scatter in the scaling.

(d) Link the differences in the acoustics to the aerodynamic behavior.

(e) Assess possible facility and processing effects.

The ultimate goal is to establish this data set as a trailing-edge noise benchmark once the data is fully
analysed and understood.

2. Microphone location uncertainty quantification using the DAS and Clean-SC beamformers.

The preceding dataset will be also used to expand the knowledge on the uncertainty dependencies
during the beamforming processing. A parametric study on how the microphone location uncertainty
propagates will be conducted. The following will be investigated:

(a) Beamforming algorithm effect, by comparing DAS and Clean-SC uncertainties. Do they propagate
the uncertainty differently?

(b) Velocity effect. Does the uncertainty increase with the flow speed?

(c) Facility effect, by comparing different wind tunnels. How does the tunnel size affect the uncer-
tainty?

(d) Perturbation direction and correlation effect. Which errors in the microphone location should we
especially avoid?
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4
Methodology

In this Chapter we will explain how the data that will be presented in the Results was obtained. Firstly, the
description of the experimental campaign performed by the different institutions involved is given in Sec-
tion 4.1. Then, an overview of the scaling applied to the data is presented in Section 4.2. Finally, the approach
used for the uncertainty quantification is described in Section 4.3.

4.1. Experimental set-up and post-processing
This Section highlights the key characteristics and differences of the models tested, the experimental set-ups,
and the post-processing. A more complete description is presented in Sections II and III of Appendix B.

Model description
The airfoil under study is the NACA 633-018. This airfoil has been selected because it is the uncambered ver-
sion of the 6 digit NACA 63 series, used in wind turbine blades [83]. It has the desired characteristics for wind
turbine use such as not so high maximum lift coefficient, soft stall behavior, and low roughness sensitivity.
It is symmetric, which allows to set a good baseline where the questions introduced by the loading correc-
tion do not apply. At the same time, it has similar pressure distributions to typical wind turbine airfoils when
loaded [84].

Data from two different NACA 633-018 models have been used in this study. They have been built with dif-
ferent chord lengths to increase the Reynolds number range of the measurements. The small model had a
chord length of 0.2 m and will be called Low Reynolds number Model (LRM). The large model (High Reynolds
number Model, HRM) had a chord of 0.9m. The span of both models was modular to be able to fit and adapt
to the different wind tunnels. More details about their manufacturing and characteristics may be found in
[70, 81].

Both models are instrumented with surface pressure tabs. They are primarily distributed in the chord-wise
direction to obtain the Cp data but also in the span-wise direction to check the two-dimensionality of the
flow. The measurements have been conducted with both natural and forced boundary layer transition. The
forced transition has been achieved with zig-zag strips at 5% chord from the leading edge on both sides of the
model. This case allows to have a better comparability and reproducibility of the measurements.

Two serration geometries have been tested. The conventional sawtooth serrations and the so-called iron ser-
rations [21]. The serration peak amplitude (0.1c) was twice the wavelength (0.05c). The effect of the flap angle
ϕ (the angle between the airfoil’s chordline and the the serration’s chordline) was also assessed by testing the
HRM at ϕ = 4 deg and the LRM at ϕ = 8 deg. Nonetheless, significant uncertainty was detected in the real
value of the flap angle. Detailed measurements at DTU showed that instead of the nominalϕ= 0 deg case the
serrations were actually installed at a mean angle of 4.16 deg and 4.43 deg for the iron and sawtooth serrations
respectively. Spanwise differences up to 3.8 deg were also measured.
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Facilities description
The HRM has been tested in the Poul La Cour Tunnel (PLCT) at the Denmark Technical University (DTU),
and the LRM has been studied in both the A-Tunnel at TU Delft, and the Acoustic Wind Tunnel Braunschweig
(AWB) in the German Aerospace Center (DLR). The aerodynamics of the HRM have also been measured in
the low-speed Wind-Tunnel Braunschweig (NWB) of the German-Dutch Wind Tunnels Foundation (DNW)
and in the Low-Turbulence Tunnel (LTT) of TU Delft. A short description of each facility is now given here,
emphasizing on the different aspect ratio, Rec range, and measurement technique of each facility. More
complete information is available in Section III of Appendix B. A general overview is also shown in Table 1 of
Appendix B.

The Poul La Cour Wind Tunnel at DTU is a closed loop wind tunnel. It can be used in hard-wall configuration
to focus on the aerodynamics, or with Kevlar walls to measure acoustics simultaneously. The acoustic data
is acquired with a phased array of 84 microphones, separated 2.785 m from the model and 1.2 m from the
Kevlar walls. The data was post-processed using Clean-SC and DAS. More information about the set-up and
the post-processing is available in O. Lylloff’s Ph.D. [46]. The HRM was tested in this facility in a Rec range of
2 to 4 million. The aspect ratio of the model was 2.22. Boundary layer data was also acquired at Rec = 3×106

using Hot Wire Anemometry (HWA).

The A-Tunnel at TU Delft is an closed-loop open-jet anechoic vertical wind tunnel. A description of the tun-
nel may be found in [43], and the complete set-up of this project and the analysis of the results is available
in [81]. Two outlet nozzles with different contraction ratios were used to measure with different velocities.
The acoustic data was recorded with a phased array of 64 microphones. It was post-processed using DAS and
integrated with the SPI method. No diagonal removal was applied. The LRM was tested in this tunnel in a Rec

range of 0.18 to 1 million. The aspect ratio of the model was 2 in this tunnel. HWA was employed to acquire
boundary layer data.

The LTT at TU Delft is a closed-circuit tunnel originally used for aerodynamics. It has been recently refur-
bished for acoustic measurements [81], but only aerodynamic data from this tunnel has been used in this
project. The HRM was tested here at Rec = 1−3×106. The aspect ratio of the model was 1.39 in this tunnel.
Boundary layer information was extracted using Particle Image Velocimetry (PIV).

The AWB at DLR is an anechoic open-jet, closed-circuit wind tunnel. Two different measurement techniques
were used for he acoustic data. A directional microphone in a 1.4 m outer diameter elliptic mirror was used
simultaneously with a phased array of 96 microphones. The measurements of the latter were processed using
Clean-SC. The model’s aspect ratio was 4, and the Rec range of the tests was 0.38 to 0.77 million.

The NWB at DLR is a closed-circuit wind tunnel that can be used in closed-walls or open-jet configuration.
For the results presented here, only aerodynamic data from this tunnel was available. The HRM was measured
at Rec = 1.9−4.8×106 with an aspect ratio of 3.11.

Available dataset
A summary of the test cases for the acoustic measurements is shown in Figure 4.1. The AWB and the A-
Tunnel, which cover the lower part of the Reynolds number range, used the LRM, whereas the HRM was
tested at DTU. The gap between models is filled in the aerodynamic measurements with the LTT data, but
unfortunately there is a Rec jump in the acoustics. There are many overlapping points in the LRM which
allow direct comparison between facilities. The geometrical angles of attack were chosen such that their
effective ones were equivalent (see Section 2.4, wind tunnel corrections).
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Figure 4.1: Summary of the acoustic data (straight trailing edge and tripped bounary layer).

This Thesis’ author did not participate in the experimental campaigns. When the Thesis started, the results
were (mostly) available. They have been compiled and put in the same format. The data has been cleaned
and completed (e.g., missing environmental properties, frequency representations, and boundary layer pa-
rameters). The resulting data-set has been prepared into a convenient Python Pandas data frame that can be
easily shared, compared, and analysed. After the first analysis carried out in this Thesis, the idea is to continue
exploring this data and publish it as a reference database for trailing-edge within the efforts of BANC.

4.2. Scaling
The preceding Section has shown a large matrix of measurement conditions. To enable comparability be-
tween them, check trends, and be sure that we are measuring trailing edge, the measured spectra should
be scaled to the same reference conditions. Finding a scaling formulation that works is very useful because
it allows us to understand how noise is generated, identify key parameters, and get hints on what could be
changed to lower it. The traditional way to scale trailing-edge noise comes from the analysis of Ffows Williams
and Hall [55]. This is the theoretical result of turbulence convecting above a large flat plate and past the TE,
and can be written as:

<p2>∝ ρ2v ′2 U 3
c

c

(
bL

r 2

)
D̄ (4.1)

< p2 > corresponds to the mean-square sound pressure measured at a distance r from the TE. ρ is the air
density, v ′2 the mean-square turbulence velocity, U 3

c is the turbulence convection velocity,and c is the speed
of sound. b is the span length and L is a turbulence length scale. D̄ corresponds to the directivity factor. It is
then assumed that v ′ ∝Uc ∝U and L ∝ δ or δ∗, which are, respectively, the boundary layer thickness and
the boundary layer displacement thickness. Therefore, one can calculate the scaled spectrum using these
parameters as:

SPL1/3,scaled - freestream =SPL−50log10(MU /Mr e f )−10log10(δ∗SS /δr e f )

−10log10(b/br e f )−20log10(rr e f /r )
(4.2)

Stδ∗ = f δ∗SS /U (4.3)

This is also the scaling formulation used in the BPM model [54], and it is widely used to compare acoustic
results. However, as they point out in the same BPM report, a perfect collapse is not expected. The peak
location is predicted to be Mach-dependent, following Stδ∗,peak = 0.02M−0.6.

The classical two-layer boundary layer theory says that an incompressible boundary layer at equilibrium is
dependent on two sets of scales: inner and outer boundary layer scales [85]. When scaling the surface pres-
sure fluctuations, two different scaling formulations are commonly used for different parts of the spectrum
[31]. The outer boundary layer scales provide a better collapse in the low frequency region, and the inner
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boundary layer scales work better at high frequencies. Similarly, the far-field noise may be scaled using an
equivalent set of parameters. The scaling formulation used in the work of Herr [31] will also be also explored
here. A scaling is defined using the so-called "mixed boundary layer scales":

SPL1/3,scaled - mixed scales =SPL−20log10(Mue /Mr e f )−30log10(Muτ/Mr e f )

−10log10(δ99/δr e f )−10log10(b/br e f )−20log10(rr e f /r )
(4.4)

Stmixed scales = f δ99/ue (4.5)

Where Mue is the Mach number based on the edge velocity, and Muτ is based on the wall friction velocity
uτ =

√
τw /ρ. The Mach number based on the eddy convection velocity MV should be used instead of Mue

(see Equation (4.1)). However, this value is not experimentally available. When not available, previous studies
in the literature have taken a factor of the freestream velocity or the edge velocity [31, 86]. However, it is known
that the eddy convection velocity is frequency dependent [87]. This dependency is neglected and the full edge
velocity is taken instead to represent MV . This scaling formulation is more directly related to the FWH result,
and better collapse is expected especially at low frequencies due to the chosen length and velocity scales.
Similarly, a scaling based on inner boundary layer scales may be formulated:

SPL1/3,scaled - inner scales =SPL−20log10(Mue /Mr e f )−20log10(Muτ/Mr e f )

−10log10(δ99/δr e f )−10log10(b/br e f )−20log10(rr e f /r )
(4.6)

Stinner scales = f ν/u2
τ (4.7)

The Strouhal number is now based on the viscous sublayer length and velocity scales, which should represent
more accurately the boundary layer at high frequencies.

Boundary layer parameters
To be able to apply these scalings to the data, we need to obtain the necessary boundary layer parameters.
The HWA measurements can be used to obtain them. The procedure is the following. Firstly, the measured
velocity profiles at the TE are fitted to the logarithmic layer to obtain uτ and the corrected wall distance from
the first measurement point [88]. Using those, δ99 and the corresponding ue are calculated from the region
where the velocity fluctuations are constant, and then the displacement thickness is integrated [85]. This fit-
ting method may be controversial because it involves matching the data to pre-existing results. Moreover, the
fitting may be badly conditioned if not enough points are measured near the wall, which could be possible
for the thin boundary layers in the LRM measurements. To check results and be confident about them, the
"diagnostic plot method" [89] was also used to extract the boundary layer parameters, and very similar results
were obtained.

The issue with using the measured boundary layer parameters for the scaling is that we do not have data for
all the cases. To overcome this, XFOIL has been used to get quick predictions for all the conditions. The tran-
sition has been specified at the tripping position for the forced boundary layer cases. In the natural transition
cases, the transition location occurs where the amplitude of the most amplified Tollmien-Schlichting wave
reaches the specified ncr i t [90]. The resultant Cp is very sensible on the transition location criteria specified.
To select the appropriate value, the measured Cp distributions have been compared with XFOIl predictions
at different ncr i t . Figure 4.2 shows this comparison for the LRM measurements atαe f f = 0 deg. It is observed
how the selected ncr i t = 9 captures well the extent of the laminar separation bubble for all the cases. This
will be then the value used then for the XFOIL calculations. The same procedure has been followed to deter-
mine the ncr i t for the HRM cases, although the higher Rec range makes the results much less sensitive to this
parameter.
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Figure 4.2: Cp measurements compared to XFOIL predictions for the LRM at αe f f = 0 deg. Markers show measurements, and lines of
the same color show the corresponding XFOIL prediction at ncr i t = 9. Natural transition.

Since XFOIL does not provide predictions of δ99, the empirical results have been used to fit the generic solu-
tion of the turbulent boundary layer thickness growth [85], given by:

δ99, turb. = Kδ99

{
0.29

(c −xtr. )5/4[( c−xtr
c

)
Rec

]1/4
+δ5/4

99, lam.

}4/5

(4.8)

Where δ99, lam. = 5xtr/
√

Rextr is the Blasius solution for the laminar boundary layer, xtr is transition location
measured from the leading edge, and Kδ99 is an empirical factor to account for the pressure gradient. It is
different in the natural and forced transition cases, and has been determined by fitting the measured δ99 to
these expressions. This is analogous to the methodology in [81].

4.3. Uncertainty quantification
The NACA 633-018 data-set has been used to get more insights about the effect of microphone location uncer-
tainty. The procedure proposed by Yardibi et al. [77] has been followed. In their study, two different method-
ologies were used. Linear Taylor-series expansion and the Monte-Carlo method. The latter is more flexible
and it can be directly applied to different beamforming algorithms. The former is not, since the Jacobian
matrix of, say, the power estimated by the Clean-SC algorithm cannot be determined analytically. Since the
analysis will be applied also to Clean-SC, Monte-Carlo method will be used. A theoretical introduction of the
method is given in Appendix A. Despite its low convergence rate, it does not suffer from the "curse of dimen-
sionality", which makes it suitable for this application because the number of inputs will be considerably
large.

The assumed input probability distribution will be normal distributions centered at the nominal location of
the microphones. Two cases will be considered. On one hand, the uncorrelated case will mean that the per-
turbations have been generated individually for each microphone and each direction. On the other hand,
the correlated case will refer to the global perturbation of the array. In the latter case, the three directions will
still be independent. From these input probability distributions, samples will be drawn, the beamforming
process will be carried out with the perturbed locations, and the probability distribution of the outputs will
be analised.

To propagate the uncertainty, the beamforming process will be applied taking into account the perturbed
microphone locations. This means that new steering vectors will be calculated for each sample according to
the new distances between the microphones and the scan grid. The CSM will be kept the same. Alternatively,
we could modify the phases of the CSM according to the perturbed distances and keep the same steering vec-
tors. However, the first procedure will be followed to avoid the re-calculation of the CSM and be aligned with
Yardibi’s methodology. When the DAS beamformer is used, the final source power will be integrated using
SPI. In that case, the PSF for the scaling of the power will also be calculated using the perturbed microphone
locations.
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For the beamforming computations, the library AeroAcoustics.jl1 was used. This is the same code the DTU
data was initially post-processed with. Since we will study also the A-Tunnel data, a previous comparison
of beamforming codes was carried out. The A-Tunnel measurements were adapted to this new format until
both codes lead to the same output (<0.4 dB error).

The number of samples to use in the calculation depends on the acceptable error of the results. A study has
been carried out using the data from the A-Tunnel at 45 m/s. The microphone locations have been perturbed
in the three directions with i.i.d. normal distributions withσl oc = 10 mm. Different number of (uncorrelated)
samples have been used, and the convergence of the integrated SPL is assessed. In Figure 4.3 the difference
between i and i +1 samples is shown. As the number of samples increases, the difference gets progressively
lower, which indicates a converging result. For the purposes of this study, differences within 0.1 dB can be
assumed to be converged. Therefore, N = 256 is selected for the subsequent sections. Note that the Figure
presented was not the only convergence case tested. Every time this is run the perturbations are different and
the plots are slightly changed. In general, the trend showed acceptable agreement with the expected 1/

p
N .

Overall, it was found that N = 256 was constantly sufficient to meet the mentioned criteria for both the mean
and the standard deviation.
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Figure 4.3: Monte-Carlo convergence study. The difference between consecutive number of samples is presented for both the mean and
the standard deviation. Tested from N = 8 to N = 1024 in power of two intervals.

It is also interesting to check the probability distribution of the output. The distribution at two different fre-
quencies is shown in Figure 4.4. The A-Tunnel data at 45 m/s has been used again with an uncorrelated input
uncertainty of σl oc = 10 mm. It is considered that the fitted normal distribution is a good representation of
the histogram, and matches well with the kernel density estimate (KDE) of the data. Therefore, the output of
the process will be characterised in the results by using the statistical moments µ and σ. For a more accurate
characterisation, however, we could also use a higher-order PDF that included the skewness (slightly visible
in the right plot of Figure 4.3).
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Figure 4.4: SPL output distribution after Monte-Carlo propagation. 256 samples have been used to propagate an uncorrelated input
uncertainty of σloc = 10 mm. A-Tunnel data has been used at 45 m/s, and DAS with SPI have been applied.

1https://github.com/1oly/AeroAcoustics.jl, written in Julia and maintained by Oliver Lylloff (DTU).

https://github.com/1oly/AeroAcoustics.jl


5
Results and discussion

In this Chapter the measurements from the different wind tunnels are studied. Section 5.1 presents the cross-
facility comparison of the NACA 633-018 results. The aerodynamics and acoustics are compared. The trends
are identified, the differences between facilities are explained when possible, and results that need further
investigation are highlighted. A grade of disagreement is observed in the A-Tunnel results, and this is tackled
in Section 5.2, where the possible effects of the post-processing are investigated. Finally, the uncertainty
introduced by the microphones locations is explored in detail in Section 5.3. The dependencies with the
position error correlation, flow velocity, and beamforming method are studied.

5.1. Benchmark testing results
This Section provides an overview of the cross-facility measurements carried out for the NACA 633-018. The
aerodynamic and aeroacoustic characterisation are detailed in Appendix B. A summary of the main take-
aways is given here, and the information from the paper is extended with more analyses that further help to
understand the data. A recommendation to the reader is to go first trough the paper and then come back to
this Section to expand on the exploration of the data.

5.1.1. Aerodynamic results
The aerodynamics are firstly compared looking at the polar curves. Figure 8 of Appendix B shows the lift
coefficient for each facility at different Rec for both natural and forced transition. The drag coefficient is
compared in Figure 9. Tripping the boundary layer leads to lower Cl ,max , higher Cd and lower Rec sensitivity
in the separation region. Good agreement between facilities is observed, and differences are attributed to the
distinct aspect ratio of the tunnels. After checking that the baseline aerodynamic results are consistent and
according to the expectations, the effect of the different wind tunnel set-ups is assessed in Figure 10. The
LTT and the DTU aerodynamic results with Kevlar walls and hard walls are presented, and good agreement is
found.

Apart from comparing the lift curves, it is also useful to check if there are differences in the Cp , and whether
the airfoil behaves as expected. It is interesting to note that laminar separation bubbles were found in the
natural transition case for the LRM. Figures 5.1 to 5.3, show the Cp for the A-Tunnel and the AWB at αe f f =
0, 4, and 8 deg respectively. The data is presented at Rec = 0.38×106. Comparing both facilities we see good
agreement in most of the pressure probes, with a bit of mismatch in the tripping location. But the key are
the natural transition results. At αe f f = 0 deg, a separation bubble is observed from x/c ≈ 0.45 to x/c ≈ 0.65.
When increasing the angle of attack to 4 deg, the bubble in the suction side moves towards the leading edge,
and the bubble in the pressure side approaches the trailing edge. At 8 deg this is even more pronounced,
and the laminar separation bubble of the pressure side is located at x/c = 0.8. However, the resolution of the
pressure probes is not enough near the TE due to the small size of the model, and the separation bubble is
only visible in the XFOIL results. The observation of the laminar separation bubble is relevant because it will
influence the acoustic results: it enables the presence of laminar boundary layer - feedback loop tonal noise.
When the boundary layer transition is forced, this phenomena is completely removed.

29
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Figure 5.1: Pressure coefficients for the LRM at αe f f = 0 deg. Rec = 0.38×106 and straight trailing edge.
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Figure 5.2: Pressure coefficients for the LRM at αe f f = 4 deg. Rec = 0.38×106 and straight trailing edge.
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Figure 5.3: Pressure coefficients for the LRM at αe f f = 8 deg. Rec = 0.38×106 and straight trailing edge.

So far everything is consistent with the expectations and shows reliable results between facilities. Next step is
to introduce the serrations and check how the lift coefficient varies. This is shown in Figure 11 of Appendix B.
Since the lift is calculated based on the same chord length, but the serrations are increasing it, the Cl with
serrations is higher. Comparing the two serration geometries (sawtooth and iron), the increase in lift appears
to be higher for the iron ones. This is associated to a larger surface area. The effect of the flap angle is also
visible: DTU measurements were conducted at a flap angle higher than the nominal (around 4 deg instead of
0 deg). This creates an additional chamber that increases ∆Cl about 0.08 to 0.12 with respect to the straight
serrations. The different slope in the iron and sawtooth geometries is also observed in the flapped case.
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Besides checking the forces on the airfoil, it is necessary to study the velocity profiles in the vicinity of the
trailing edge. This is especially important for the calculation of the displacement thickness δ∗, since it will be
widely used for scaling the acoustic results (Section 4.2). It is the parameter used to represent the different
turbulent length scales of the measurements. The measured δ∗ are presented in Figure 12 of Appendix B
and compared with XFOIL predictions. Good agreement is found at the high end of the Reynolds range.
However, discrepancies are found in the LRM results. Those are attributed to lower measurement resolution
due to a very thin boundary layer. XFOIL captures well the general trends with respect to Rec and tripping.
To elaborate a bit more on the results, the uncertainty of the measurements was calculated and is presented
in Figure 5.4. The uncertainty was calculated using Monte-Carlo propagation and perturbing the velocity
profiles with the calibration error. The uncertainty of the results is not enough to justify the deviations from
XFOIL or the scatter between the two points at Rec = 0.4×106. The next hypothesis is that the difference is
due to the lack of resolution in the thin boundary layer. Not enough points make for a bad fitting to find the
distance between the first probe position and the wall. Additionally, the measurements may be contaminated
by the heat transfer at the positions closer to the wall.
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Figure 5.4: δ∗ measurements including the HWA uncertainty.

5.1.2. Aeroacoustic results with straight trailing edge
After comparing the aerodynamic results, the next task is to analyze the acoustic measurements. Firstly, the
far-field spectra for each facility is presented in Figure 14 of Appendix B for different Rec and both the tripped
and clean cases. The same trends are found: forcing the transition creates a thicker boundary layer (as seen
in the δ∗ plot), which changes the noise spectrum increasing the level at low frequencies. Increasing the
velocity leads to more extent of the spectrum being affected by this increase. The velocity also increases the
∆SPL with respect to the clean measurements. Besides the normal trailing-edge noise characteristics, a high-
frequency hump is also observed in some cases (AWB with elliptic mirror and DTU at Rec = 2M and 3M). It
corresponds to vortex shedding due to the trailing-edge bluntness, and it is only found in the measurements
that have covered sufficiently high SttT E . We can confirm that it corresponds to vortex shedding because the
peaks collapse to the same SttT E .

The effect of the angle of attack is also very related to the boundary layer thickness. Figure 17 of Appendix B
shows the far-field spectra for each facility at different angles of attack. Increasing αe f f leads to a thicker
boundary layer on the suction side and a thinner boundary layer on the pressure side. In the acoustic results,
this is translated to higher levels at low frequencies (due to the suction side effect) and higher levels at very
high frequencies (due to the pressure side effect). The level increase is directly related to the part of the spec-
trum where the turbulent boundary layer contains more energy. Another effect of the angle of attack is the
presence of tones at low frequencies in the clean cases. The results in the paper’s Figure 17 are presented in
1/3 octave bands, which is not the best representation because the nature of those peaks is tonal. They can
better be seen in Figure 19, where the far-field noise PSD is compared between the A-Tunnel and the AWB at
αe f f = 8 deg. Good agreement in the location and magnitude of the peaks is observed. The small deviations
may be attributed to differences in the dynamic pressure (tones may follow a ladder-type dependence on U
[91]), the different aspect ratio (trough the different transition development enhanced by 3D effects), or the
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effective angle of attack (at high loading the correction uncertainty may increase).

We have seen that the acoustic results follow the expected trends with the angle of attack, the wind tunnel
velocity, and the tripping. This gives us confidence that we are actually measuring trailing-edge noise and
not something else. We can now compare all the results together and check whether they follow the expected
scaling trends. We will now apply the scaling formulation described in Section 4.2. Let’s start with the classic
BPM scaling. The baseline scenario for the comparison is the case with tripped boundary layer (to ensure the
same transition location and a turbulent boundary layer at the trailing-edge) atαe f f = 0 deg (to avoid correc-
tion uncertainties). The comparison of the scaled results for this case is presented in Figure 20 of Appendix B.
Good agreement is found between AWB and DTU despite deviations in the spectral slope. The A-Tunnel mea-
surements agree in the levels with the other facilities but show a very pronounced pattern in the Stδ∗SS

axis:
the curves move to the left as U increases. The reason for the mismatch should be investigated further. In
Section 5.2 the processing of the A-Tunnel is analysed to rule out possible sources of deviations. Figure 21
and 22 of Appendix B show the scaling at αe f f = 3−4 deg and 7-8 deg respectively. The same observations
can be drawn for the αe f f = 3−4 deg case: good agreement in the peak level and location, deviations in the
slope, and the A-Tunnel showing a pronounced dependence on U . For the cases at αe f f = 7−8 deg, there is
a clear mismatch between the HRM and the LRM. The aerodynamics were already different at this angle of
attack, so this difference was expected.

The preceding comparisons were conducted by using the classical BPM scaling. In Section 4.2 we saw that
other scaling formulations may provide better agreement in certain frequency ranges. Figure 5.5 shows the
comparison of the results scaled using Equations (4.4) and (4.5). The agreement in the peak levels is slightly
better, but the A-Tunnel still exhibits a very pronounced trend with MU . Still, it shows that this set of param-
eters may be a better representation of the physics at low frequencies. It could still be improved by using a
frequency-dependent eddy convection Mach number MV instead of the constant Mue . The scaling based on
inner boundary layer scales is tested in Figure 5.6. We expected better collapse at high frequencies, but this is
not observed. It is possible that the range of frequencies corresponding to these scales was not measured. In
the study of Herr [31], where this scaling worked at high f ν/u2

τ values, all measurements were taken up to 20
kHz.
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Figure 5.5: Comparison of the acoustic measurements using mixed boundary layer scales for the scaling. Forced boundary layer and
αe f f = 0 deg.

We have assessed the collapse quality of different scaling formulations. However, XFOIL has still been used
to get the boundary layer parameters used to compute those. We needed to use XFOIL because the boundary
layer profiles have not been measured for all the acoustic cases. But we can still check whether using the
measured boundary layer parameters instead of the XFOIL ones leads to a better collapse quality. This is
shown in Figure 5.7, where the scaling with free-stream quantities (Equations (4.2) and (4.3)) is presented
using the measured δ∗. The measurement uncertainties of δ∗ and U have been included in the scaling. We
assess whether the uncertainty of the parameters used for the scaling may explain the scatter in the spectra.
It is clear that it is not the case, and the differences are caused by something else. The collapse quality is
very similar to that found using the XFOIL quantities (Figure 20 of Appendix B). The deviations seen in the
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Figure 5.6: Comparison of the acoustic measurements using inner boundary layer scales for the scaling. Forced boundary layer and
αe f f = 0 deg.

measured and the predicted δ∗ (Figure 5.4) have very limited effect on the scaled results. It justifies the use of
XFOIL to extend the scaling to all the cases.
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Figure 5.7: Comparison of the acoustic measurements using measured outer boundary layer scales for the scaling. Forced boundary
layer and αe f f = 0 deg. Error bars in both axes show uncertainty introduced by the measured δ∗ and U .

5.1.3. Noise reduction effect of the serrations
After comparing the acoustic results with straight trailing edge, we can now assess the noise reduction effect
of the serrations under different conditions. Section VI of Appendix B presents and explains the noise reduc-
tion effect ∆SPL1/3 = SPL1/3 −SPL1/3,r e f measured for each serration geometry and facility at different Rec .
The trends with U , αe f f and serration geometry are discussed there. The main takeaways are summarised
now. Two regions of noise reduction are generally found when scaling the results with St∗

δ
. Good collapse is

observed between different facilities and Rec . The agreement is actually better than before when we com-
pared the absolute levels. This is meaningful because when we test airfoils with serrations we are usually
more interested in the ∆SPL rather than the absolute levels. Finding reliable and consistent results across
facility is then helpful to identify good noise reduction concepts. Regarding the different serration geome-
tries, the iron serrations are found to provide an additional noise reduction compared to the sawtooth ones
at αe f f = 0 deg.

When the airfoil has non-zero loading, the resulting pressure difference in the trailing edge creates counter-
rotating streamwise-oriented vortices in the serration edges. These structures create additional noise and
hence diminish the effective noise reduction achieved by the serrations [17, 18]. This is seen in the αe f f = 0
case when comparing the straight and the flapped serrations. The serrations with ϕ ̸= 0 are actually cam-
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bered, and as we saw in the ∆Cl curves they are loaded even at αe f f = 0. This is translated into a lower noise
reduction effect compared to the ϕ = 0 case. The same phenomena explains the behavior with the angle of
attack. The reduction in Overall Sound Pressure Level (OSPL) against αe f f is shown and discussed in Figure
25 of Appendix B. However, for practical wind turbine applications it is more useful to assess the noise reduc-
tion against the lift coefficient. This is a parameter more directly related to the blade design [92]. The ∆OSPL
as a function of Cl is presented in Figure 5.8. We see that the iron serrations indeed provide the best noise
reduction when the airfoil is not highly loaded. However, when it is placed at a typical operational point,
relatively close to Cl ,max , this advantage is lost, and the noise reduction by the different serration geometries
and flap angles is similar.
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Figure 5.8: ∆OSPL as a function of Cl and serration type for different facilities. LRM data measured at Rec = 0.38×106, and HRM ata
Rec = 3×106. Tripped configuration. Frequency range for the calculation of OSPL is indicated in the facility legend.

Besides the reduction in trailing-edge noise, it is also interesting to note that serrations may help to eliminate
the laminar boundary layer - feedback loop tones. In Figure 5.9 this effect is observed by plotting the AWB
results in the baseline configurations compared to the sawtooth cases. This is consistent with the literature
[20], and it is attributed to bypass transition near the trailing edge that prevents the formation of a small
laminar separation bubble in the pressure side, effectively removing the amplifier of the Tollmien-Schlichting
waves.
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Figure 5.9: Narrow band spectra measured the AWB at αe f f = 8 deg with serrations compared to the baseline case. Rec = 0.38×106.
Natural boundary layer transition.
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5.2. Post-processing study
5.2.1. Clean-SC and CSM diagonal removal
The beamforming technique used to post-process the results may introduce significant differences. For the
DTU measurements, this was investigated in Oliver Lylloff’s PhD [46]. DAMAS, Clean-SC, and DAS were used
to post-process the same data. Very similar results were obtained with the three methods, but DAS seemed to
overestimate the source power compared to the other two, especially at low frequencies. DAMAS and Clean-
SC were better at isolating the noise from the TE. However, when another dominating source was present (e.g.
pitot tube noise at a particular frequency), DAMAS failed to resolve well both sources.

A similar comparison is now presented for the A-Tunnel results. The A-Tunnel data in the preceding Section
was post-processed with DAS. However, it was compared to data treated with Clean-SC. The AWB results
were measured with elliptic mirror, but they were overlapped with the simultaneous microphone array data
processed with Clean-SC. Then, we should investigate whether the differences observed in the scaled results
were caused by the different beamforming method.
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Figure 5.10: Beamforming method comparison for the A-Tunnel results. Clean-SC and DAS including or not diagonal removal.

Figure 5.10 presents a comparison between Clean-SC and DAS (with and without CSM diagonal removal) for
the case at αe f f = 0 deg, tripped boundary layer, and no serrations installed. Three different velocities are
studied. Firstly we can check the effect of removing the diagonal of the CSM. Whereas it has little effect for
Clean-SC, in the DAS results it leads to a level reduction up to 5 dB at high frequencies. However, it has no
effect at low frequencies. The results with diagonal removal will be considered from now onwards. It helps
to eliminate the incoherent background noise, which is mostly present in the auto-power spectral density
components of the CSM, as explained in Section 2.3. This effect can be seen very clearly in the beamforming
images shown in Figure 5.11. The same cases are shown with and without diagonal removal. It clearly helps
to isolate the noise coming from the model. At 4000 Hz, unlike the plots at 2000 Hz, the background noise
removal affects the results within the integration region, which shows why the effect on the integrated spec-
trum only appears at high frequencies.

Secondly we can compare the Clean-SC and DAS results. A good match is observed at high frequencies (3-
5 kHz). In this region DAS does a good job in identifying the sources and therefore the use of Clean-SC is
not necessary to discern accurately the origin of the noise. However, at low frequencies there is an offset
between both methods. Clean-SC leads to levels 1 to 2 dB lower than the DAS case. At low frequencies, the
DAS resolution is not good enough to isolate the TE noise, and additional contributions from the side-plates
are introduced. The results with Clean-SC present nonphysical troughs at frequencies. These appear because
no dominant sources are found within the integration region. At low frequencies it is more difficult to localise



36 5. Results and discussion

accurately. Different loop gains and number of iterations were tested to get rid of these phenomena, without
success. The stopping criteria of the Clean-SC implementation in AeroAcoustics.jl is suspected as the source
of this problem. Disregarding these troughs, the Clean-SC results show the same difference as in the DTU
study [46]: little to no effect at high frequencies and slight level reduction at low frequencies. This does not
explain the differences observed in the cross-facility comparison, but allows us to disregard this hypothesis.
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Figure 5.11: Diagonal removal effect on the beamforming images. A-Tunnel measurements at 45 m/s, no serrations, αe f f = 0 deg and
tripped boundary layer. DAS beamformer employed.

Additionally, the Sijtsma’s approximation for the shear layer correction [50] was used in the A-Tunnel instead
of the usual Amiet correction [40]. However, the measurement conditions were under the region where Si-
jtsma’s approximation can be used, and a comparison of both methods yielded similar results. This is then
disregarded as a discrepancy source too.
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5.2.2. Shear layer position
Another approximation that can raise questions is the use of straight shear layer assumption. The jet of the
tunnel interacts with the still air in the anechoic chamber creating a shear layer that expands and thickens
as it moves downstream from the nozzle. Usually this shear layer is assumed infinitely thin with regards to
the shear layer refraction correction [40]. The position of the shear layer can however be important. The
correction depends on the ratio h/H , with h being the distance source-shear layer, and H being the distance
source-observer (Section 2.4) [36]. The geometry of the A-Tunnel is shown in Figure 5.12a. Two black dashed
lines show the assumed location of the shear layers: two straight lines (planes, in 3D) from the nozzle lips.
The blue dashed lines show a possible location of the shear layer accounting for the jet expansion. A rough
estimate of the possible growth could be obtained by looking at the self-similar profile of a jet [93]. The plane
jet growth calculated with self-similar laws would shows a difference of 30% with respect to the straight shear
layer case. To be more conservative and check the effect of an even larger error, the post-processing has been
repeated doubling the distance from the model to the shear layer. This is h2 = 2h1 where h1 = 1.25/2c = 0.125
m. The comparison with the original results is shown in Figure 5.12b for three velocities. The difference is
negligible, and thus we could conclude that the assumption holds. However, we have still assumed that the
shear layer is parallel to the array. Only the position has been changed. To be sure about the accuracy of the
approximation, we would need to consider the angle of the shear layer with respect to the array.

(a) Sketch of the A-Tunnel geometry (not at scale).
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Figure 5.12: A-Tunnel geometry sketch and shear layer distance effect on the integrated spectra.
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5.2.3. Coherence
The microphone coherence has been calculated for the AWB and the A-Tunnel to assess whether it may in-
troduce a difference between their results. No coherence loss was applied to neither of the facilities, so we
should check if it can affect the final spectra. The possible consequences of the signal coherence loss were
presented in Section 2.4. The coherence between the signals x and y is:

γx y =
√√√√ |Sx y |2

Sxx Sy y
(5.1)

Where Sx y is the cross-power spectral density, and Sxx and Sy y are the auto-powers. These are given by
Equation (2.4). The coherence loss between each microphone pair is presented for the A-Tunnel in Figure 5.13
and for the AWB in Figure 5.14. The loss is calculated with respect to the lowest velocity case (30 m/s).
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Figure 5.13: Coherence loss in the A-Tunnel. x and y refer only to the microphone index, and are not related to the physical position of
the microphone in the array.

Figure 5.13 and Figure 5.14 show some differences. Note that the scale of the plots is different for each fre-
quency, but it is the same for the two facilities. To check the absolute coherence values, Figure D.1 and Fig-
ure D.2 may be consulted. The general trends expected are observed in both facilities: the coherence de-
creases with the flow speed and frequency. Looking at the individual microphone positions we could also
see that the coherence decreases with the microphone distance (not shown). However, the effect of the ve-
locity is more noticeable in the A-Tunnel. Note, for instance, the case at U = 60 m/s, a velocity shared by
both facilities. The argument posed here is the following: the coherence in the A-Tunnel seems to be more
velocity-dependent than in the AWB, and hence it could be that for increasing velocity the levels are increas-
ingly under-predicted. In the AWB the coherence loss does not change that much with velocity, and thus
the possible under-prediction of the levels would affect more equally all the measurements. Neither of the
facilities applied a coherence loss level correction in the final spectra. At this point, we can take a look again
at Figure 20 from Appendix B, where the scaled measurements from both facilities are compared. We saw
that the levels at high velocities from the A-Tunnel are lower compared to the AWB and DTU, which collapse
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well around the peak frequencies. A coherence loss correction would increase the levels at high velocities to
a certain extent, and the collapse would be better between all the facilities. This observation provides an idea
of a possible (not unique) reason for the scatter observed. To what extent this explains the data should be
assessed by applying a coherence loss correction in the levels to both facilities.
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Figure 5.14: Coherence loss in the AWB. x and y refer only to the microphone index, and are not related to the physical position of the
microphone in the array.

It is also interesting to hypothesize about the reason for the mismatch in the coherence loss between facilities.
The nozzle width was significantly different, and so was the distance between the trailing edge and the shear
layer. Assuming a straight shear layer, and taking the same distances as in Figure 5.12a, the distance h was
0.125 m in the A-Tunnel and 0.5 m in the AWB. The trailing edge-array distance H was 1 m in the A-tunnel and
0.9 m in the AWB. A possible argument is that the refraction induced by the random turbulent structures of
the shear layer has more effect in the A-Tunnel because the sound waves travel a higher distance and hence
introduce a higher time delay. This is the same reasoning why wind tunnels with higher H/h should have
higher corrections for shear layer refraction (Figure 10.18 of [36]).
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5.3. Microphone location uncertainty
This Section studies how the uncertainty of the microphone locations is propagated to the beamforming im-
ages and the integrated spectra. Section 5.3.1 starts by checking the general response and the sensitivity of
the input uncertainty σloc for the DTU and the A-Tunnel. The effect of correlated/uncorrelated input uncer-
tainty is evaluated in Section 5.3.2. The effect of the velocity is studied in Section 5.3.3. All of these results are
obtained for the DAS beamformer. The consequences of using Clean-SC are examined in Section 5.3.4. In all
the Sections, we will consider only the cases with tripped boundary layer, αe f f = 0 deg, and straight trailing
edge.

5.3.1. Baseline case and sensitivity
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Figure 5.15: Integrated levels sensitivity to microphone location uncertainty.

Uncorrelated microphone location uncertainties of 1 and 10 mm are studied here. Figure 5.15 shows the
integrated spectra after Monte-Carlo propagation, using DAS beamforming and SPI. The standard deviation
of the spectra SPLσ and the deviation with respect to the nominal values SPLnom−SPLµ is shown. Both SPLσ
and the bias increase with the frequency. This is expected: errors in the microphone location introduce a
phase error that reduces the signal cross-correlations. This phase difference is proportional to the frequency.
Putting it into equations helps to explain it. Let’s follow the same reasoning as [77] and define the perturbed
DAS estimate as:

P̂l =
1

N 2 ãH
p Gãp (5.2)

Where ãp is the perturbed steering vector, which can be written as:

ãp = 1

rl ,0

[(
rl ,1 +δr1

)
e−jk(rl ,1+δr1), . . . ,

(
rl ,N +δrN

)
e−jk(rl ,N+δrN )

]T
(5.3)

Where δrn is the projection of the perturbation of the n-th microphone in the source-microphone direc-
tion. It can be positive or negative since they come from i.i.d. normal distributions centered at the nominal
positions. rl ,0 is the distance from the l -th source to the center of the microphone array, which was also per-
turbed but can be assumed unmodified here to simplify the explanation. Considering that G is based on the
unperturbed locations, we can write [77]:

P̂l =
∣∣∣∣∣ 1

N

N∑
n=1

(
1+ δrn

rl ,n

)
ejkδrn

∣∣∣∣∣
2

P̃l (5.4)

Which shows the relation between the estimated nominal power P̃l and the perturbed one P̂l . We see that
without perturbations (δrn = 0) they are equal. With δrn ̸= 0, the factor 1+δrn/rl ,n can be either greater
or lower than 1. However, the phase term e j kδrn will always be equal or lower than one. Note that k is the
wave-number k = 2π f /c. The shift in phase is proportional to the frequency, and hence the reduction with
respect to the nominal values gets increasingly important with f . To show this clearly, this factor is plotted
for different values of f in Figure 5.16.
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Figure 5.16: Effect of the f on the importance of the phase differences in Equation (5.4). A-Tunnel data and σloc = 10 mm and one
Monte-Carlo sample.

Figure 5.16 shows the factor between P̃l and P̂l at 1 and 5 kHz for the A-Tunnel results. The red marker shows
directly the ratio between the nominal and the perturbed values. The effect of the frequency in the phase is
very obvious. These plots are for a single Monte-Carlo sample, and the blue markers represent the value for
each microphone. Additionally, this simplified ratio has also been calculated for all Monte-Carlo samples,
and the mean 10log10(P̃l /P̂l ) matched quite well with the bias shown in Figure 5.15. Therefore, it is found
that this simplified calculation can allow to get a very quick estimate of the possible bias.

The effect of the frequency has been addressed. To continue exploring the results of Figure 5.15 we should as-
sess what is happening in the DTU results at 2 kHz. A surprisingly high value of SPLσ is observed. Figure 5.17
shows the beamforming images from Monte-Carlo at this frequency (SPL mean and standard deviation). A
dominant source is observed outside the trailing edge. It corresponds to the pitot tube. The pitot tube peak
is found at Std = f d/U = 0.198 where d is the pitot tube diameter (5 mm) [46]. It will be shown later that
the variance is higher at locations where the levels are lower. This dominance of the pitot tube tube in the
beamforming image is then driving the SPLσ peak at 2000 Hz. This is a representative example of what could
happen if the trailing-edge noise is not the dominant source, or if the SNR is too low. The DTU results at
high frequencies have been omitted here due to the low SNR. Appendix C explains how the criteria was de-
fined to remove the high frequency bands. The uncertainty analysis of these low SNR bands also revealed an
increased variance of the integrated levels (not shown).
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Figure 5.17: Beamforming images from Monte-Carlo. DTU at 50 m/s and 2000 Hz. Flow goes to negative y . σloc = 10 mm

Figure 5.18 shows the beamforming images from the A-Tunnel at 3150 Hz. The mean and the standard de-
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viation of the SPL are presented. The lower variance values are found in regions where the levels are high.
Appendix E shows the images for both facilities at f = 1250 Hz. The trend is the same, but the bias and the
SPLσ are lower. In Figure 5.19 a slice across the trailing edge of the beamforming image is plotted. In the
extremes of the figure, far away from the source, the variance is greater. Two different frequencies are pre-
sented. We can see again more bias and variance for the higher frequency. This is very good for our interests,
since the variance in the integration region is kept to a minimum.
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Figure 5.18: Beamforming images from Monte-Carlo. A-Tunnel at 45 m/s and 3150 Hz. Flow goes to positive y . σloc = 10 mm
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5.3.2. Correlated uncertainty
We have studied the effect of uncorrelated uncertainty in the microphone positions. This is, perturbing each
microphone individually. We now evaluate the effect of perturbing the whole array together. Figure 5.20
shows the comparison of both cases atσloc = 10 mm. The correlated cases show slightly more variance at low
frequencies. However, the standard deviation is still very low. The bias, however, is reduced in the correlated
case. The likely reason is that moving all the microphone together creates a similar phase shift in the signals
which does not reduce the estimated power levels that much.
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Figure 5.20: Spectra uncertainty from correlated and uncorrelated microphone location uncertainty. σloc = 10 mm.

To elaborate further on the effect of correlated errors, the whole array is perturbed now 10 mm separately in
the streamwise, spanwise, and normal directions. The bias is shown in Figure 5.21. Negligible effect is again
observed, and a more sensitive direction is not clearly identified. Therefore, we conclude that individual
microphone errors (or array twisting/misalignment) may be more important than a bias in the array location.
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5.3.3. Velocity effect
The effect of the wind tunnel velocity is assessed now. Figure 5.22 shows the standard deviation and bias for
three different velocities. Uncorrelated input uncertainty withσloc = 10 has been used. Both facilities’ results
show no change with the velocity in neither the variance or the bias.
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Figure 5.22: Spectra uncertainty at different wind tunnel velocities. σloc = 10 mm.

To put the results in perspective, the spectra with error bars are shown in Figure 5.23. The error bars corre-
spond to ±1.96σ (95% confidence intervals). The nominal values are shown in dashed lines. The nominal
and the mean Monte-Carlo spectra are practically indistinguishable, and the confidence intervals are barely
visible, specially at low frequencies. We can already conclude that the microphone location error does not
introduce significant uncertainty (<1 dB) to the integrated spectra using the DAS beamformer.
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5.3.4. Beamforming method effect
Finally, the effect of using Clean-SC instead of DAS is assessed. Figure 5.24 compares the uncertainty prop-
agated by both methods under an input uncorrelated uncertainty of σl oc = 10 mm. Clean-SC results show
higher standard deviation in all the frequency range. Interestingly, the peak seen before at 2 kHz is not ob-
served. Clean-SC results are not that sensitive to regions with more than one source.
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Figure 5.24: Spectra uncertainty for DAS and Clean-SC. σloc = 10 mm.

To understand the increase of SPLσ with Clean-SC, we can look at Figure 5.25. The histogram of the inte-
grated levels is plotted for the DTU results at 1250 Hz and for the A-Tunnel at 2000 Hz. We can see how the
results are no longer normally distributed. Two different phenomena lead to the sparsity of the integrated
levels. In the DTU case, the location of the dominant sources stays the same in the different samples, but the
estimated levels vary (see Figures E.3 and E.4). In the A-Tunnel case, the additional variance of the results is
given because the dominant source is located very close to the integration region limits. Hence, some per-
turbed microphone positions move the estimated location in and out of the integration region, leading to a
higher variance (see Figures E.5 and E.6). In the latter case, this also explains why SPLµ > SPLnom at 2 kHz.
In the nominal case, the dominant source lies just outside the integration region, but in the perturbed cases
it is usually estimated inside.
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Figure 5.25: Histogram of the integrated SPL using Clean-SC.

The normal distribution is very badly conditioned to represent the Clean-SC results. In Figure 5.25 the 95%
intervals of the assumed normal distribution are compared to the corresponding percentiles (dashed vertical
lines). The latter is considered to be a better representation of the uncertainty for this type of sparse asym-
metrical results. Although there are visible differences in the extremes of the confidence intervals, the general
trends are fairly covered solely by usingσ. Figure E.7 shows the normalized length of the confidence intervals
using the percentiles, and very similar results as the Figure 5.24 are observed. The takeaway is that it is better
to use percentiles to represent the confidence intervals rather than µ±1.96σ.

Nonetheless, the conclusion extracted before still holds: the microphone location uncertainty affects more
the Clean-SC integrated spectra compared to DAS. This can be specially important if the dominant source
lies close to the integration region limits, since errors in the microphone positions can move it in or out.





6
Conclusions and recommendations

The conclusions of the work conducted are outlined in this Section. A summary of the results and findings is
firstly presented, and suggestions for future work are then proposed.

6.1. Summary
Benchmark definition
To improve the trailing-edge noise database and create a benchmark more applicable for wind turbine pur-
poses, two models of the NACA 633-018 were tested. The models had different chord lengths (0.2 and 0.9 m)
and adjustable span lengths. They have been tested in 5 different facilities: the A-Tunnel and the LTT at TU
Delft, the Poul La Cour Tunnel at DTU, and the AWB and the NWB at DLR. The Rec range of the measurement
spanned from 0.18×106 to 4.8×106. Various conditions were tested, including angles of attack up to stall,
tripped and clean boundary layer, and sawtooth and iron serrations at different flap angles.

Aerodynamic results
Firstly, an aerodynamic comparison was conducted. The expected trends were observed. Tripping the bound-
ary layer decreases Cl ,max and lowers the Rec sensitivity in the stall region. Increasing Rec leads to a delayed
separation and a greater Cl ,max . The agreement between facilities was good, and some deviations in the lift
coefficient slope were attributed to the different aspect ratios in the wind tunnels. Laminar separation bub-
bles on both sides of the airfoil were identified at low Reynolds number and natural transition. Additionally,
the aerodynamic measures with Kevlar and hard walls were also compared, and good agreement was ob-
tained. Next, the effect of the serrations on the lift coefficients was studied. Both serration geometries lead
to an increase of Cl due to the additional chord length. The iron serrations showed a more pronounced ∆Cl ,
attributed to a larger surface area. The presence of flap angle increased even more Cl because it introduces
camber to the airfoil shape. However, the serrations presented some uncertainties regarding the real flap
angle. Lastly, the boundary layer displacement thickness was calculated and compared to XFOIL. The broad
trends with Rec and tripping were captured but there was still some unexplained scatter.

Acoustic results with straight trailing edge
After checking that the aerodynamics were consistent and addressing the differences, the acoustic results
with straight trailing edge were studied. The effect of the tripping was investigated. With respect to the nat-
ural transition case, forcing the transition lead to a level increase up to 5 dB at low frequencies. This was
attributed to an increase of δ∗. Broadband peaks at high frequencies were also identified and attributed to
trailing-edge bluntness noise. Comparing different angles of attack, it was found that increasing αe f f led to
an increase in levels at low f and very high f . The levels decreased at intermediate frequencies. This is ex-
plained by the thicker boundary layer on the suction side and the thinner one on the pressure side. At low
Rec , if the transition is not forced, laminar boundary layer instability tones appeared at non-zero αe f f . They
were very Rec dependent, but a good agreement was observed between facilities in the peak location and
level. After checking that the qualitative trends in the different wind tunnels were equivalent, the results were
scaled to the same conditions and quantitatively compared. Using free-stream properties and δ∗SS , or the so-
called "mixed boundary layer scales", leads to the best collapse. It better represents the noise production at
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low frequencies. Using measured boundary layer scales did not help to achieve a better result. There was a
good agreement in the peak level and location, especially between DTU and AWB data. The A-Tunnel results
showed a particularly pronounced trend with the velocity, which did not appear in the other facilities or the
BPM expectations. The scaled results at αe f f ≈ 3−4 deg showed similar collapse as the baseline case, but at
αe f f ≈ 7−8 deg the Rec effects were very noticeable. From this point, the boundary layer of the LRM start to
separate and the aerodynamics are already divergent, leading to different acoustic results.

Noise reduction effect of serrations
The noise reduction effect of the serrations has also been studied. The tones mentioned above were signifi-
cantly attenuated with the add-ons installed (up to 10 dB in OSPL). In the tripped cases, the noise reduction
∆SPL1/3 scaled well with Stδ∗ and showed a good agreement between facilities and Rec . In general, two noise
reduction regions could be identified in the spectra. The iron serrations provided up to 7.5-8 dB of maximum
noise reduction at low frequencies, while for the sawtooth geometry it was around 5 dB. Increasing the an-
gle of attack, or adding a flap angle, reduced the noise reduction effect. This was attributed to the increased
loading and the appearance of counter-rotating vortices in the serration edges. The ∆OSPL against Cl has
also been studied, since it is a parameter more linked to wind turbine blade design rather than αe f f . It was
observed that the additional noise reduction of the iron serrations at αe f f = 0 is not present at higher Cl

(where a wind turbine would operate).

Post-processing investigation
The differences in the post-processing were investigated to study the previously mentioned mismatch in the
scaled results. Since the original A-Tunnel data was obtained using the DAS beamformer, the results were re-
processed using Clean-SC, which was the choice of the other facilities. Lower integrated levels were retrieved
from this method, but the same trend with the velocity was seen. The beamformer algorithm then could not
explain the difference. A straight shear layer was assumed in the processing of the A-Tunnel data. Varying
the shear layer distance did not affect the results. However, the effect of the jet angle was not assessed, which
could supersede the distance error. Then, the coherence of the microphone signals was calculated and com-
pared to the AWB. As expected, the coherence loss was greater with the frequency and the tunnel velocity.
However, the velocity effect was more notable in the A-Tunnel. This additional coherence loss could intro-
duce a decrease in levels at high velocities, which could partially explain the mismatch. However, a more
detailed study is required to check if this is the case.

Microphone location uncertainty
Finally, an investigation on the microphone location uncertainty was carried out. The Monte-Carlo method
was applied to the DAS beamformer. The DTU and A-Tunnel data were investigated. It was firstly observed
that errors in the locations could lead to a bias in the estimated levels at high frequencies. This is because the
phase delay that a location error can introduce is proportional to the frequency. Nonetheless, the possible
bias and the variance created by this source of uncertainty were minimal (<0.5 dB for a standard deviation
of 10 mm in the microphones position). Meaningful differences between facilities could not be identified.
Still, a parametric study was done to check the dependencies and whether there was a specially sensitive
case. It was shown that the uncorrelated uncertainty (each microphone having a different error) leads to a
higher bias at high frequencies but lower variance at low frequencies than the correlated counterpart (errors
in the whole array). Different wind tunnel velocities lead to the same variance and bias. Lastly, the effect
of using Clean-SC was assessed. The variance was higher than in the DAS case but the standard deviation
was generally still lower than 1 dB in the integrated levels. Errors in the microphone location can play an
important role for Clean-SC if the dominant sources are located close to the integration region. Overall,
it was found that microphone locations are not an essential source of uncertainty for trailing edge noise,
where the relevant frequencies are on the low side (≤ 2 kHz). However, they could become more important
if Clean-SC deconvolution is used. Other uncertainty sources should also be considered to characterise the
measurements accurately. This will be proposed in the next Section.
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6.2. Suggestions for further research
There are still some open questions and future work that could be done to understand the measurements
better, complete the data set, and extend the knowledge of aeroacoustic measurements uncertainty. Further
tasks in this direction are listed below:

1. Add measurements at high Reynolds numbers to provide a direct comparison with the DTU data. The
DTU data has been cross-validated with Virginia Tech measurements in a separate study [70]. However,
the comparison of the ∆SPL with serrations is not available. We saw a difference between the LRM
and the HRM with the iron serrations (Figure 23 of Appendix B). It would be interesting to have more
measurements at high Rec since the cause of the noise increase at high Stδ∗ and high Rec is not fully
understood.

2. It would be ideal to close the complete causality chain to provide a better benchmark for computational
validation. We now have aerodynamic force coefficients, velocity profiles at the trailing edge, and far-
field noise. Adding wall-pressure spectra to the data set would provide another intermediate step. It
would be helpful for the comparisons with the numerical predictions, and it may also be interesting to
compare them between facilities.

3. Some trends in the results are not clear yet. We did not solve why the A-Tunnel had a more pronounced
trend with the velocity on the scaled results. We suggested that the coherence loss could play a role.
It would be interesting to apply a coherence loss correction in the spectra and study to what extent it
explains the scatter.

4. Linked to the preceding point, we checked the effect of the shear layer distance in the A-Tunnel but
neglected the jet expansion angle. This could be investigated by devising the shear layer correction
considering a tilted shear layer.

5. A parametric investigation on the microphone location uncertainty was conducted. It was interesting
to study the dependencies, but it does not quantify the total uncertainty of the measurements. The
present analysis should be extended including the effects of the tunnel temperature, the CSM averag-
ing, and the microphone sensitivities.





A
Uncertainty quantification theory

This Section provides an introduction to the concepts and methods that have been used in this Thesis. The
following theory has been retrieved from the books of Smith [94] and Coleman and Steele [95].

For uncertainty we could mean two fundamentally different quantities. Aleatoric uncertainty represents the
stochasticity of a quantity. It represents the intrinsic variability of the process in question and therefore can-
not be reduced. Epistemic uncertainty represents the lack of information about a variable. It can be reduced
by better understanding, modelling, or measuring the quantity. For instance, higher quality equipment pro-
duces results with smaller tolerances.

Uncertainty quantification (UQ) is used to quantitatively characterise the uncertainties (variances or biases)
to gain information about the accuracy and precision of a model or measurement. Any result with a good
statistical representation is much more useful because it sets the degree of trust and comparability. If we are
comparing two different noise measurements that are 1 dB apart, but their measurement uncertainty is ±2
dB, we know that the results can be considered to be collapsed, and any better match would be luck.

UQ deals with two main types of problems. The forwad problem or propagation of uncertainty deals with
how the sources of uncertainty in a model or experiment are propagated to the final result. The objective
is to predict the overall uncertainty of the quantity of interest. For instance, we would like to know how the
Cl may vary if we have uncertainty in α. The inverse problem goes the other way and tries to estimate the
unknown input parameters based on the uncertainty of the results or observations. For example, we could go
the opposite way and try to estimate theα distribution that leads to a series of Cl measurements. The inverse
problem is usually much more difficult.

Random variables and probability distributions
Random variables are the workhorse of UQ theory. They are defined as a mapping function from a probability
sample space into a measurable space. Mathematically, this is stated as X : Ω→ E , where X is the random
variable, Ω is the sample space, and E is the measurable space. It is also useful to define a single realization
of the random variable, given by x = X (ω). Associated with the random variable X there is a cumulative
distribution function (CDF) FX : ℜ→ [0,1]:

FX (x) = P{ω ∈Ω|X (ω) ≤ x} (A.1)

From the CDF, the probability density function (PDF) can also be defined:

FX (x) =
∫ x

−∞
fX (s)d s, x ∈ℜ (A.2)

Where fX = dFX /d x is the PDF and of X and maps from ℜ to [0,∞). Statistical moments are another way to
represent a random variable. These are quantities that give information about their centrality, variability and
symmetry. The general equation for the moments is defined as follows:
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E(X n) =
∫
ℜ

xn fX (x)d x (A.3)

The most used ones are the first and the second moment. They provide a measure of the PDF central location
(mean) and variance, and are given as:

µ=E(X ) =
∫
ℜ

x fX (x)d x (A.4)

σ2 = var(X ) =E[(X −µ)2] =
∫
ℜ

(x −µ)2 fX (x)d x (A.5)

We have introduced random variables and stated different ways to represent them (samples, PDF, CDF, or
moments). Let’s introduce now one of the most typical distributions used to represent random variables: the
normal or Gauss distribution. Its PDF is given by:

fX (x) = 1

σ
p

2π
e−

1
2

( x−µ
σ

)2

(A.6)

A great advantage of this distribution is that its PDF is only dependent on µ and σ. It has also mathematical
benefits. In the following Section, two important theorems which emphasize the importance of this distribu-
tion will be given.

Limit theorems
Consider the problem of calculating an estimate of the mean µ and the standard deviation σ of a population
of samples xi and associated random variables Xi . The estimate for the mean (sample mean) is defined in
the following equation:

X̄n = 1

n

n∑
i=1

Xi (A.7)

And the problem is whether this sample mean represents the true mean with infinite number of samples. This
is limn→∞ X̄ = µ? The Law of Large Numbers (LLN) is a very useful theorem that addresses this. It is stated
as follows: For X1, X2, ... independent and identically distributed (iid) random variables with expectations
E(Xi ) =µ and equal and finite variance, we can write for any ϵ> 0:

P
(

lim
n→∞ |X̄n −µ| < ϵ

)
= 1 (A.8)

It means that the probability that the sample mean is equal to the expected value (within the margin ϵ) is
equal to one. In other words, it says that just by averaging enough number of samples, the result should be
very close to the expected value. We have seen that it is reasonable to use this estimator to get the mean. Next
question is to consider whether it is accurate. The variance of the sample mean X̄n is given by:

Var(X̄n) = Var(X1 +X2 + . . .+Xn)

n2

= Var(X1)+Var(X2)+ . . .+Var(Xn)

n2

= n Var(X )

n2

= Var(X )

n

(A.9)

Where it has been used that Var(aX ) = a2 Var(X ), and that the random variables are independent and with
equal variance. However, there is still no information about the estimate of the sampling distribution. The
Central Limit Theorem (CLT) provides an excellent theory in that sense. It is usually worded as follows:

Define X1, X2, ... independent and identically distributed (iid) random variables with expectations E(Xi ) = µ
and equal and finite variance. From the LLN take the sample mean X̄n with mean E(X̄n) = µ and variance
Var(X̄n) =σ2/n. Define the normalized random variable Zn :
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Zn = X̄n −µ
σ/

p
n

= X1 +X2 + ...+Xn −nµ

σ
p

n
(A.10)

Which has mean E(Zn) = 0 and variance Var(Zn) = 1. The Central Limit Theorem says that the CDF of the
random variable Zn converges to the standard normal.

lim
n→∞P (Zn ≤ x) =Φ(x), for all x ∈R (A.11)

WhereΦ(x) is the normal CDF with zero mean and unit variance. The great advantage of this theorem is that
it hols independently on the distribution of Xi as long as n is sufficiently large.

To summarize, the combination of the LLN and the CLT allows to represent a population with samples (with
respect to the mean) for a sufficiently large n. The probability of this sample mean will approach asymptoti-
cally a normal distribution.

Monte-Carlo
Monte-Carlo-based uncertainty analysis takes advantage of the preceding theorems. It is a propagation tech-
nique (forward problem) conceptually very simple. A probability distribution is assumed for each input vari-
able. Then each variable is perturbed with a random value drawn from its PDF. These distributions may or
may not be correlated. Then, each set of perturbed inputs (a sample) is propagate through the process in
question to get a perturbed output. This is repeated for a large number of samples until the output distri-
bution has converged. The convergence of this method follows Equation (A.9). The error is then reduced
with the number of samples as ∝ 1/

p
N , N being the number of samples. This convergence rate is much

slower than high-order spectral or polynomial methods, which clearly outperform Monte-Carlo when the
number of variables is reduced. However, these advanced methods suffer the "curse of dimensionality".
Their convergence rate, unlike the Monte-Carlo case, is dependent on the number of variables. Therefore,
in high-dimensional spaces Monte-Carlo is still a very simple yet powerful tool.





B
Cross-facility benchmarking paper
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An experimental aero-acoustic characterisation of the NACA 633-018 airfoil is presented in
this study, featuring trailing-edge noise emissions with and without serrations. Measurements
have been carried out for a chord-based Reynolds number range between 0.18× 106 and 4.8× 106.
Two airfoil models with different chord lengths have been tested in five different wind tunnels.
The goal is to compare the measurements in different facilities, quantify the uncertainties, and
establish a validation database that can serve as a benchmark for computational studies. The
tests have been performed with clean and forced-transition boundary layers for a variety of
angles of attack. The effect on the spectral slope and peak levels is evaluated. Scaling laws have
been applied to compare different test conditions. The quality and nature of the collapse, as well
as the applicability limits of the scaling, are examined. Different serration geometries have been
tested at different flap angles. The noise reduction dependence on the aerodynamic loading is
discussed. This work is based on an initiative of Task 39 "Quiet Wind Turbine Technology" of
the Technology Collaboration Programme (TCP) of the International Energy Agency (IEA).

Nomenclature

𝛼𝑒 𝑓 𝑓 = effective angle of attack (deg)
𝛼𝑔𝑒𝑜 = geometrical angle of attack (deg)
𝑏 = span width (m)
𝑐 = chord length (m)
𝐶𝑑 = drag coefficient (-)
𝐶𝑙 = lift coefficient (-)
𝐶𝑝 = pressure coefficient (-)
𝛿∗ = displacement thickness, subscript may indicate pressure side (𝑃𝑆) or suction side (𝑆𝑆) (m)
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𝑓 = frequency (Hz)
𝑡𝑇𝐸 = trailing-edge thickness (m)
𝑀𝑈 = wind tunnel free-stream velocity based Mach number (-)
𝑂𝑆𝑃𝐿1/𝑛 = overall sound pressure level calculated from 1/n octave band spectrum (dB)
𝑃𝑆𝐷 = far-field noise power spectral density (dB/Hz)
𝑟 = distance between the observer and the sound source (m)
Re𝑐 = chord-based Reynolds number (-)
𝑆𝑃𝐿1/𝑛 = 1/n octave band sound pressure level (dB)
𝑆𝑃𝐿1/𝑛,𝑠𝑐𝑎𝑙𝑒𝑑 = scaled 1/n octave band sound pressure level (dB)
Δ𝑆𝑃𝐿1/𝑛 = noise reduction based on 1/n octave band sound pressure level (dB)
Stℓ = Strouhal number based on characteristic length ℓ (-)
𝑈 = wind tunnel free-stream velocity (m/s)
𝑋,𝑌, 𝑍 = chordwise, vertical, and spanwise coordinates from the TE (Fig. 1) (m)

I. Introduction
Trailing-edge (TE) noise arises from the interaction of the turbulent boundary layer, and the pressure fluctuations that

it generates in the surface, with the trailing edge [1, 2]. It has been identified as a primary noise source for wind turbines
[3]. It is thus of industrial interest to predict and mitigate its impact, an example of this is the Task 39 of the International
Energy Agency Wind Technology Collaboration Programme (IEA Wind TCP Task 39). Its goal is to accelerate
the development and deployment of quiet wind turbine technology by providing supporting research database as the
foundation for establishing international standards and governmental regulations. The task addresses the engineering
questions of wind turbine noise generation, reduction, and propagation, and the socio-psychological questions of the
wind turbine noise impact to health, well-being and consent and other non-noise factors. An interdisciplinary work
group is also established to disseminate the interaction between engineering and socio-psychological sciences.
The goal of this collaborative paper is to create a high quality and comparable database of trailing-edge noise from

both straight and serrated TEs. A very related effort in the same direction is the Benchmark problems for Airframe Noise
Computations (BANC) workshop (category I, TE noise), a series of workshops which aim to cross-check available
measurement data with different computation methods [4–6]. The experimental data-sets available so far were composed
of a symmetric NACA 0012, a cambered DU96–W180, and a NACA 64-618 airfoils without serrations in a 𝑅𝑒𝑐 range
from 1 × 106 to 1.5 × 106. This Reynolds range, however, is lower than the one that modern wind turbines work at. It
is also desirable to characterise the error bars and understand the uncertainty in the measurements carried out with
different models and in different facilities. Additionally, serrations have become largely used to reduce the trailing-edge
noise of wind turbines [7], and experimental data is required to validate new noise models (e.g. [8]). Therefore, it is of
high interest to include serrations into the data-base.
These gaps were partially tackled in the study of Ferret Gasch et al. [9] where two Siemens-Gamesa cambered

airfoils were tested to a maximum 𝑅𝑒𝑐 of 3.7 × 106. These results were used to blindly test the accuracy of different
noise prediction codes. The recommendations of such study insisted again in the need of carrying out uncertainty
quantification of the measurements and improve the validation database specially at moderate to high Reynolds numbers.
The leading aero-acoustic facilities in Europe have carried out cross-facility aero-acoustic tests of a NACA 633-018

airfoil as the first collaborative step to establish the database as well as to quantify the uncertainty. This airfoil has been
selected because its symmetry helps to accurately determine the zero angle of attack, but when placed at different 𝛼 the
resulting pressure distributions are similar to those commonly found in wind turbines (e.g. [10]). In order to cover
the largest 𝑅𝑒𝑐 possible, two models have been built: a large one (subsequently called HRM: High Reynolds number
Model), with 0.9 m chord, and a small one (LRM: Low Reynolds number Model) with a chord of 0.2 m. The HRM has
been tested in the Poul La Cour Tunnel (PLCT) at the Denmark Technical University (DTU), and the LRM has been
studied in both the A-Tunnel at TU Delft, and the Acoustic Wind Tunnel Braunschweig (AWB) in the German Aerospace
Center (DLR). The aerodynamics of the HRM have also been measured in the low-speed Wind-Tunnel Braunschweig
(NWB) of the German-Dutch Wind Tunnels Foundation (DNW) and in the Low-Turbulence Tunnel (LTT) of TU Delft.
This paper presents preliminary comparisons of test results from the aforementioned facilities. This paper is

structured as follows. A description of the model and serration geometries is given in Section II, followed by a summary
of the facilities set-up in Section III. The aerodynamic results are then analysed in Section IV, succeeded by the study of
the acoustic results with straight trailing edge in Section V. Finally, the effect of the serrations is discussed in Section VI.
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II. Model Description
Two NACA 633-018 airfoils (Fig. 1) were built for this study, namely the Low Reynolds number Model (LRM) and

the High Reynolds number Model (HRM). They have a chord length of 0.2 m and 0.9 m respectively. The base span
width is 0.4 m for the LRM and 1.816 m for the HRM, and modular extensions were also built to adapt the models to the
specific heights of the wind tunnel test sections. The LRM span width was 0.4 m when tested in the A-Tunnel, and
0.8 m in the AWB. For the HRM, these values were 1.25 m in the LTT, 2 m in the PLCT (DTU), and 2.8 m in the NWB.
The HRM was made of sheet metal skins over rib and stringer structures. The LRM was manufactured as an assembly
of three solid modular aluminium structures. More details about the models may be found in [11, 12]. The trailing edge
thickness is 𝑡𝑇𝐸 = 7.5𝑐 × 10−4 for both models.
The HRM is equipped with 192 surface pressure tabs. They are organised in 7 rows in order to characterise the flow

three-dimensionality. The main row, in the middle of the model, has higher density with 96 tabs. They have an offset in
the spanwise direction to minimise interferences. In the LTT, since the base span of the model could not fit completely
in the test section, this mid row was not fully centered. It was located around 1𝑐 (0.9 m) from the bottom wall instead.
The LRM has 28 pressure tabs in the middle of the span with an spanwise angle of 15 deg.

X/c = -0.95

X

Y

Fig. 1 NACA 633-018 airfoil with tripping location and axis orientations.

The measurements have been carried out with both clean and tripped boundary layer. The forced transitions helps
with the comparability of the results, and supports the reproducibility of the measurements. For the tripped boundary
layer case, zig-zag strips have been employed at 𝑋 = −0.95𝑐 on both sides of the airfoil. For the LRM a thickness of
0.5 mm, a width of 6 mm, and an angle of 70 deg. have been used. For the HRM these values are 0.4 mm, 12 mm, and
60 deg. respectively. The HRM tripping was applied with a base tape of 0.06 mm thickness (Fig. 7).
Different trailing-edge serrations have been tested. Two geometries have been selected: sawtooth and iron serrations,

illustrated in Fig. 2. The geometries are taken from a numerical investigation of Avallone et al. [13], which compared
the iron serrations to the conventional sawtooth ones, and found increased noise reduction in the former. This was
attributed to decreased scatter in the serration roots. The serrations’ wavelength is 0.05𝑐, and the peak amplitude is
0.1𝑐. Both types have been installed parallel to the chord (𝜑 = 0 deg), and the sawtooth serrations have also been tested
at 𝜑 = 8 deg for the LRM and 𝜑 = 4 deg for the HRM. Details about the installation procedure may be found in the
work of Luesutthiviboon et al. [11]. There is significant uncertainty in the flap angle of the serrations. This has been
measured in the serrations tested by DTU, where important deviations from the nominal values were detected. The iron
and sawtooth serrations which should have been placed at 𝜑 = 0 deg were measured to be at 4.16 deg and 4.43 deg
respectively. Moreover, spanwise differences up to 3.8 deg were also found. For the flapped case at nominal 𝜑 = 4 deg.
the real value (spanwise averaged) was 9.39 deg.
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(a) Sawtooth serrations

radius: 0.002c

2h

λ

2h

λ
0.75×2h

0.25×2h

radius: 2×10-4cradius: 0.002c

radius: 0.002c

(b) Iron serrations

Fig. 2 Drawings of the trailing-edge serrations used on the airfoil. In gray, the geometry used in the study of
Avallone et al. [13].

III. Facilities Description

A. The PLCT at DTU
The Poul La Cour Wind Tunnel is a closed loop return wind tunnel (Fig. 3). The airline is 66m long and 27m wide

(furthest separated points of the airline tube, but neglecting the wind tunnel buildings). The air volume inside the airline
is about 3875m3. The whole airline is built in concrete because of acoustic considerations. The fan of the wind tunnel
is driven by a 2.4MW engine and has a diameter of 4.7m. The fan was limited to 400 RPM or an engine power output
of 1.8MW, because the tunnel loss estimate proved to be too conservative. The fan can generate an air flow of up to
630 m3/s at 400 RPM when a test object is placed in the tunnel.
The settling chamber has a cross section of 6 x 9 m and is equipped with a honeycomb and 3 mesh grids to rectify

the flow and reduce turbulence before entering the test section. The mesh grid goes from a coarse to a fine mesh size.
The grid size of the finest mesh is 0.2 mm. The flow is accelerated through a nozzle with a contraction ratio of 9:1
before entering the test section. The test section has a cross section of 2×3 m and is 9 m long. The top speed is 105 m/s
and the turbulence intensity is below 0.1 %.
Measurements can be carried in a traditional hard-wall configuration [14] to focus on the aerodynamics, or in the

acoustic configuration that is based on the new Kevlar wall technology [15]. The noise is measured by a phased array
with 84 microphones of the type B&K type 4985 1/4”. It is placed in the anechoic chamber with a distance of 1.2
m from the Kevlar wall, and it is centered above the trailing edge of the aerofoil and its mid-span. The microphone
data was acquired with a B&K LAN-XI type 3053 system at a sample rate of 16384 Hz. The measurements have
been post-processed using the deconvolution algorithm CLEAN based on spatial coherence, CLEAN-SC [16]. More
information about the set-up and the post-processing may be found in O. Lylloff’s PhD [17].

B. The A-Tunnel at TU Delft
At Delft University of Technology, the small NACA 633-018 was tested in the A-Tunnel, an open-jet anechoic

vertical wind tunnel. Full description of the facilities and results to be further discussed in this paper have been presented
in a publication of Luesutthiviboon et al. [11]. In the A-tunnel, a semi-open test section is placed in a room treated by
acoustically absorbent foam wedges. Acoustic characterization of the A-Tunnel anechoic chamber including further
extensive details can be found in a publication of Merino-Martinez et al. [18]. To achieve different free-stream velocity
ranges, the test section can be placed on different outlet nozzles having different contraction ratios. Two different
nozzles have been used for the measurements, one with a cross-section of 400×700 mm (2𝑐 × 3.5𝑐), which will be
referred as Large or TUD-A-L, and one with a cross-section of 400×250 mm (2𝑐 × 1.25𝑐), which will be called Small or
TUD-A-S. The Small nozzle allowed for a higher 𝑅𝑒𝑐 range, but its relatively smaller jet width limited the measurements
to 𝛼 = 0 deg. A photograph of the TUD-A-L case in the A-Tunnel is shown in Fig. 4a. The full measurement envelope
is presented in Fig. 13.
This paper presents both aerodynamic and acoustic data from the A-Tunnel. Static pressure distributions were

59



Fig. 3 The Poul La Cour Wind Tunnel.
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Fig. 4 (a) The small NACA 633-018 airfoil in the A-Tunnel and (b) Schematic of the microphone array in the
A-tunnel.

collected via Honeywell TruStability HSCDRRN025MDAA3 differential pressure transducers with a ±2.5 kPa range
and ±6 Pa accuracy. Subsequently, the lift coefficients are calculated by a method described in Section IV.A.
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The Hot-Wire Anemometry (HWA) Technique was employed to extract the boundary-layer velocity profiles at
𝑋/𝑐 = −0.02, i.e. close to the TE. Specifications of the HWA system can be found in the publication of Luesutthiviboon
et al. [11].
The acoustic data was recorded using an array of 64 microphones and post-processed using conventional frequency-

domain beamforming (CBF) [19]. The acoustic maps were then integrated using the Source Power Integration (SPI)
technique. A schematic of the microphone array and the Region Of Integration (ROI) is shown in Fig. 4b. For more
details about post-processing technique, the paper from Merino-Martinez [18] may be consulted.

C. The LTT at TU Delft
The large NACA 633-018 model was tested in the Low-Turbulence Tunnel (LTT) at TU Delft. The aforementioned

publication of Luesutthiviboon et al. [11] also contains full details of the LTT facility, including aero-acoustic results.
The LTT is a closed-circuit wind tunnel originally designed for aerodynamic tests. The LTT has a contraction ratio

of 17.8 and a turbulence intensity range between 0.015% and 0.07% for free-stream flow speeds between 20 and 70
m/s. The airfoil was installed in a specially-made test section, in which the wall panels are ‘acoustically treated’ by
Kevlar-covered Melamine wedges.

Kevlar-

Melamine 

panels

Kevlar 

window

Wake rake

Turntable
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X

Z

Flow

Airfoil

Fig. 5 The large NACA 633-018 airfoil in the LTT.

This paper only presents aerodynamic test results from the LTT, namely, the lift curves, and the boundary layer
profiles. To read the static surface pressure data, the 101 pressure taps on the model were connected to a DTC pressure
system with 6 ESP–HD scanners. The aerodynamic corrections for the LTT hard-wall test section can be found
in the works of Timmer and Garner et al. [20, 21]. It has been confirmed by Luesutthiviboon et al. [11] that the
pressure distribution and lift obtained in the acoustically test section do not deviate from that obtained in the hard-wall
configuration. A brief comparison of both set-ups is also presented in this study.
Velocity fields at the TE region of the model were extracted by the Particle Image Velocimetry (PIV) technique.

Specifications of the PIV setup can be found in the work of Luesutthiviboon et al. [11]. The edge of the boundary
layer was defined where the spanwise vorticity is constant. Subsequently, the boundary layer integral parameters were
extracted.

D. The AWB at DLR
The Acoustic Wind Tunnel Braunschweig (AWB) is an anechoic open-jet, closed-circuit wind tunnel operated by the

German Aerospace Center (DLR - Deutsches Zentrum für Luft- und Raumfahrt), Braunschweig. The test section is
treated with acoustic linings to reduce sound reflection in the test section. The nozzle cross-section is 0.8 m in width
and 1.2 m in height, and the maximum wind speed at the nozzle is 65 m/s with a turbulence intensity of 0.3% [22]. The
wind tunnel model is installed along the width of the nozzle via two side extensions of the nozzle (see Fig. 6). Two far
field sound measurement systems were used extensively in the measurement campaign.
The directional microphone with a 1.4 m outer diameter elliptic reflector is placed along a motorized traversing

system below and facing the model’s pressure side. At the near-focal point of the elliptical reflector is a Brüel&Kjær 4136
1/4” microphone, which records the reflected noise. The distance between the microphone to the sound source
(geometrically represented by the model’s trailing edge) is approximately 1.15 m. Because the directional mirror’s
insensitivity to the distance to the sound source, its height with respect to the wind tunnel center line was not adjusted
[23]. Assuming line sources, the noise was measured along a straight line cutting through the mid-span of the model.
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Prior to the actual measurement, a scan along the streamwise axis was performed with the directional microphone
to identify the leading-edge and trailing-edge noise distribution. Furthermore, because sound is convected with the
free-stream and refracted by the wind tunnel’s shear layer, the measured distribution is further downstream than the
position of the model. The shifted position is predominantly dependent on the freestream velocity. The result of the
scan shows that each noise source has a distinct distribution, so trailing-edge noise measurement can be done within a
narrow range around the shifted position of the trailing edge. From this narrow range, a maximum level was selected to
represent the far field sound pressure level. The range of the baseline measurement was from -30 mm to 30 mm with
5 mm increments from the shifted trailing edge. Whereas, for the serrated trailing edge measurement from -30 mm
to 60 mm with the same increments from the shifted baseline trailing edge. Noise was measured for 20 s at a rate of
65 kHz, and a high-pass filter with a cut-off frequency of 500 Hz was applied in the data acquisition. The measured
time series was converted in the frequency domain using the method of averaged periodogram with 50% overlap and
Hanning window. The narrowband spectral resolution was 16 Hz. The background noise, the direction microphone
system response function (assuming line source distributions) were corrected according to the method of Schlinker [24].
More details on the procedure can be found in Herr [25].
The microphone array consists of 96 LinearX 1/2” microphones arranged within a 1 m diameter circle. It was

installed above the wind tunnel model facing the suction side. Noise was measured for 30 s at a sampling rate of
100 kHz. A high-pass filter with a cut-off frequency of 500 Hz was also applied in the data acquisition of the microphone
array. The measurements were processed using CLEAN-SC [16] with removal of the diagonal component of the
cross-spectral power matrix and Amiet’s 2D shear layer correction. The spectra were calculated using the method of
averaged periodogram with 0% overlap and rectangular windows. The narrowband spectral resolution was 24.4 Hz
and the level is adjusted to a reference observer at a distance of 1 m from the sound source. In order to separate the
trailing-edge noise from other noise sources, the post-processing was done for a localised area around the trailing edge
with a span width of 0.4 m and a chord length of 0.16 m, and the sound pressure level is considered only for sound
sources identified within this area.

Fig. 6 AWB test set-up.

E. The NWB at Braunschweig
Aerodynamic measurements were performed in the closed test section of the Low-Speed Wind-Tunnel Braunschweig

(NWB - Niedergeschwindigkeitswindkanal Braunschweig) of the German-Dutch Wind-Tunnels Foundation (DNW -
Deutsch-Niederländische Windkanäle), see Fig. 7. The NWB is a closed-circuit low-speed wind tunnel that can be
operated in a closed or open anechoic test section environment [26]. Its closed test section provides a cross-sectional
area of 3.25 m × 2.8 m and a length of 8 m. Dedicated model extensions were built to extend the original HRM span to
2.8 m. Aerodynamic coefficients were derived from integration of the pressure distribution at midspan, cf. Section II.
An additional wake rake with 135 total pressure probes (of 2.5 mm distance) and 7 static pressure probes was used on a
high-resolution traversing system for drag measurements. Lift and drag polars were corrected for wall interference
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according to the standard procedure by Garner et al. [21], thereby neglecting compressibility effects. Arrays of 10
G.R.A.S. 48LA 1/4” surface microphones in different layouts were also applied on the HRM in the closed test section.
Necessary data corrections to account for the signal averaging over the sensing area of the microphones are currently
being developed and validated pior to data release. Accordingly, the current paper is limited to the presentation of first
aerodynamic test data. The results from a follow-up acoustic campaign in the NWB acoustic plenum (i.e. open-jet
anechoic test environment) are not yet fully post-processed and will be subject of future work in this ongoing cooperation.

Fig. 7 NWB test set-up with tripping detail.

F. Facility summary
Table 1 provides an overview of the main characteristics of the wind tunnels used for this study. Note that the LTT

and the NWB also have an aero-acoustic configuration (Kevlar panels and open-jet respectively), but aero-acoustic
results from these facilities have not been used in this work.
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Facility
DTU A-Tunnel

Small/Large
LTT AWB NWB

Closed

Max. flow speed [m/s] 105
Small: 75
Large: 35

120 65 90

Test section [m] 3 × 2 S: 0.25 × 0.4
L: 0.7 × 0.4 1.8 × 1.25 1.2 ×0.8 3.25 × 2.8

Max. TI [%] 0.1 0.15 0.07 0.3
Long.: 0.06
Transv.: 0.15

𝑅𝑒𝑐 measured
(×106) [-] 1 - 4

S: 0.38 - 1
L: 0.18 - 0.46

1 - 3 0.38 - 0.77 1.9 - 4.8

Acoustic set-up Kevlar walls Open-jet - Open-jet -

Aerodynamic set-up
Kevlar/Hard
walls

Hard walls
Kevlar/Hard
walls

Open-jet Hard walls

Acoustic data
Mic. array,

(CBF, Clean-SC)
Mic. array,
(CBF)

-
Mic. array
(Clean-SC) +
Elliptic mirror

-

Boundary layer profiles HWA HWA PIV - -
Airfoil model tested
(span × chord [m])

HRM
(2 × 0.9)

LRM
(0.4 × 0.2)

HRM
(1.25 × 0.9)

LRM
(0.8 × 0.2)

HRM
(2.8 × 0.9)

Model aspect ratio 2.22 2.00 1.39 4.00 3.11

Plot label DTU
TUD-A-S
TUD-A-L

TUD-LTT
AWB-MA
AWB-EM

NWB

Plot colour Green
Yellow
Blue

Purple
Dark red
Light red

Black

Table 1 Summary of the main characteristics and data retrieved from each facility.

IV. Aerodynamic Comparison
A brief aerodynamic comparison is given in this section. The lift and drag coefficients are presented in Subsection

IV.A, where a comparison between tests with hard and Kevlar walls is also shown. The serrations effect on the lift curves
is studied in Subsection IV.B, and finally the displacement thickness near the trailing edge is shown in Subsection IV.C.

A. Polar Curves
The lift coefficient measurements are presented in Fig. 8 for every facility, for both the clean and the tripped

conditions. The 𝐶𝑙 is obtained from the surface integral of the pressure coefficients 𝐶𝑝, measured by means of the
surface pressure tabs described in Section II. Different wind tunnel corrections have been applied for each facility. For
the A-Tunnel and the AWB measurements, which use open jet configuration, the effective angle of attack had to be
corrected for distortions of the jet by the airfoil loading. A constant relation 𝛼𝑒 𝑓 𝑓 = 𝐾𝛼𝑔𝑒𝑜 was assumed, and the
correction factor 𝐾 was found by comparing the measured pressure distributions to XFOIL predictions [27]. The 𝐾
values calculated from XFOIL were similar than the ones obtained from Brooks et al. analytical formula [28]. For the
NWB, the LTT, and the DTU measurements with hard walls, the standard wind tunnel corrections according to Garner
et al. have been applied [21]. DTU’s Paul La Cour Tunnel measurements taken with Kevlar walls have been corrected
using the methodology explained in Devenport et al. [15, 29], which is based on potential flow methods that take into
account the wall presence including the flow transpiration through the Kevlar membranes. Details of this correction and
a validation with Virginia Techical Unveristy can be found in the study of Fischer et al. [12]. The different nature of
these corrections is represented in the polar plots, since using XFOIL for the corrections leads to the results matching
a pre-defined set of polars. The measures corrected with XFOIL are shown with empty markers, whereas the other
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methods are plotted with filled markers.
In the LTT and the DTU campaigns, the aerodynamic coefficient have been measured with both hard walls and

Kevlar walls. A comparison of such measurements is given in Fig. 10. In the rest of figures, the measurements taken
with Kevlar walls have been used.
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Fig. 8 Lift coefficient measured in the different facilities for a variety of 𝑅𝑒𝑐 numbers. Empty markers represent
the measures corrected using XFOIL, and full markers indicate other correction methods.

The Reynolds number effect is clearly visible in Fig. 8. The measurements at the A-Tunnel and the AWB, at
significantly lower 𝑅𝑒𝑐 than the other ones, show a reduced 𝐶𝑙,𝑚𝑎𝑥 and an earlier onset of separation. There is a good
agreement between both facilities with a slight difference in the slope in the linear region, which could be caused by the
different aspect ratio in the tests (2 in the A-Tunnel, 4 in the AWB). A higher aspect ratio can lead to a increase in the
lift coefficient slope [30]. The trend with 𝑅𝑒𝑐 in the stall region observed for the AWB measurements with tripped
conditions appear to be the opposite as expected. The free transition point, as calculated with XFOIL, coincides with
the position of the tripping device on the suction side. This possible interference is suspected as the source of such
trend, but it has not been investigated further. A laminar separation bubble is observed for both the A-Tunnel and the
AWB clean measurements, but it does not appear at higher 𝑅𝑒𝑐. In the tripped case, the measured 𝐶𝑝 are very similar
and aligned with the XFOIL predictions. The 𝐶𝑝 distributions are not shown here for conciseness. For the HRM results,
a good agreement is observed specially between DTU and NWB, the former showing a slightly higher 𝐶𝑙,𝑚𝑎𝑥 for the
equivalent 𝑅𝑒𝑐. This higher 𝐶𝑙,𝑚𝑎𝑥 may be influenced by the use of Kevlar walls, as visible in Fig. 10. The LTT data
has a lower slope which again could be attributed to a reduced aspect ratio and the pressure tabs not being in the middle
of the test section. The different inflow turbulence of the tunnels could also play a role. Higher 𝐶𝑙,𝑚𝑎𝑥 are measured in
the clean cases, and the separation behaviour appears to be sensible to 𝑅𝑒𝑐 than in the tripped counterpart (except for
the AWB as discussed above).
The drag coefficient results are shown in Fig. 9. All the data has been obtained from the momentum deficit in the

wake using wake-rake measurements, as described in Section 7.2.3. of Russo [31]. As 𝑅𝑒𝑐 increases, 𝐶𝑑 decreases, as
seen very clearly by the difference between the models. In addition, larger drag values are observed in the tripped case
compared to the clean measurements.
Fig. 10 compares the measurements in the LTT and the PLCT (DTU) for Kevlar and hard walls. The LTT data shows

a very good agreement between both configurations at positive 𝛼𝑒 𝑓 𝑓 . However, a mismatch is observed at negative
stall. The cause is an asymmetry in the test set-up with Kevlar walls. One side of the test section (facing suction side
at 𝛼 > 0) was a Kevlar-Melamine panel with a solid back plate for noise absorption, whereas the opposite side was
composed of a single Kevlar panel to allow for the acoustic measurements. Further details and consequences of the
asymmetric permeability are explained in the study of Luesutthiviboon et al. [11]. DTU results also agree well, with the
hard walls leading to a slightly lower 𝐶𝑙,𝑚𝑎𝑥 . The hard wall measurements were carried out with tripping at 5% in the
suction side and 10% in the pressure side, unlike the Kevlar case, which was tested at symmetric 5% tripping. However,
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Fig. 9 Drag coefficient measured in the different facilities for a variety of 𝑅𝑒𝑐 numbers. Empty markers
represent the measures corrected using XFOIL, and full markers indicate other correction methods.
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Fig. 10 Comparison of the lift coefficient curves measured in Kevlar and hard wall configurations at the Poul
La Cour Tunnel (DTU) and the Low Turbulence Tunnel (LTT). The boundary layer was tripped in all the cases.
Inner axis in the LTT plot shows negative stall behaviour.

it is considered that the trends appearing in the plot are the consequence of the different walls and not the tripping, since
the same trends are found in the clean case.

B. Polar Curves - Serrations Effect
The serrations effect on the lift coefficient is presented in Fig. 11. The lift coefficient difference is calculated as

Δ𝐶𝑙 = 𝐶𝑙 − 𝐶𝑙,𝑟𝑒 𝑓 ., where 𝐶𝑙,𝑟𝑒 𝑓 . corresponds to the equivalent 𝛼𝑒 𝑓 𝑓 with straight trailing edge. Hence, positive Δ𝐶𝑙

values indicate increase in the lift coefficient when serrations are in place. The serrations installation in the HRM
blocked the pressure tabs closest to the trailing-edge on both sides of the airfoil. Therefore, the results are not as accurate
as in the baseline case, and are biased with respect to it. The general trends are still captured. Both geometries show
positive Δ𝐶𝑙 because 𝐶𝑙 has been calculated with the same reference chord but the serrations feature extended surface
area. Higher Δ𝐶𝑙 is observed for iron serrations compared to the sawtooth ones, which is also attributed to a comparably
larger surface area. The iron case also shows a higher sensibility with 𝛼𝑒 𝑓 𝑓 . Due to uncertainties in the installations the
serration flap angles were higher than nominal in the DTU-PLCT tests (∼ 4 deg.). It explains why the difference in Δ𝐶𝑙
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is larger than in the other tunnels. It is interesting to note that the same trends are also found in this case, but with an
offset in Δ𝐶𝑙 .
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Fig. 11 Increase of lift coefficient with iron and sawtooth serrations measured at the different facilities. It was
measured that DTU serrations were flapped 4 deg. instead of the nominal 𝜑 = 0 deg.

C. Displacement Thickness near the Trailing-Edge
The boundary-layer velocity profiles in the vicinity of the trailing edge were measured. HWA was used in the PLCT

(DTU) and in the A-Tunnel (TU Delft), and PIV was employed in the LTT (TU Delft). The HWA measurements were
performed at 𝑋/𝑐 = −0.02. Once the velocity profiles were obtained, the boundary-layer parameters were extracted.
The location of the boundary-layer thickness and the edge velocity were determined by the region were the velocity
fluctuations became constant, and fitting of the logarithmic layer was employed [32]. The work of Luesutthiviboon et
al. [11] describes in detail the results obtained at TU Delft.
The boundary-layer displacement thickness (𝛿∗) is of special interest. It will be the parameter chosen to represent

the turbulence length scale when scaling the acoustic results in Section V.D, following the classic scaling of Brooks et
al. [33]. The measurements are presented in Fig. 12 for 𝛼𝑒 𝑓 𝑓 = 0 deg and straight trailing edge. The lines show the
XFOIL predictions obtained with 250 panels and 𝑁𝑐𝑟𝑖𝑡 = 9. This amplification factor has been chosen after comparing
the 𝐶𝑝 predictions with the measurements. Dashed lines represent the predictions for the LRM, and solid lines the
HRM ones (to account for the different 𝑅𝑒𝑐/𝑀𝑈 relation). Great accordance with XFOIL is observed in the HRM
measures. The discrepancies are larger in the LRM, likely a result of a lower measurement resolution near the wall due
to a very thin boundary layer. XFOIL captures well the general trends in terms of 𝑅𝑒𝑐 and tripping effect. It will be
used to calculate 𝛿∗ for the scaling of the acoustic results given the lack of data for the rest of test conditions.
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Fig. 12 Displacement thickness measured in the different facilities as a function of 𝑅𝑒𝑐. Blue lines and markers
correspond to the tripped boundary-layer conditions, whereas the clean cases are indicated with red.

V. Acoustic Comparison with Straight Trailing Edge
The far-field acoustic measurements with straight trailing-edge are compared in this Section. A summary of the data

is firstly given in Fig. 13. The effect of the Reynolds number and the tripping is presented in Subsection V.A, the impact
of the angle of attack is assessed in Subsection V.B, and the differences between facilities and measurement techniques
are checked in Subsection V.C. Finally, the measurements are scaled together to the same conditions in Subsection V.D,
and the collapse is studied. A reference pressure of 20 𝜇Pa is used to express the acoustic data with the Sound Pressure
Level (𝑆𝑃𝐿).
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Fig. 13 Summary of the acoustic data for the baseline configuration with tripped boundary layer.

The broad 𝑅𝑒𝑐 range measured is shown in Fig. 13. The measurements carried out in the AWB and the A-Tunnel
used the LRM, whereas the HRM was tested in the PLCT (DTU). In the lower 𝑅𝑒𝑐 range there are several overlapping
points which allow for direct comparison between facilities. The geometrical angles of attack in the AWB and the
A-Tunnel have been chosen such that their effective angle of attack are equivalent.

A. Effect of the Reynolds Number and the Tripping of the Boundary Layer
Fig. 14 presents the measured 𝑆𝑃𝐿 in 1/3 octave bands in every facility for the straight trailing edge. Different 𝑅𝑒𝑐

numbers are presented together, and the tripped and clean cases are compared. All the results are normalised to a span
width and an observer distance of 1m.
The forced transition effect is visible in all the facilities. The turbulent boundary layer arising from the tripping

leads to a thicker 𝛿∗ than its clean counterpart, as shown in the HWA and PIV measurements presented in Fig. 12. This
creates a noise increase in all the cases presented, which is found to be more important at low frequencies, and larger for
increasing 𝑅𝑒𝑐. The two lowest 𝑅𝑒𝑐 measured (0.19 × 106 and 0.25 × 106) are not following this pattern, and show
larger 𝑆𝑃𝐿1/3 for the clean case. The displacement thickness measurements shown in Fig. 12 indicate that 𝛿∗ may be

68



higher for the clean case at the lowest Reynolds numbers.
DTU measurements (Fig. 14b) and AWB measurements carried out with the elliptic mirror (Fig. 14d) show a

high-frequency peak. The location of the peaks scales to very similar trailing-edge thickness based Strouhal numbers
𝑆𝑡𝑡𝑇𝐸 = 𝑓 𝑡𝑇𝐸/𝑈. This suggests that the cause of the peaks is trailing-edge bluntness noise [33]. The same phenomena
would be also visible in the A-Tunnel and the array measurements in the AWB if the high frequency limit was larger. In
the AWB case, the peaks are more clearly visible in the clean case. It could be explained by a major distortion of the
vortex shedding from the turbulent boundary layer developed in the tripped case.
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(c) DLR-AWB measurements with microphone-array.
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(d) DLR-AWB measurements with elliptic-mirror.

Fig. 14 Effect of the Reynolds number and the tripping in the trailing-edge noise measurements of the different
facilities. Solid lines with empty markers represent the tripped conditions, and dashed lines with full markers
indicate the clean equivalent.

B. Effect of the Angle of Attack
The acoustic polars, presented in Figs. 15 and 16, give a general overview of the angle of attack effect on the

trailing-edge noise. The Overall Sound Pressure Level (𝑂𝑆𝑃𝐿) has been calculated from the 1/12 octave band spectrum,
adding the bands between 1.2 kHz and 5 kHz. This range has been chosen since it contains the common 𝑓 values for
the LRM. These 𝑂𝑆𝑃𝐿 values should only be analysed comparatively between the different cases to check that the
trends are the same, but they do not represent the total 𝑂𝑆𝑃𝐿 since the peak location of the spectrum is likely located at
lower frequencies, specially for non-zero 𝛼𝑒 𝑓 𝑓 . To allow for similarity between different conditions, the 𝑂𝑆𝑃𝐿 has
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been scaled according to the classical law [33]:

𝑂𝑆𝑃𝐿𝑠𝑐𝑎𝑙𝑒𝑑 = 𝑂𝑆𝑃𝐿 − 50 log10 (𝑀𝑈/𝑀𝑟𝑒 𝑓 ) − 10 log10 (𝛿∗𝑆𝑆/𝛿∗𝑟𝑒 𝑓 ) − 10 log10 (𝑏/𝑏𝑟𝑒 𝑓 ) − 20 log10 (𝑟𝑟𝑒 𝑓 /𝑟) (1)

Where 𝑀𝑈 is the Mach number based on the free-stream velocity, 𝛿∗𝑆𝑆 is the boundary-layer thickness at the suction
side, 𝑏 is the span of the trailing edge, and 𝑟 is the observer distance. The subscript 𝑟𝑒 𝑓 indicates the reference quantities
of the scaling, which are chosen as 𝑀𝑟𝑒 𝑓 = 0.13, 𝛿∗𝑟𝑒 𝑓 = 0.008 m, 𝑏𝑟𝑒 𝑓 = 1 m, and 𝑟𝑟𝑒 𝑓 = 1 m.
Fig. 15 compares the trends found in the LRM measures. A good alignment between facilities is observed. For

the tripped conditions, the 𝑂𝑆𝑃𝐿 decreases with 𝛼𝑒 𝑓 𝑓 and increases with 𝑅𝑒𝑐. The effect of the angle of attack is
attributed to the change introduced in the spectral shape: the level increases at low 𝑓 and decreases at high 𝑓 , and hence
the frequency range selection for the 𝑂𝑆𝑃𝐿 calculation determines the tendency. The change in the spectral shapes is
further discussed in Fig. 17. The trend with 𝑅𝑒𝑐 could be explained similarly. The takeaway here is that it is consistent
between facilities and with the qualitative expectations. The 𝑂𝑆𝑃𝐿 at 𝑅𝑒𝑐 ≈ 0.4 × 106, the overlapping point for both
facilities, agree within 2 dB. For the clean cases, the same trend with the angle of attack is observed except at 𝛼𝑒 𝑓 𝑓 = 8
and 10 deg. In these cases, the presence of tones from laminar boundary layer instability noise lead to a 𝑂𝑆𝑃𝐿 increase.
These tones may be seen in Fig. 19, where the noise power spectral density is presented. There is also a good agreement
in the 𝑅𝑒𝑐 at which this phenomena is observed.
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Fig. 15 Acoustic polars of the Low Reynolds number Model measured at A-Tunnel and the AWB for the baseline
configuration and both tripped and clean boundary layer.

In Fig. 16 the acoustic polars measured at DTU for the tripped case are shown. The same trends with respect to the
angle of attack and the Reynolds number are observed. In this case, the frequency range in the 𝑂𝑆𝑃𝐿 calculations is
0.4 kHz to 5 kHz, since the Clean-SC post-processing allowed for a better resolution in the low frequency range. A
Strouhal-based definition of the integration bounds would have allowed for direct comparison between the LRM and
the HRM results. However, due to large 𝑅𝑒𝑐 range of the measurements, there is not enough overlapping part of the
spectrum in the 𝑆𝑡 space.
Fig. 17 shows the angle of attack effect on the spectra. Different 𝛼𝑒 𝑓 𝑓 are plotted together for the same 𝑅𝑒𝑐 for

each facility. Both clean and tripped cases are presented. In the DTU measurements (Fig. 17b) a noise increase at
lower frequencies is observed, accompanied by a noise reduction at higher frequencies. This is accredited to a thicker
boundary layer developed in the suction side. In the other facilities only the noise reduction at high frequencies is
observed due to the lack of low frequency data. From the AWB elliptic mirror data (Fig. 17d) the very high frequency
results can also be studied. At 𝑓 > 8–10 kHz, the levels increase again with the angle of attack. This could be attributed
to higher energy content in the thinner pressure side boundary layer at these frequencies. The clean cases show the
presence of tones at 𝛼𝑒 𝑓 𝑓 = 4 and 8 deg, more clearly visible in the 𝑃𝑆𝐷 plot shown in Fig. 19.
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Fig. 16 Acoustic polars of the High Reynolds number Model measured at DTU-PLCT for the baseline
configuration and tripped boundary layer.
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0.4 0.6 0.8 1 2 3 4
f [kHz]

40

50

60

70
S
P
L

1/
3

[d
B

]

αeff ≈ 0.0 deg - Tripped

αeff ≈ 3.5 deg - Tripped

αeff ≈ 7.3 deg - Tripped

(b) DTU-PLCT measurements at 𝑅𝑒 ≈ 3 × 106.
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(c) DLR-AWB measurements with microphone-array at
𝑅𝑒 ≈ 0.39 × 106.
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Fig. 17 Effect of the angle of attack and the tripping in the trailing-edge noise measurements of the different
facilities. Solid lines with empty markers represent the tripped conditions, and dashed lines with full markers
indicate the clean equivalent.
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C. Effect of the Facility and the Measurement Technique
The overlapping measurement point at 𝑅𝑒𝑐 ≈ 0.38 × 106 between the A-Tunnel and the AWB is now studied. The

acoustic data is presented using the power spectral density.
In Fig. 18, the case at 𝛼𝑒 𝑓 𝑓 = 0 deg shows a very good agreement between the two nozzles of the A-Tunnel. This

allows both set-ups to be interpreted together in a continuous way. The two measurement techniques used in the AWB
also collapse very well. Such results strengthen the consistency of the data. The peak levels of both facilities are
virtually equal, but a mismatch in the spectral slope leads to deviations up to 6 dB at higher frequencies. There is still a
difference in the post-processing used in each facility. It would be interesting to study the possible scatter introduced by
using different beamforming algorithms, and establish a common post-processing method. Differences in the shear layer
correction can also lead to a deviations in the spectral slope.
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Fig. 18 Far-field noise power spectral density measured at the A-Tunnel and the AWB at 30 m/s for the baseline
configuration with tripped boundary layer and 𝛼𝑒 𝑓 𝑓 = 0 deg.

At 𝛼𝑒 𝑓 𝑓 = 8 deg (Fig. 19), the presence of the laminar boundary-layer feedback-loop tones is clearly visible in the
clean case. The small mismatch in the peaks location between the AWB and the A-Tunnel may correspond to deviations
in the dynamic pressure or more likely to different development of the boundary layer attributed to the distinct aspect
ratio, as observed previously in the small discrepancies in the polar curves (Fig. 8). Minor differences are also now
observed between the elliptic mirror and the microphone array data from the AWB. The likely reason is the different
directivities measured with each system, since the equipment are located at either side of the airfoil as depicted in Fig. 6.
The elliptic mirror data will be taken for the subsequent comparisons. It does not only have a broader 𝑓 range, but it is
also consistent with the other facilities, which have the measurement system facing the pressure side of the airfoil when
the model is pitched towards positive angles of attack.
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Fig. 19 Far-field noise power spectral density measured at the A-Tunnel and the AWB at 30 m/s for the baseline
configuration with tripped boundary layer and 𝛼𝑒 𝑓 𝑓 ≈ 8 deg.
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D. Scaling Study
This section studies the collapse of the scaling of the measurements performed at different Reynolds and Mach

numbers. The classic scaling law has been applied [33]:

𝑆𝑃𝐿𝑠𝑐𝑎𝑙𝑒𝑑 = 𝑆𝑃𝐿 − 50 log10 (𝑀𝑈/𝑀𝑟𝑒 𝑓 ) − 10 log10 (𝛿∗𝑆𝑆/𝛿∗𝑟𝑒 𝑓 ) − 10 log10 (𝑏/𝑏𝑟𝑒 𝑓 ) − 20 log10 (𝑟𝑟𝑒 𝑓 /𝑟) (2)

Although this form of scaling is not expected to provide a perfect collapse in all the frequency range [34], it is the most
widely used form, and it provides a useful first approach to compare and study the data. Only the forced transition cases
are compared here, since the test conditions are more equivalent across the different facilities and the uncertainty is
reduced. To have an estimate of the peak location of the measurements, the range of expected peaks 𝑆𝑡𝛿∗

𝑆𝑆
according to

BPM [33] are plotted together with the measurements. Although the model was developed using a different airfoil and
measurement techniques, it is depicted here as a rough reference to know where the peak frequency may lie.
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Fig. 20 Scaling of the measurements at different facilities for the tripped boundary layer case at 𝛼𝑒 𝑓 𝑓 = 0 deg.
The peak location predicted by the BPM model is also presented with vertical lines. Each colour covers the
measurement range from the respective facility.

The scaled spectra at 𝛼𝑒 𝑓 𝑓 = 0 deg. is presented in Fig. 20. According to the BPM predictions, the peak 𝑆𝑡𝛿∗ lies
within the measured range. Good agreement in the peak locations and levels is observed between AWB and DTU
despite deviations in the spectral slope. A trend with the Reynolds number is also observed: the curves shift to lower
𝑆𝑡𝛿∗ as 𝑅𝑒𝑐 increases. It is aligned with the BPM measurements, which estimated the peak 𝑆𝑡𝛿∗ as 𝑆𝑡𝛿∗ = 0.02𝑀−0.6.
This is particularly pronounced for the TUD results, which cover a much more extended peak Strouhal range than the
corresponding BPM predictions. The mismatch between AWB and TUD, which encompass the same 𝑀𝑈 and 𝑅𝑒𝑐
range, is not clear and should be investigated further. The effect of the different post-processing is suspected and should
be assessed.
Fig. 21 shows the scaled spectrum at 𝛼𝑒 𝑓 𝑓 between 3 deg and 4 deg. The peak values agree well within 1.5 dB. As

𝑆𝑡𝛿∗
𝑆𝑆
increases, however, the collapse worsens and the scatter grows up to 10 dB. In that region, the same trend as the

𝛼𝑒 𝑓 𝑓 = 0 deg is observed: within each facility, the lower the 𝑅𝑒𝑐 the higher the scaled 𝑆𝑃𝐿. This is specially visible for
the two lower 𝑅𝑒𝑐 (0.19 and 0.25 million) measured in the A-Tunnel. The different 𝑅𝑒𝑐 may change the nature of the
flow field and the behaviour of the boundary layer, which decreases the scaling collapse. This effect is found to be more
important at the lower 𝑅𝑒𝑐 numbers. The large 𝑅𝑒𝑐 measurements performed at DTU escape this trend and show a
more stable collapse.
The cases at 𝛼𝑒 𝑓 𝑓 between 7 deg and 8 deg are plotted in Fig. 22. The scatter between the DTU and the AWB

results at low frequencies is larger in the preceding cases. Looking back at the lift curves (Fig. 8) it is observed how the
loading difference is already important at this polar region. Different noise results are also expected in such a case. The
better agreement between the A-Tunnel and the AWB, which polar curves are more alike, also supports this argument.
The cases at 𝑅𝑒𝑐 = 0.19 × 106 and 0.25 × 106 in the A-Tunnel are not shown in this plot, since the tripping effect was
jeopardised by the location of the stagnation point, and laminar boundary-layer instability tones appeared.
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Fig. 21 Scaling of the measurements at different facilities for the tripped boundary layer case at 𝛼𝑒 𝑓 𝑓 ≈ 3–4 deg.
The peak location predicted by the BPM model is also presented with vertical lines. Each colour covers the
measurement range from the respective facility.
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Fig. 22 Scaling of the measurements at different facilities for the tripped boundary layer case at 𝛼𝑒 𝑓 𝑓 ≈ 7 − 8
deg. The peak location predicted by the BPM model is also presented with vertical lines. Each colour covers the
measurement range from the respective facility.

VI. Noise Reduction Comparison with Different Serrations
The effect of the noise reduction devices is studied in this Section. The noise reduction is calculated as

Δ𝑆𝑃𝐿1/3 = 𝑆𝑃𝐿1/3 − 𝑆𝑃𝐿1/3, ref. , where the reference Sound Pressure Level 𝑆𝑃𝐿1/3, ref. corresponds to the equivalent
case with straight trailing edge at the same 𝛼𝑒 𝑓 𝑓 and 𝑅𝑒𝑐. Therefore, negative Δ𝑆𝑃𝐿1/3 indicate noise reduction. For
this section, the DTU results have been post-processed with conventional frequency-domain beamforming instead of
Clean-SC. The latter had convergence issues at low frequencies for the serrated cases, where the signal-to-noise ratio is
lower. The CBF results show increased levels with respect to the Clean-SC equivalent [17], but this is acceptable in this
section since the focus is on Δ𝑆𝑃𝐿1/3.

Δ𝑆𝑃𝐿1/3 is presented against 𝑆𝑡𝛿∗𝑆𝑆 in Fig. 23 for the iron and sawtooth serrations without nominal flap angle. Only
the tripped boundary layer cases are considered here. There is a fair scaling with 𝑆𝑡𝛿∗

𝑆𝑆
, which supports previous results

that showed that the noise reduction maximum depends on𝑈 [35, 36]. Two regions of noise reduction are identified for
both serrations in the LRM results (AWB and TUD-A) The second noise reduction peak is similar to the results of P.
Zhou et al. [37], which were also measured at similar 𝑅𝑒𝑐 number as the LRM. The HRM measurements (DTU) show
two noise reduction regions in the sawtooth case, but only one in the iron case. The reason for the difference needs to be
further investigated with additional measurements at high Reynolds number. At this point we cannot rule out that the
noise reduction mechanisms behave differently at high Reynolds numbers. [37] found that this second peak was highly
dependant on the serration flexibility and the flow alignment. The serration deformation was dependant not only on the
stiffness and flow speed but also on the aerodynamic loading, which is directly related to the serration geometry. The
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aerodynamic forces on the flap are much higher for the HRM compared to the LRM. Hence, it is possible that the flaps
were subject to small scale vibrations due to the flexibility. Small scale vibrations could counteract the noise benefits in
the high frequency range. Additionally, the iron shaped serrations have a larger surface area but the same thickness as the
sawtooth serrations. Hence, the ratio of the aerodynamic forces to the flap stiffness is less favourable for the iron shaped
serrations than the sawtooth serrations. The uncertainty in the serration flap angle could also play a role in the mismatch.
In the first noise reduction peak, the iron serrations lead to a noise decrease up to 7.5-8 dB, whereas reductions up to 5
dB are seen for the sawtooth serrations. This is aligned with the computational studies by Avallone et al. [13].
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Fig. 23 Scaling of the Δ𝑆𝑃𝐿1/3 with iron and sawtooth serrations with the displacement thickness based Strouhal
number at 𝛼𝑒 𝑓 𝑓 = 0 deg.

The cases with flapped serrations are shown in Fig. 24. Two noise reduction region are also identified here. The
noise reduction maximum (∼ 4 dB), however, is lower than in the preceding cases. This may be explained with appearing
counter-rotating streamwise-oriented vortices in the serration edges when the airfoil is loaded [38, 39], since the airfoil
is actually cambered when tested with flapped serrations.
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Fig. 24 Scaling of the Δ𝑆𝑃𝐿1/3 with flapped sawtooth serrations with the displacement thickness based Strouhal
number at 𝛼𝑒 𝑓 𝑓 = 0 deg.

The effect of the angle of attack is summarised in Fig. 25. The Δ𝑂𝑆𝑃𝐿 has been calculated for frequencies between
1200 and 5000 Hz for the LRM (𝑅𝑒𝑐 ≈ 0.38× 106), and between 400 and 3000 Hz for the HRM (𝑅𝑒𝑐 ≈ 3× 106). These
values are arbitrarily chosen to have the best possible representation of the low frequencies, which drive the 𝑂𝑆𝑃𝐿.
Ideally, the same 𝑓 or 𝑆𝑡 range would have been chosen, but the present case is limited by the low SNR in the LRM
results at low frequencies. Comparison between the models should be then analysed with care due to this difference.
The noise reduction is presented for both the clean and the tripped cases. For the clean conditions, it is interesting to
note the additional noise reduction measured at 𝛼𝑒 𝑓 𝑓 = 4 and 8 deg. This noise decrease comes from the removal of the
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laminar boundary-layer instability noise. It follows the study of [40], and it is attributed to bypass transition near the
trailing edge that prevents separation, and removes the amplifier of the Tollmien-Schlichting waves.
For the tripped conditions, it is observed in the spectra (omitted for conciseness) that the angle of attack initially

leads to a level increase at intermediate and high frequencies. This effect propagates to lower frequencies too when 𝛼𝑒 𝑓 𝑓
increases further, and it affects all the spectrum when stall is reached. This may be attributed again to the increasing
airfoil loading, with the same reasoning explained previously for the flapped serrations. In Fig. 25 the 𝑅𝑒𝑐 effect is
also observed. The earlier departure of the LRM cases from the attached polar region leads to noise increases at lower
𝛼𝑒 𝑓 𝑓 than in the HRM results. The larger slope observed for the iron serrations shows again a higher sensibility to the
aerodynamic loading due to the increased surface area, as seen previously in the lift coefficient measurements (Fig. 11).
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VII. Conclusion
The aerodynamic and aero-acoustic characterisation of the NACA 633-018 has been presented in this paper. Two

models of this airfoil have been built for such purpose, with chord lengths of 0.2 m and 0.9 m, and they have been
measured in 5 different wind tunnels: the A-Tunnel and the LTT at TU Delft, the Poul La Cour Tunnel at DTU, and the
AWB and the NWB at DLR. The 𝑅𝑒𝑐 of the measures ranges from 0.18 × 106 to 4.8 × 106. Multiple angles of attack
have been tested. The models have been studied with tripped and clean boundary layer, and sawtooth and iron serrations
have also been installed and measured in both models.
The aerodynamic coefficients have been presented for the clean and tripped configurations for different 𝑅𝑒𝑐. Tripping

the boundary layer leads to a decrease of 𝐶𝑙,𝑚𝑎𝑥 and a lower 𝑅𝑒𝑐 sensitivity in the stall region. Increasing 𝑅𝑒𝑐 leads to
an increase of 𝐶𝑙,𝑚𝑎𝑥 for both the clean and tripped case. This effect is very visible between models. Slight deviations
in the lift slope were attributed to different aspect ratios. The effect of using Kevlar or hard walls for the testing has been
also assessed. Good agreement between both configurations was observed, except for the negative stall region in the
LTT measurements, which is the consequence of asymmetries in the set-up. The effect of the serrations on the lift
coefficient has also been studied. A higher Δ𝐶𝑙 was found for the iron serrations due to a larger surface area. However,
the measurements with serrations contained significant uncertainties in the flap angle. This was specially important for
the DTU case, which showed deviations of 4 deg with respect to the nominal value. The velocity profile in the vicinity
of the trailing edge has been also measured. The boundary layer displacement thickness (𝛿∗) has been calculated and
compared to XFOIL predictions, which agreed well in terms of 𝑅𝑒𝑐 and tripping trends.
The acoustic results have been firstly discussed for the straight trailing edge configuration. The effect of the tripping

on the far-field noise has been assessed. Within the same 𝑅𝑒𝑐 measured, it was observed that the forced boundary layer
lead to a level increase up to 5 dB in the low frequency part of the spectrum. This was related to the increase of 𝛿∗.
Broadband peaks in the high frequency part were found and attributed to trailing-edge bluntness noise. Increasing the
angle of attack lead to a rise in the levels in the low frequency part of the spectrum, and a decrease in the high frequency
part. This was also associated to the varying thickness of the boundary layer. For the clean configuration, laminar
boundary-layer instability tones appeared at non-zero 𝛼𝑒 𝑓 𝑓 . They were found to be 𝑅𝑒𝑐 dependant, and good agreement
on the tone presence and location between facilities was observed. An overlapping measurement point was available at
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𝑅𝑒𝑐 ≈ 0.38 × 106 between the A-Tunnel and the AWB. Good agreement at frequencies around 1-2 kHz was found, but
differences in the spectral slope lead to a mismatch up to 6 dB at 3-4 kHz. Although the physical model tested was
the same, the post-processing of the data was different, and it could have introduced some deviations. A study of the
possible scatter introduced in this step is required. The scaling of the acoustic data showed a good agreement on the
peak locations and levels, specially between AWB and DTU results. Generally, the curves shifted towards lower 𝑆𝑡𝛿∗
as 𝑅𝑒𝑐 increases. This was particularly pronounced in the TUD measurements, which covered a more extended peak
Strouhal range than the AWB equivalent and the BPM predictions. The 𝑅𝑒𝑐 effect was particularly visible at 𝛼 ≈ 7 − 8.
At this angle the lift coefficients were already different due to early separation at low 𝑅𝑒𝑐, and thus the acoustic results
were also distinct for the two airfoil models.
The noise reduction effect has been measured and studied for the different serration types. Tones present in the

clean measurements were significantly attenuated with the add-ons installed, leading to reductions in the 𝑂𝑆𝑃𝐿 up to
10 dB. The noise reduction spectrum Δ𝑆𝑃𝐿1/3 scaled fairly well with 𝑆𝑡𝛿∗ , and good agreement was found between
different facilities and 𝑅𝑒𝑐. Two noise reduction peaks were generally observed. The iron serrations were found to
provide up to 7.5-8 dB of maximum noise reduction, whereas for the sawtooth serration it was around 5 dB. The overall
sound reduction decreased with the flap angle and the angle of attack. This is likely a consequence of the increased
aerodynamic loading and the appearance of counter-rotating vortices in the serration edges. The iron serrations were
more sensible to 𝛼𝑒 𝑓 𝑓 changes due to a larger surface that lead to higher loading, as it was observed when comparing
the Δ𝐶𝑙 .
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C
DTU data signal-to-noise ratio

The signal-to-noise ratio of the DTU measurements is now estimated. We have to ensure that the data that
we are studying comes primarily from the trailing-edge, and remove frequencies that are heavily affected by
other sources. The same procedure as in [81] is used. Besides the integration region centered at the trailing
edge, two integration regions are additionally defined in the airfoil corners. The corners have proven to be a
dominant source at high frequencies, and we want to quantify their dominance. The integration regions are
shown in Figure C.1.
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Figure C.1: DTU beamforming images with additional integration regions to determine SNR. Flow goes to positive y . Red dashed region
aims to capture the trailing-edge noise contributions, and black ones the corners. Measurement at 50 m/s, dynamic range is 12 dB.

The dimension of the trailing-edge integration region is the same that the sum of the two corner regions. A
criterion is set such that when the integrated level from the corners supersedes the trailing-edge one, that
frequency band will not be considered for further analysis. The comparison of the integrated SPL from both
regions is shown in Figure C.2. We can see that for 34 and 67 m/s, the results from the trailing-edge region are
constantly 2-4 dB greater than the level from the corners. From f = 2500 Hz, the corners start to dominate.
Nevertheless, at 50 m/s, the levels at 400 ≤ f ≤ 1600 Hz are very similar in both regions. After that, the corners
dominate. It is unclear why the 50 m/s case shows different results at low frequencies compared to the other
velocities. The visual analysis of the beamforming images still shows very similar results between facilities.
Therefore, the data at low frequencies for the 50 m/s case will also be kept. It is decided to disregard the data
from and including 2500 Hz.

Note the drop in level and SNR at 2000 Hz for the 50 m/s case. It corresponds to the vortex shedding frequency
of the pitot tube, and it appears as the dominant source (see Figure 5.17). Trailing-edge noise is not well
quantified at this frequency, and we should also disregard this frequency. However, it will be kept for the
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82 C. DTU data signal-to-noise ratio
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Figure C.2: Comparison of the integrated spectra around the corners and centered at the trailing edge.

uncertainty quantification Section in order to study how the uncertainty behaves where the source of interest
is not well resolved.



D
Coherence: support figures

The microphone coherence of the A-Tunnel and the AWB is presented in the following figures to support the
discussion of Section 5.2.3.
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Figure D.1: A-Tunnel microphone coherence.
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84 D. Coherence: support figures
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Figure D.2: AWB microphone coherence.



E
UQ: support figures
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Figure E.1: Beamforming images from Monte-Carlo. A-Tunnel at 45 m/s and 1250 Hz. Flow goes to positive y . σloc = 10 mm (uncorre-
lated). Dynamic range is 10 dB.
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86 E. UQ: support figures
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