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Abstract
Safe and socially acceptable interactions with human-driven vehicles are a major challenge in automated driving. A good understanding 
of the underlying principles of such traffic interactions could help address this challenge. Particularly, accurate driver models could be 
used to inform automated vehicles in interactions. These interactions entail complex dynamic joint behaviors composed of individual 
driver contributions in terms of high-level decisions, safety margins, and low-level control inputs. Existing driver models typically 
focus on one of these aspects, limiting our understanding of the underlying principles of traffic interactions. Here, we present a 
Communication-Enabled Interaction model based on risk perception, that does not assume humans are rational and explicitly 
accounts for communication between drivers. Our model can explain and reproduce observed human interactions in a simplified 
merging scenario on all three levels. Thereby improving our understanding of the underlying mechanisms of human traffic 
interactions and posing a step towards interaction-aware automated driving.
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Significance Statement

Interactions between vehicles are an essential part of everyday traffic. However, the mechanisms underlying these interactions are 
not well understood. Here, we propose a novel model of traffic interactions between two human drivers during highway merges. Our 
model assumes that communication between drivers and individual risk perception are key mechanisms underlying merging inter-
actions. The model contributes to gaining fundamental knowledge about how humans interact in traffic but could also have practical 
applications. State-of-the-art automated vehicles use driver models to predict (and “understand”) human behavior; therefore, the 
model could contribute to developing autonomous vehicles that can better deal with such interactions.
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Introduction
Automated driving holds many potential benefits for society (1–3), 
but, safe and efficient interactions between Automated Vehicles 
(AVs) and human-driven vehicles remain an open problem (4). 
Such interactions frequently occur in everyday traffic: at intersec-
tions, on roundabouts, and on highways. This work will focus on 
merging interactions on highways as they are especially intricate 
due to the high speeds and multiple available options to resolve a 
conflict (Fig. 1A).

A potential solution to handling such interactions in AVs is 
through interaction-aware controllers (e.g. (7, 8)). These control-
lers assume that human drivers unilaterally respond to the 
AV’s behavior and use a model to predict these responses (9). 
However, real-world merging interactions are inherently reciprocal 
(10): a driver does not only respond to another driver but also in-
fluences their behavior through implicit (or even explicit) commu-
nication (4, 11). Individual control inputs and decisions of two 
or more drivers in a merging situation lead to a joint interaction 

outcome on multiple levels (Fig. 1C): high-level decision-making 
(negotiating who goes first), acceptable safety margins, and re-
quired individual control inputs. This makes real-world merging 
behavior complex to understand and model, both from an individ-
ual and joint perspective (for a real-world example, see Fig. 1B). 
Interaction-aware AVs should use a model that captures this 
complexity, which is currently lacking.

Previous work has shown that in merging interactions, high- 
level individual decisions are made to yield or to go (4, 12), which 
lead to universal joint outcomes in terms of who merges first 
based on the kinematics of a merging scenario (13). The safety 
margins (e.g. gaps between two vehicles) are the result of joint 
behavior (14), but at the same time, these gaps are used by indi-
vidual drivers to communicate their intent (11). Low-level control 
inputs (i.e. acceleration, velocity, and position) are used by indi-
vidual drivers to communicate (11, 15), thereby playing an essen-
tial role in both the outcome of the interaction and the human 
perception of other vehicles’ behavior. These interrelated aspects 
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of individual and joint behaviors are not well understood, and a 
driver model capturing all aspects is missing.

Our work builds on related work in merging and lane-changing 
models (merging is often considered a special type of lane change 
(16)), in which we identified five classes: (i) gap acceptance; (ii) 
traffic simulation; (iii) statistical; (iv) acceleration; and (v) game 
theoretic models (Fig. 1C). Gap acceptance models (e.g. (17–21)) 
describe the decisions made by the individual merging drivers 
by evaluating available gaps (safety margins) against a personal 
minimal acceptable gap size. Traffic simulation models often 
rely on the same gap acceptance theory for making high-level 
decisions (22–24) and are complemented with acceleration mod-
els (e.g. the intelligent driver model (IDM) (14)) to include the con-
trol behavior before and after the merging decision. These 
acceleration models describe individual accelerations and do 
not include interactive or communicative behavior. We found 
one acceleration-based model that describes individual drivers’ 
control inputs and safety margins during interactions (25). 
Statistical models provide a probability that a certain vehicle 
will merge or change lanes based on naturalistic traffic data. 
Some include desired safety margins (26, 27), while others do 
not (28). Finally, game-theoretic models describe the high-level 
outcome and decision-making of multiple drivers in a single mod-
el (e.g. (12, 29–31), see (32) for a review). Game theoretic models as-
sume humans to be rational utility-maximizing agents that do not 
communicate. However, it is known that these assumptions do 
not hold for merging drivers (10).

To achieve predictable, legible (33), acceptable, and safe auto-
mated behavior, we need to provide interaction-aware AVs with 
a driver model that covers all three levels: decisions, safety mar-
gins, and control inputs. The decision level is important because 
if automated driving violates the underlying behavioral norms 

of human drivers on this level (e.g. it claims the right of way) its 
behavior will be unacceptable to passengers and other drivers 
(4). Automated behavior should adhere to acceptable safety mar-
gins (on a joint level) and understand how individual drivers keep 
these margins. This way, AVs will show behavior that is not just 
safe but is also perceived as safe. Finally, understanding the 
subtleties of gaps, positions, and velocities can help AVs under-
stand the communication from other drivers and act accordingly. 
Since merging is a reciprocal interaction, such a model should 
capture the joint behavior, not just that of a single driver respond-
ing to their environment (10).

Besides direct applications in interaction-aware AVs, a com-
plete model of merging interactions could also prove to be a 
valuable step towards theories and a better fundamental under-
standing of human interactive capacities and behavior in general 
(34). A joint driver model could be used to understand and inves-
tigate how drivers perceive the behavior of others, how they com-
municate, and how they negotiate a safe solution in general traffic 
interactions. This fundamental understanding is needed to design 
automation that can interact in a natural manner. In a review of 
automated interactive traffic behavior, Brown et al. (4) stated: 
“Designing systems that can understand and react to such [impli-
cit traffic] communication will rely upon developing an under-
standing of that communication beyond statistical regularity.” 
Black-box trajectory prediction models (e.g. (35–37)) do not pro-
vide insight into the underlying mechanisms of merging interac-
tions and will thus not suffice for this purpose. If a model of 
merging interactions succeeds in capturing the underlying mech-
anisms of merging interactions, which is likely if it captures 
behavior across multiple levels, it could generalize to other inter-
active traffic scenarios, helping us gain insight into the fundamen-
tals of interactive human driving behavior.

Fig. 1. Models of highway interactions and the aspects of interaction they describe in a merging scenario. A) a typical interactive merging scenario taken 
from the HighD dataset (5) (dataset 60, vehicles 458 and 468). In this scenario, the driver of the green vehicle wants to merge onto the highway. This 
vehicle has a position advantage but a significantly lower velocity compared to the purple vehicle driving on the highway. B) the vehicles’ position traces, 
the gap between the vehicles, and the individual velocity traces. In this example, the joint high-level decision is indicated at I: Green merges ahead of 
Purple (i.e. the green, merging vehicle goes first). Both vehicles individually contribute to this decision by accelerating and decelerating respectively (at 1). 
After the decision has been made, Green keeps accelerating and thereby individually contributes to maintaining a safety margin while purple stops 
decelerating (2). The gap between the vehicles, when Green crosses the lane marker (II), denotes the joint safety margin. Finally, the underlying 
characteristics of the individual vehicle control inputs are depicted here as the total velocity traces (3). We evaluate velocity traces instead of raw 
accelerations because they are easier to perceive for other drivers and provide more insight into the trend of the driver’s actions since they are less noisy. 
These individual and joint perspectives on the three levels of behavior are also indicated in (C). C) the three levels of behavior in between Michon’s 
operational and tactical behavior (6). It also shows five modeling strategies for merging interactions, each with examples from the literature. The icons 
indicate if the models describe a single decision at the start of an interaction (one-shot), repeated decisions (multishot), or continuous behavior. Every 
modeling strategy captures part of the overall interactive behavior, but none covers all five aspects. We postulate that a model capturing all three levels of 
individual and joint behavior simultaneously is likely to have captured the underlying mechanisms of merging behavior.
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The main contribution of this work is a novel computational 
model for a simplified merging scenario with human drivers, based 
on the Communication-Enabled Interaction (CEI) framework (10). 
The model assumes that drivers have a deterministic plan for the 
near future and form a probabilistic belief about another driver’s 
intentions based on implicit communication. The plan and belief 
result in a perception of risk. If this risk exceeds a personal thresh-
old, a driver updates their plan to get the risk under control. We val-
idate our model on empirical data collected in a top-down view 
driving simulator with pairs of drivers (13, 38). Our model accurate-
ly describes the (qualitative and quantitative) control input charac-
teristics, safety margins and high-level decisions (i.e. who goes 
first?) of human drivers. It captures differences in individual contri-
butions of drivers and joint behavior. Finally, our model does not 
assume human rationality and explicitly incorporates communi-
cation between drivers as one of the fundamental aspects of in-
teractions, making it the first merging interaction model to avoid 
these common game-theoretic assumptions.

Results
Simplified merging scenario and experiment
To validate our model of merging interactions between two hu-
man drivers, we used data previously gathered in an experiment 
using a simplified merging scenario (Fig. 2A) in a coupled, top- 
down view driving simulator (13, 38). The scenario simplifies 

merging by simulating two roads (or lanes) that merge into one 
at a single point. The vehicles start in a tunnel where the drivers 
can only observe both vehicles traveling at constant velocity to fa-
cilitate velocity perception before the interaction. Once both ve-
hicles have exited the tunnel, the drivers gain control over the 
accelerations of their vehicles (steering is not possible) to resolve 
a merging conflict. The drivers (nine pairs of participants) were in-
structed to maintain their initial velocity yet prevent a collision. 
The experiment used 11 experimental conditions that would 
end in a collision if the vehicles kept their initial velocity (10 rep-
etitions per condition). A condition consisted of a combination 
of initial relative velocity (−0.8, 0.0, or 0.8 m/s) and the projected 
headway at the merge point if both vehicles would continue their 
initial velocity (−4, −2, 0, 2, or 4 m). The names of the conditions 
denote projected headway_relative velocity (e.g. 4_-8). Positive num-
bers indicate an advantage for the left driver. We refer to an indi-
vidual driver as either the left or right driver throughout all trials, 
based on their physical location during the experiment. The scen-
ario was completely symmetrical (i.e. there was no right of way). 
Note that from the drivers’ view, they randomly perceived ap-
proaching the merge point from the left or right side of the track 
—to account for potential biases due to traffic rules. They were 
seated in the same room but could not see each other or commu-
nicate in any other way than via vehicle motion. For a more exten-
sive description of the experimental protocol, see (13, 38). 
Figure 2C shows a typical trial outcome with human participants.

Fig. 2. A) the simplified merging scenario used both in model simulations and the experiment in a coupled top-down-view driving simulator (13). Two 
vehicles start on different roads, which they follow to a single merge point of those roads. They start in a tunnel where the driver (i.e. either human 
participants or the model) can observe both vehicles and their initial velocities but have no control yet. After exiting the tunnel, the drivers can now 
control the vehicles’ acceleration (no steering control is needed or available). Beyond the merge point is a short road where the vehicles follow each other. 
B, C) typical examples of human and model interactions in this scenario (participant pair 3, the model behavior resulted from a fit on the human behavior 
across all conditions and all trials; the model trial shown here was not fitted specifically to this human trial). D) The CEI framework. For clarity, the panel 
only visualizes the three model components for the green vehicle, but the model is symmetrical, so the purple vehicle has the same three components. 
Each driver has a deterministic plan for their own behavior and a probabilistic belief of the positions of the other driver in the near future. Combined, the plan 
and belief result in a continuous perception of risk. If this perceived risk exceeds a risk threshold the driver alters their plan to return the risk under the 
threshold. Each driver communicates their plan (intention) implicitly (e.g. through vehicle motion) to the other driver, who bases their belief on the received 
communication. Thus, this communication links one driver’s plan to the belief of the other driver.
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Model and CEI framework
We created a novel model based on the CEI framework (10) to de-
scribe the joint behavior of a pair of merging drivers. At the core 
of the CEI framework lies the idea that drivers communicate their 
plans (intentions) to others using implicit or explicit communica-
tion. Empirical evidence has shown that this kind of communica-
tion plays an important role in traffic interactions (e.g. (11, 39)), 
which to date has been absent in interactive driving models. We as-
sume that drivers form a probabilistic belief about the other driv-
er’s future movements (intent) based on this communication. 
Combined with their own deterministic plan, this belief underlies 
a driver’s perceived risk. We assume that if the risk exceeds the 
driver’s individual risk threshold, they will unilaterally alter their 
plan to get the risk under control. The CEI framework (10) describes 
this overall structure consisting of four modules: communication, 
plan, belief, and risk perception. The model proposed here instan-
tiates the CEI framework by implementing these four modules.

The methods section provides a full specification of all modules 
of our model (plan, communication, belief, and risk), yet we give a 
summary here to help interpret the results. In our model (Fig. 2D), 
drivers plan a deterministic trajectory (i.e. a set of waypoints) by 
optimizing comfort and speed over a time horizon. They commu-
nicate this plan implicitly through vehicle kinematics (current 
position, velocity, and acceleration). Drivers’ velocity perception 
is assumed to be noisy. The drivers’ belief about the actions of 
the other vehicle is represented as a set of probability distribu-
tions for the other vehicle’s positions at specific times in the fu-
ture. The recent behavior of the other vehicle influences the 
variability in the belief (i.e. inconsistent behavior increases the 
variance). The perceived risk is calculated by evaluating the prob-
ability that the positions of the ego and the other vehicle (plan and 
belief) overlap (i.e. the probability of a collision).

We assume every driver has two dynamic risk thresholds: an 
upper threshold and a lower threshold. The plan is updated either 
when (i) the upper threshold is exceeded (to prevent a collision) or 
when (ii) the perceived risk stays below the lower threshold for a 
certain amount of time τ (to revert to “normal” behavior when 
the conflict is resolved). Both thresholds are dynamically adjusted 
by an incentive function reflecting traffic rules and customs. The 
rationale is that two drivers perceive the same amount of risk, but 
traffic rules and customs provide a higher incentive for one of 
them to act. For example, the following vehicle is usually respon-
sible for preventing collisions in a car-following scenario.

Model simulations
The model uses 10 parameters designed to reflect the scenario 
which were equal for all simulations. We used a grid search to 
find individual risk threshold parameters to describe the nine 
pairs (18 drivers) from the experiment (13) (i.e. one upper and low-
er threshold per driver is used across conditions). The incentive 
functions are the same for all drivers and were fitted to all experi-
mental data using linear regression. We simulated the same 
number of trials as in the experiment: 9 participant pairs, 11 con-
ditions, and 10 repetitions of each condition per pair (990 total tri-
als). The model simulations run faster than real-time with an 
average run time of 2.6 s (Intel Xeon E5 quad-core) for an average 
real-time duration of 14.2 s. An example of a simulated trial for 
participant pair 3 can be found in Fig. 2B. All simulated and experi-
mental data can be found online (40, 41), as well as a script to play-
back individual trials in an interactive GUI (42). For quick access, 
seven video captures of such playbacks can be found on the 
GitHub page with the repository (43).

In the remainder of this section, we will evaluate the model be-
havior on the three behavioral levels presented in Fig. 1C, both for 
individual and joint behavior. Some trials ended in a collision; 
these are excluded from the results because they represent edge 
cases. Collisions happened infrequently and in all conditions for 
human drivers (28/990) and model simulations (29/990). The 
Supplementary material contains more details on how the colli-
sions were distributed over conditions and a qualitative analysis 
of the phenomena that lead to collisions.

Characteristics and magnitude of control inputs
Empirical evidence showed that human drivers use intermittent 
piece-wise constant acceleration control to solve merging con-
flicts in the simplified merging scenario (13). This type of control 
results in piece-wise linear velocity patterns (roughly triangular 
in the plots) that indicate clear decision moments when drivers 
change their control input to help resolve the merging conflict. 
The model’s control behavior is qualitatively similar to the human 
driver’s (Fig. 3A); it replicates the characteristic patterns in the vel-
ocity plots.

Pair 3 is highlighted in Fig. 3A to facilitate comparison. In this 
pair, the left human driver mostly decelerated at the tunnel exit 
to prevent a collision, although in some cases, they accelerated. 
The model replicates this behavior. In one trial (each), the left 
model and left human maintained their initial velocity for about 
one second before accelerating. Both the timing of the replanning 
(i.e. the location of the peak of the velocity profile) and the abso-
lute maximum deviation from the initial velocity were consistent 
between the left driver and the left model. Contrary to the left 
driver, the right driver in pair three barely acted to mitigate the 
risk. Only in one case (each), the right model and the human driver 
decelerated at the tunnel exit to prevent a collision. This hap-
pened in the same trial where the left driver delayed their initial 
response and then accelerated for both the model and the human 
driver pair.

The magnitude of control inputs applied by each driver was 
consistent between the model and human behavior for most pairs 
(Fig. 3B). Some drivers consistently provided very little input (e.g. 
the left driver in pair 2), while others used higher input levels 
(e.g. the right driver in pair 7). The model accurately reflected 
this quantitative difference through the personalized risk thresh-
olds. However, in some specific conditions for specific pairs, the 
model produced different average behavior caused by outliers 
(e.g. pair 1, left driver, condition 0_8). In this specific example, 
the simulated left driver came to a complete stop in 2 out of 10 tri-
als. In both cases, the simulated left driver initially accelerated 
but quickly changed strategies and started to brake. At this point, 
the right driver had already responded to the initial acceleration 
and had also started braking. Thus, both vehicles were braking, 
and the only safe solution was for the left driver to come to a com-
plete standstill. This sequence of events can be understood as a 
miscommunication where the left driver interpreted the right 
driver’s behavior as a reason to change strategies, while at the 
same time, the right driver shows a (delayed) response to the ini-
tial strategy of the left driver. These miscommunications also 
happened with human drivers (e.g. in Fig. 3A, the right human 
driver sometimes decelerates briefly before accelerating and 
going first). However, with human drivers, these trials ended in 
a collision (see the Supplementary material for details) or with a 
less extreme maximum deviation; complete standstills do not oc-
cur in the human data. This difference could be due to the velocity 
perception noise or how communication is translated to a belief in 
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the model. However, since these are edge cases that happen infre-
quently, a more detailed investigation is needed to understand 
these miscommunications fully.

Across all participants, both human drivers and the model used 
lower-magnitude inputs with increasing absolute projected head-
ways (Fig. 3C). Absolute relative velocities, however, had opposite 

Fig. 3. An overview of a comparison of the control inputs performed by nine pairs of human drivers, and by the model fit to capture these pair’s merging 
behavior. Trials that ended in a collision were excluded here. A) All velocity traces for the model (top row) and human drivers (bottom row) in condition 0_0 
(i.e. no initial velocity or position difference between the vehicles), for each driver (left/right) in the pair, divided into the high-level outcome of the trial (i.e. 
which driver merged first). To facilitate the comparison for a single pair, the velocities of pair 3 are highlighted. B) mean absolute maximum deviation from 
the initial velocity for the left and right driver in all participant pairs for all experimental conditions. We use the absolute deviation to compare conditions 
because a single condition can contain both outcomes within one pair (left going first and right going first, e.g. see A). Thus a single driver could accelerate in 
some trials and decelerate in others within one condition. The minimum and maximum deviations will be studied separately in section 2 as individual 
contributions to the decision. For pair 3, all underlying data are visualized (10 trials per condition). One outlier (9.5 m/s, model trial, condition 4_0) is not 
shown. C) mean absolute maximum deviation from the initial velocity, aggregated over all drivers for different relative velocities and projected headways. 
The error bars represent interquartile ranges. The headway and velocity values in (C) are shown from the perspective of the individual driver. This means 
that a projected headway of 4 m represents an advantage from the driver’s perspective, while −4 m represents a disadvantage. The inset indicates 
coefficients of mixed-effects linear regression models predicting the mean absolute maximum deviation from initial velocity as a function of projected 
headway and relative velocity (∗ : P ≤ 0.05, ∗∗ : P ≤ 0.01, ∗∗∗ : P ≤ 0.001). Full results of the statistical analyses are available in the Supplementary material. D) 
the relationship between human and model behavior for all participant pairs and all conditions (i.e. all points from B).
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effects on human and model behavior. This can partly be explained 
by the fact that only for human behavior there is a significant inter-
action effect. We believe the absence of this effect in the model 
stems from the independent effects velocity and position have on 
the belief (i.e. there is no interaction effect in the belief construc-
tion). The origins and inner workings of this phenomenon in human 
behavior are unknown. In general, there is a strong correlation be-
tween the model’s and human drivers’ inputs (Fig. 3D) across all 
conditions and participants. The model exhibited slightly higher 
maximum absolute deviations from the initial velocity than human 
drivers (difference 0.31 m/s, 95% CI [0.23 − −0.40 m/s]). We believe 
this difference is due to the earlier explained outliers.

Safety margin in terms of the size of the gap between the 
vehicles
Safety margins can be evaluated individually or at a joint level 
(Fig. 1); drivers individually contribute to achieving a certain real-
ized safety margin (i.e. gap) on the joint level. These individual 
contributions can be observed from the absolute control input be-
havior shown in Fig. 3B. We use the absolute deviation from the 
initial velocity to compare conditions because in some conditions 
drivers accelerate in some trials and decelerate in other trials.

In participant pair 3, the left driver mostly contributed to the 
safe solution; the right driver did not greatly deviate from their ini-
tial velocity (Fig. 3B). The model replicates these unequal contri-
butions for this and other pairs (e.g. pairs 2 and 7, and to a 
lesser extent in pair 5). For the other participant pairs, keeping 
the safety margin is more of a joint effort, a phenomenon de-
scribed by the model as well. The model reflects these differences 
in individual contribution through the baseline risk threshold lev-
els (Table 1). Drivers with a lower tolerance for risk (i.e. upper risk 
threshold) will act to mitigate their perceived risk, while drivers 
with a higher tolerance will remain passive. Drivers in pairs with 
equal contributions (e.g. pairs 4, 6, and 9) have similar upper 
risk thresholds, while drivers in pairs with unequal contributions 
(e.g. pairs 2, 3, and 7) have larger individual differences (Table 1).

In some human pairs, the drivers contribute equally to the 
safety margin, but their relative contributions differ for different 
conditions (Fig. 3B). For example, in pair 6, both drivers always 
act. However, in the conditions with a projected headway advan-
tage for the left driver (i.e. a positive number), the right driver 

tends to do more, while for the negative projected headways, 
the left driver acts. This aligns with the assumption that the fol-
lowing driver has more incentive to resolve a conflict. The model 
captures this behavior (Fig. 3B) through the incentive functions. 
However, in pair 6, the differences between conditions are smaller 
in the model than in the human behavior. The limited extent to 
which the model shows this phenomenon can be attributed to 
the assumption of identical incentive functions for all pairs. 
Because only some human pairs show this type of behavior, the 
averaged incentive functions reduce the extent to which this phe-
nomenon is visible in the model. A method to estimate individual 
incentive functions could improve this in future versions of the 
model.

In terms of joint gap-keeping behavior, the human data showed 
no substantial qualitative differences between pairs (Fig. 4A); the 
effects of kinematic conditions on the gap are significant but small 
(Fig. 4B). There is much variability within pairs, where gaps range 
between 0–9 m within one condition (pair 3, Fig. 4A) and within 
conditions, with interquartile ranges of 2–3 m (Fig. 4B). This large 
variability results in a limited correlation between the model 
and human behavior, where the model overestimates some 
smaller gaps and underestimates some larger gaps (Fig. 4C). 
However, overall the model keeps gaps that are comparable in 
size to human behavior for all participant pairs and all conditions 
(Fig. 4B). The mean gap for the model was only slightly larger than 
that of human drivers (4.8 m vs. 4.5 m; difference 0.3 m, 95% CI 
[0.09–0.51 m]).

Decisions of who merges first and who contributes
Finally, there is the high-level outcome of a merging interaction, 
which on a joint level can be summarized by the answer to the 
question: “Who merged first?.” In human merging interactions, 
the probability that a driver merges first increases with their pro-
jected headway advantage and decreases with their relative vel-
ocity advantage (13). The model replicates these effects (Fig. 5B), 
although the velocity effect is smaller for the model than for hu-
man drivers. The difference in this effect size is especially evident 
in conditions with pure velocity differences (i.e. a 0 m projected 
headway) (Fig. 5B). In these conditions, the slower vehicle (i.e. the 
one that merges first most often) approaches the merge point 
ahead of the other vehicle (so that they arrive simultaneously). 
Potential explanations for the discrepancy in effect size between 
the humans and the model could be that humans systematically 
underestimate velocity differences or that following vehicles prefer 
braking over accelerating to prevent collisions. The noise on vel-
ocity and the cost of accelerating or decelerating are both assumed 
to be symmetrical in the model. The similar effect sizes indicate 
that our proposed combination of kinematics-based probabilistic 
beliefs and the concept of risk-based control in individual drivers 
is a strong potential explanation of the underlying principles that 
govern the high-level outcome in merging interactions.

The intercept of the logistic regression (Fig. 5B) quantifies the 
asymmetry between outcomes (and participants). The model’s 
intercept is closer to zero than the human drivers’, although this ef-
fect is insignificant (Fig. 5B). This can be explained by the fact that 
the model uses the same symmetrical functions for the belief and 
incentive across all drivers; therefore, the high-level outcome can 
be expected to be symmetrical as well (i.e. have an intercept of 0.0).

The individual contributions of the drivers to the high-level 
outcomes can be seen as the question for an individual driver to 
“go or yield”; i.e. the decision to accelerate or to brake (Fig. 5A). 
As with the individual contributions to the safety margins, some 

Table 1. Personal base values for the upper and lower thresholds 
for each driver.

Pair Driver θl θu

1 Left 0.165 0.495
Right 0.260 0.562

2 Left 0.245 0.635
Right 0.058 0.493

3 Left 0.058 0.488
Right 0.245 0.631

4 Left 0.183 0.537
Right 0.201 0.524

5 Left 0.113 0.498
Right 0.269 0.585

6 Left 0.246 0.550
Right 0.161 0.546

7 Left 0.320 0.736
Right 0.201 0.522

8 Left 0.165 0.525
Right 0.246 0.586

9 Left 0.178 0.519
Right 0.227 0.543
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drivers consistently contribute very little to the high-level out-
come (e.g. the left driver in pair 2). The model reflects this phe-
nomenon for multiple drivers using their individual thresholds 

(left in pairs 2 and 7, right in pairs 3, 5, and 8). However, some driv-
ers only contribute to the high-level outcome when they go second 
(e.g. the right driver in pair 1), which is reflected by the model 

Fig. 4. An overview of the joint gap-keeping behavior of the model and human drivers. A) Mean gap (safety margin) at the merge point for all participant 
pairs and all conditions, excluding collisions. For pair 3, all data points (i.e. all trials) are shown. B) Mean gaps per condition (aggregated over all drivers); 
the error bars represent interquartile ranges. The inset indicates coefficients of mixed-effects linear regression models predicting the mean gap as a 
function of projected headway and relative velocity (∗ : P ≤ 0.05, ∗∗ : P ≤ 0.01, ∗∗∗ : P ≤ 0.001); full results of the statistical analysis are available in the 
Supplementary material. C) The relationship between mean gaps of human drivers and those produced by the model for all participant pairs and all 
conditions (i.e. all points from A).

Fig. 5. An overview of the decision-making behavior of the model and human drivers. A) Mean individual contributions of drivers to the high-level 
outcome of a trial as the maximum or minimum deviation from the initial velocity (i.e. amount of acceleration or deceleration); collisions are excluded. 
All trials are shown for a representative participant pair (pair 3). B) Joint interaction outcome (i.e. who merged first) for all pairs in every condition. The 
error bars represent the 95% confidence intervals. The inset indicates coefficients of mixed-effects linear regression models predicting the mean gap as a 
function of projected headway and relative velocity (∗ : P ≤ 0.05, ∗∗ : P ≤ 0.01, ∗∗∗ : P ≤ 0.001); full results of the statistical analysis are available in the 
Supplementary material. C) The relationship between human and model behavior for all participant pairs and all conditions (i.e. all points from A).
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through the incentive function. Finally, some drivers always con-
tribute to the outcome (mostly in interactions with drivers that do 
nothing, e.g. the left driver in pair 3). The model reflects all these 
three qualitative phenomena (Fig. 5A). Quantitatively, there is a 
strong correlation between the humans’ and models’ decision be-
havior (Fig. 5C).

Besides the individual decisions that lead to a joint high-level 
outcome, the model also describes how long the drivers take to 
reach a decision on a safe outcome. This duration can be measured 
with the Conflict Resolution Time (CRT) (38). We found that the 
model captured the previously observed relationship between ini-
tial kinematics and CRT (see Supplementary material for details).

Discussion
We presented a model based on the CEI framework (10) that accur-
ately describes driver behavior in a simplified interactive merging 
scenario (Fig. 2A). Our model captures the driver behavior on three 
levels (Fig. 1C): the control input behavior of individual drivers, the 
safety margins kept by pairs of drivers and how individual contribu-
tions establish these, and the high-level decisions of individual driv-
ers (i.e. to merge or yield) and the pair (i.e. who goes first?). Because 
the model quantitatively and qualitatively captures individual and 
joint driver behavior on all three levels we consider it likely that 
the underlying mechanisms of the model (communication-based 
belief and risk-based replanning) correspond to the mechanisms 
underlying human interactive driving behavior.

These underlying mechanisms bear a resemblance to mecha-
nisms previously used in models of traffic interactions. The 
communication-based belief is related to the concept of Theory 
of Mind (ToM) (44), used in other models of traffic interactions 
(e.g. (45, 46)). The main difference is that ToM assumes humans 
to have an internal representation of the motivations of others, 
while our model uses a more basic belief of future kinematics; i.e. 
our model does not care if another driver prioritizes speed over 
safety, it observes a higher velocity and updates a kinematic belief.

Risk-based replanning is a mechanism previously used by 
Kolekar et al. (47) to model isolated driver behavior in seven real- 
world driving scenarios. Our model extends the concept of 
re-planning when the perceived risk exceeds a threshold to an 
interactive scenario. However, our definition of risk (perceived 
probability of a collision) is much more simplified than the 
Driver Risk Field (DRF) used by Kolekar et al. The DRF considers 
the risk posed by different events (e.g. going off-road or colliding 
with a tree) and includes steering behavior. Our simplified scen-
ario does not require such a sophisticated definition. However, in-
cluding the DRF in a new model based on the CEI framework could 
enable the modeling of real-world merging scenarios.

Finally, the prevalent approach to modeling multiple drivers in 
interactions is game theory (e.g. (46, 48–51)). Our results have 
shown that including multiple drivers in a single model (rather 
than modeling a single driver that responds to their environment) 
is important because the same joint behavior can stem from mul-
tiple individual contributions, and both drivers continuously up-
date their behavior based on the other driver’s actions. However, 
for traffic interactions between vehicles and pedestrians, it has 
been shown that using game theory to optimize a short-term payoff 
value is not enough to explain the complex phenomena observed in 
the real world; instead, a range of more complex mechanisms such 
as a ToM and implicit communication were needed (45).

Our model and the CEI framework can have important further 
implications on multiple fronts. The model could be used to fur-
ther improve our understanding of interactive driving behavior 

for the development of automated driving technologies, and our 
model could potentially be generalized to other scenarios with 
traffic interactions.

The underlying mechanisms of the model enabled it to repli-
cate human driving behavior on multiple levels. Therefore, the 
model could help researchers to understand better how these 
mechanisms function in human behavior (34). For example, im-
plicit communication (through vehicle movements) and how it in-
fluences a driver’s belief is observed often but only partly 
understood (11, 39). The same holds for the perception of risk, 
which has been investigated for isolated drivers (47, 52), but our 
model could help extend this to interactions. Our model could fa-
cilitate research in these directions, leading to an increase in fun-
damental knowledge.

This knowledge could facilitate more practical applications, 
such as the design of movements that convey a clear message 
about the intent of an automated vehicle (4). These movements 
could consider other drivers’ expectations regarding high-level 
outcomes and communicative actions. Matching the automated 
vehicle behavior with expectations might increase behavioral ac-
ceptance, although this should be investigated further. Second, 
the model might be used to inform the real-time interaction plan-
ning of automated vehicles. In particular, it could inform the AV 
about the potential future actions of other drivers (as prediction 
models are generally being used (7, 8, 53)). Finally, our model 
could also be valuable in the development phase of automated be-
havior by being part of an interactive and dynamic environment 
for benchmark testing where models are used to evaluate the be-
havior of autonomous vehicles (e.g. (30, 54)).

Finally, the scenario we modeled in this work bears a resem-
blance to other interactive scenarios. In essence, the scenario in 
Fig. 2A entails a continuous and dynamic interaction where par-
ticipants search for a mutually beneficial solution. Although there 
are minor individual advantages to be gained regarding speed and 
comfort, the most important goal is mutual: to prevent a collision. 
These aspects are comparable to other interactive scenarios such 
as traffic interactions between vehicles and pedestrians (e.g. (45, 
48)), pedestrian interactions in a crowd (55), or physical human– 
robot interactive tasks (56) (e.g. (50, 57)). The shortcomings of oth-
er models that led to the development of the CEI framework (10)— 
the assumption of rationality, absence of communication, and 
difficulties in extending game theory beyond high-level deci-
sions—also apply to these related scenarios. Thus, exploring 
CEI-based models, such as the one presented here, for other inter-
active scenarios can be an interesting topic for future work.

Our work has three important limitations: the simplified scen-
ario, the manually chosen model parameters, and the complexity 
of fitting an intermittent behavior model. To start with the first 
limitation, we have used a simplified merging scenario in this 
work to gain insight into the complex dynamics of driver interac-
tions (38). This scenario enabled us to uncover the characteristics 
of human behavior regarding accelerations but does not include 
two important aspects of merging: steering and traffic rules 
(such as the right of way). We previously found that the character-
istics of human behavior in our simplified simulator correspond to 
those found in real-world driving (13, 58, 59). Therefore, we are 
confident that our model captures an important aspect of human 
behavior in real traffic: intermittent piece-wise constant control. 
Since the other underlying principles of the model (i.e. risk percep-
tion (47), communication (11, 39), and a belief about intent (45)) 
have also been observed in real traffic and successfully used in 
other models, we believe that our model can be generalized to 
realistic merging scenarios. Nonetheless, extending the model to 
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realistic scenarios would require modifications such as using be-
liefs that cover multiple tactical responses to the same situation 
(60); it, therefore, remains a topic for future work.

Using the model for scenarios other than merging would also be 
possible. Scenarios where drivers can be reasonably assumed to 
use restricted (i.e. 1D) motions and only implicit communication, 
such as a pedestrian crossing in front of a vehicle, could be mod-
eled with the current version of the model. However, the current 
model will not work (if unaltered) for scenarios with possibilities 
for multiple high-level actions (e.g. for lane-changing or intersec-
tions with left and right turns) or for scenarios where explicit com-
munication (e.g. indicator lights) plays a major role.

Second, the model uses 10 manually chosen parameters to 
match the scenario (these were heuristically determined, based 
on literature, or tuned to fit the data; see the Methods section 
for details). Among these parameters are the length of the plan-
ning horizon for the drivers and the saturation time τ that governs 
how long it takes drivers to replan when the conflict is resolved. 
Although we found the model robust to changes in these param-
eters, how they generalize to other scenarios (e.g. with different 
dimensions of the track) is unknown. It is possible that all scen-
arios need a specific set of parameters and that to generalize the 
model to work in multiple scenarios simultaneously, these pa-
rameters need to be dynamically adjusted.

Finally, due to the intermittent nature of our model, it is com-
plex to fit it to human data. Because of the mechanism where a 
risk threshold triggers a planning update, individual trials only 
provide limited information about the threshold value that would 
describe a driver best. If the driver acts, the threshold is exceeded, 
and if they don’t act, the threshold is not exceeded. The amount of 
action is not related to the upper risk threshold. Therefore, we 
used a grid search method to obtain individual values for risk 
thresholds. However, this method is computationally inefficient, 
imprecise, and hard to use with more complex scenarios with 
multiple control inputs (i.e. when including steering). Because 
intermittent control is a key aspect of the CEI framework and 
our model, this is a fundamental limitation to the potential to gen-
eralize the model. More work is needed to develop a more robust 
method to fit intermittent models such as ours.

In conclusion, our model hypothesized that a communication- 
enabled kinematic belief combined with risk-based intermittent 
actions underlie human interactive behavior in merging. In con-
trast to the currently prevalent game-theoretic models of traffic 
interactions, our model does not rely on the assumption of ration-
ality and explicitly includes implicit communication between 
drivers. Despite its simplicity, our model could accurately de-
scribe the joint behavior of human drivers and their individual 
contributions in merging interactions on three levels: control in-
puts, safety margins, and decisions. We believe our model could 
be a useful tool to increase the fundamental understanding of 
the effects of vehicle kinematics on the beliefs of other drivers. 
Therefore, we hope our model represents a step towards under-
standing driving interactions and developing interaction-aware 
automated driving.

Methods
In this work, we evaluate a CEI model in a simulated environment 
and compare it to human behavior data that was previously col-
lected in a simulator experiment. Here we reiterate the details 
of the experiment, present the design of the four modules of the 
CEI model (plan, communication, belief, and risk perception), 
and discuss the parameters we used for the model and the fitting 

procedure. Finally, we present the details of the software and data 
we used in this work which is all available online from public 
repositories.

Experiment and simulation environment
The data on human driver behavior we used in this work were pre-
viously gathered in an experiment in a coupled top-down-view 
driving simulator (13, 38). Eighteen volunteers (6 female, 12 
male, mean age: 25, std: 2.6) participated in the study and were 
divided into nine fixed pairs (i.e. each participant interacted 
with the same counterpart in all trials). This experiment was ap-
proved by TU Delft’s Human Research Ethics Committee and all 
participants gave their informed consent before participating.

The participants controlled the acceleration of their vehicle us-
ing the gas and brake pedal of a steering-wheel game controller 
(Logitech Driving Force GT). The headings of the vehicles were 
fixed (i.e. equal to the heading of the road). Participants each sat 
behind a computer screen that showed a top-down view of the 
simulation. They were seated in the same room behind a curtain 
to prevent them from seeing each other. The drivers wore noise- 
canceling headsets (Sony WH-1000XM3) with ambient music to 
prevent them from communicating in any other way than 
through vehicle kinematics.

In the experiment, the drivers followed a track consisting of 
three sections of equal length (50 m each, total track length 
150 m): a tunnel, an approach and a car-following section. The ve-
hicle dimensions were 4.5 m × 1.8 m. In the tunnel, the drivers 
could observe both vehicles and their initial velocity. The initial 
velocities were either equal (10 m/s) for both vehicles or one of 
the vehicles had a 0.8 m/s advantage (9.6–10.4 m/s). If the vehicles 
maintained their velocity, they would collide at the merge point 
with varying headways (i.e. distance from front bumper to front 
bumper). We called this the projected headway and varied it be-
tween 0, 2, and 4 m for each vehicle. Conditions were labeled ac-
cording to the projected headway and relative velocity (e.g. −4 8) 
where positive numbers denote an advantage for the left vehicle. 
Drivers were told: “Maintain your initial velocity yet prevent a collision. 
No vehicle has the right of way. Remain seated, use one foot on the gas or 
brake pedal, keep both hands on the steering wheel, and do not communi-
cate by making sounds or noise. Remember that this is a scientific experi-
ment, not a game or a race.”

The participants approached the merge point from the left or 
the right side (randomized before each trial). However, only their 
own view was varied; in the experimenter’s view, and in all results 
discussed here, the same driver in a pair is referred to as the left or 
right driver. To facilitate velocity perception, the steering wheels 
provided vibration feedback when vehicles deviated from their 
initial velocity. This feedback increased with the magnitude of 
the deviation. In case of a collision, the simulation was paused 
for 20 s. This time penalty lasted longer than the duration of a sin-
gle trial (∼16 s), thereby providing an incentive to avoid collisions.

Both in the experiment and the model simulations, we simu-
lated the vehicles as point mass objects, their dimensions were 
only used for collision detection. The vehicles were subject to a 
negative acceleration due to resistance of ar = 0.5 + 0.005v2, where 
v is the vehicle’s velocity. Vehicle velocities were always positive.

Model
Our proposed model is based on the CEI modeling framework (10). 
According to this framework, joint driver behavior can be under-
stood as a combination of four modules: plan, communication, 
belief, and risk perception. All of these modules are needed for 
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the model to function; none can be optionally left out (see the 
Supplementary material for an extended discussion).

Plan
The drivers are assumed to have a deterministic plan for the near 
future. The model plans to maintain a constant acceleration input 
over its planning horizon; the acceleration value is obtained by 
minimizing a cost function over this horizon (Eq. 1). This cost 
function J penalizes deviating from the desired velocity vd (which 
in the experiment is equal to the initial velocity) and large values 
of the acceleration input at

J =
tT

t=t0

(vt − vd)2 + a2
t , (1) 

where vt denotes the velocity at time t, and T is the time horizon. 
Importantly, the cost function does not include a term for collision 
avoidance; instead, the CEI framework assumes that drivers man-
age safety by keeping the risk below the risk threshold, which is 
imposed as an optimization constraint on the planning module 
of the model (10).

With the optimal constant acceleration, a trajectory (i.e. a set of 
waypoints over time) is constructed over the time horizon T. This 
trajectory is later used to evaluate the perceived risk. The planned 
constant acceleration is applied with added noise to execute the 
plan. This noise represents the discrepancy between a planned ac-
celeration and the gas pedal input (i.e. inaccuracies in the driver’s 
neuromuscular system and internal model). The noise is added 
after the optimization in the planning phase and remains con-
stant until the next replan. Noise is drawn from a scaled normal 
distribution: N (μn = 0, σ2

n = 1
402 ).

If the optimization fails because no solution can be found within 
the constraints, the model falls back to either full braking or full ac-
celeration. If the ego vehicle is behind the other vehicle, heading for 
a collision, and no solution to the planning problem can be found, 
the model applies full braking. Similarly, if the ego vehicle is ahead 
of the other vehicle but cannot find a feasible plan, it applies full ac-
celeration. In both cases, a new optimization is triggered at the next 
time step until a valid solution can be found again.

Communication
In our model, drivers communicate through vehicle kinematics. 
Explicit communication (e.g. with indicator lights) is not included 
in the model or the experiment for simplicity. Drivers observe the 
other vehicle’s position, velocity, and acceleration at every time 
step. Position and acceleration observations are assumed to be 
perfect. Velocity perception is assumed to be noisy to account 
for the fact that drivers sometimes accelerate and sometimes de-
celerate at the tunnel exit in the same condition (Fig. 3A). This be-
havior can be explained by the fact that drivers under—or 
overestimate the other vehicle’s velocity in the tunnel.

The noise in the velocity perception is inspired by evidence ac-
cumulation, a concept used in driver decision-making studies be-
fore (45, 61). Specifically, we assume that drivers update their 
perceived velocity of the other vehicle vp at every time step with 
an observation affected by noise

vp
t = vp

t−1 + dvp (2) 

dvp = α(vr
t − vp

t−1) + βdW. (3) 

In Eqs. 2 and 3, subscript t denotes time, the superscript p denotes 
the perception of the other vehicle’s velocity, dvp is the perception 

update, vr is the other vehicles true (or real) velocity, α denotes the 
update rate, β the noise level, and W is a stochastic Wiener process 

(thus dW is a sample from a normal distribution N (μ = 0, σ2 = dt)). 
The observed position, velocity, and acceleration (i.e. the incom-
ing communication) are used to construct the belief.

Belief
The observed communication is used to create a belief about the 
future positions of the other vehicle. This belief consists of belief 
points at a specific belief frequency fb over the same time horizon 
T as the one used in the plan. Every belief point is a probability dis-
tribution (represented by a probability density function) over posi-
tions. Each of these belief points are represented by the sum of two 
normal distributions:

bt =
1
2
N (μt, σ2

t ) +
1
2
N (μt, ϕσ2

t ), (4) 

where b is the belief point representing the probability distribution 
over positions for the other vehicle at time t and ϕ is a scaling fac-
tor. The first part of this equation represents the positions of the 
other vehicle that are kinematically feasible within the bounds 
of comfortable acceleration. The second part is kinematically in-
feasible within comfortable bounds and can be interpreted as a 
belief that something unexpected will happen (e.g. an emergency 
braking). The motivation behind including two components to the 
belief distribution was that a single normal distribution either as-
signs similar (almost uniform) probabilities to the kinematically 
likely and unlikely positions (when σt is high) or only considers 
high-risk scenarios (when σt is low). Our belief model addresses 
this issue by emphasizing the kinematically likely outcomes, but 
at the same time including a safety margin in case of errors or un-
likely events (e.g. emergency braking, long reaction times, or a 
perception error of the other driver).

The parameters μt and σt are based on a normally distributed 
expected acceleration (at ∼ N (μa,t, σ2

a)) which is constructed based 
on driver’s memory about recent acceleration observations. 
Drivers keep a memory of recent acceleration observations of 
the other vehicle Ma,t

Ma,t = {a−Tm , ..., at} (5) 

μa,t = M̅a,t (6) 

σ2
a =

1
3

ac

 2

+var(Ma,t). (7) 

Here, the mean expected acceleration μa,t is calculated as the aver-

age of the remembered values over the past Tm seconds (Eq. 5). 
The standard deviation σa,t of the expected acceleration is based 
on the maximum comfortable acceleration ac (assuming that 
99.7% of observed accelerations fall within ±ac) and an added vari-
ance var(Ma,t). The latter part increases the expected variance in 
future accelerations if inconsistent behavior has recently been 
observed.

The parameters for the belief point distributions are then con-
structed using point mass kinematics with this normally distrib-
uted acceleration

μt =
1
2

(t − t0)2μa,t + vtt0
(t − t0) + ptt0

, (8) 

σ2
t =

1
2

(t − t0)2σ2
a,t, (9) 
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where ptt0 
denotes the observed position of the other vehicle, vtt0 

is 

the perceived (noisy) velocity of the other vehicle, and t denotes 
the time of this belief point and t0 the current time.

Risk perception
Risk perception combines the planned trajectory and the belief 
about the future positions of the other vehicle to calculate the 
probability of a collision. For every belief point, the model deter-
mines the bounds of collisions (10); these are the extremum posi-
tions of the other vehicle that will result in a collision. The 
believed probability that the other vehicles will be between these 
bounds is the perceived probability of a collision. This probability 
is assumed to be the perceived risk.

The perceived risk is evaluated against two dynamic risk 
thresholds, the upper (ρu) and the lower (ρl) threshold. Both 
thresholds consist of a driver’s individual base value (θ), which 
is adjusted with an incentive function:

ρd
u,t = θd

u + λu,1Δpt + λu,2Δvt + λu,3ΔptΔvt (10) 

ρd
l,t = θd

l + λl,1Δpt + λl,2Δvt + λl,3ΔptΔvt. (11) 

In these equations, superscript d denotes a specific driver, Δpt 

and Δvt are the relative position and velocity from this driver’s 
perspective at time t, and λ are the incentive parameters which 
are assumed to be constant over the population. We analyzed 
the differences between the model with these incentive function 
and a version with constant (static) risk thresholds in the 
Supplementary material.

A replan is triggered if the upper risk threshold ρu is exceeded. 
This replan aims to find an acceleration that brings the perceived 
risk below 0.8ρl. If the perceived risk stays below the lower thresh-
old ρl for longer than the saturation time τ, the conflict is assumed 
to be resolved, and another re-plan is triggered to revert to “nor-
mal” behavior. In this case, the risk is constrained to be below 
0.6ρu. Finally, if the desired velocity is reached while the vehicle 
is accelerating or decelerating, another replan is triggered to allow 
the vehicle to maintain the preferred velocity.

Model assumptions
In summary, the model makes six main assumptions about human 
behavior; these were mentioned previously but are explicitly listed 
here for completeness. In line with the CEI-framework (10), which is 
based on the idea of satisficing (62), we assume drivers do not have 
the time or mental capacity to optimize their plan over multiple 
possible futures constantly. Therefore, we assume they use a single 
deterministic plan which they only update when the risk threshold 
is exceeded. Because of the track’s simplicity and the top-down 
view, we assume drivers have full information about the road. 
Their perception is assumed to be noisy; however, reasonable 
amounts of noise in the position and acceleration observations 
have very little effect on the simulated behavior; thus, we assume 
only velocity perception is noisy. The experiment assumed that 
there is only implicit communication (38) for simplicity; we 

adopted the same assumption in the model. Furthermore, for the 
same reason of simplicity, we assume risk perception is equal be-
tween drivers while only their thresholds differ (for an extended 
discussion, see the discussion in Ref. (63)). Finally, the beliefs are as-
sumed to be uni-model and centered around a constant velocity 
and acceleration prediction. This is motivated by the simplicity of 
the track as well. As discussed in the Discussion section, this final 
assumption should be re-evaluated when extending the model to 
more realistic scenarios.

Model parameter fitting
Our model and simulation use 10 parameters with values that 
were manually designed, their values are shown in Table 2. 
The timing parameters for the simulation (dt), planning (T), and 
belief (Tm, fb) were chosen such that they are suitable for the 
scenario yet enable reasonable computation times. The noise pa-
rameters σn and β, and saturation time τ were manually tuned to 
reflect the human data. The belief scaling factor ϕ was designed 
to obtain sufficient resolution in the risk signals. The parameters 
α (which denotes how long drivers need to observe a vehicle to es-
timate its velocity) and ac (the maximal comfortable acceler-
ation) were based on empirical literature: α (64, 65), ac (66).

The risk thresholds and incentive function parameters were fit-
ted to the data using a grid search. We created a 25 × 25 grid for 
every kinematic condition using upper thresholds in the range 
[0.3, 0.9] and lower thresholds in the range [0.01, 0.4]. For these 
grids, we disabled the incentive functions and only used the 
base thresholds (θ in Eqs. 10 and 11). We ran one simulated trial 
per set of thresholds per condition with all the noise in the model 
disabled, resulting in 11 grids of 625 trials.

In every trial, we simulated the behavior of a single CEI driver 
against a vehicle traveling at constant velocity to obtain the im-
mediate response of the CEI driver at the tunnel exit before any 
interaction takes place. For every such trial, we recorded the mod-
eled driver’s deviation from the initial velocity after 1.0 s.

Then, for every trial of every human participant, we searched the 
grid for the risk threshold values that best described that driver’s 
velocity deviation after 1.0 s. This resulted in individual base thresh-
old values (ρu and ρl) for every trial, in total 110 sets of thresholds for 
every participant. With 18 participants, this gave us 1980 upper and 
lower threshold values for 11 different kinematic conditions.

To determine participant-level thresholds based on these 
trial-level thresholds, we used two linear mixed-effect models, 
one for the lower and one for the upper threshold. Both models 
used the form: ρ ∼ Δpt∗Δvt, where ρ denotes the threshold and 
Δpt and Δvt are the relative position and relative velocity respect-
ively. Random intercepts were included per participant. The re-
sulting fixed-effect coefficients (Table 3) were used as incentive 
parameters (lambda in Eqs. 10 and 11), and the random-effect co-
efficients (Table 1) were used as participant-level base values θl 

and θu.

Table 2. Manually designed model and simulation parameters.

T 6.0 s dt 0.05 s
Tm 4.0 s fb 4 Hz
σn

1
40 β 0.6

τ 1.6 s ϕ 3.0
α 0.5 ac 1.0 m

s2

Table 3. The fitted population-level parameters for the incentive 
functions.

Parameter Value Std. Err. z P

λu,1 0.003 0.001 3.27 0.001
λu,2 0.018 0.006 2.97 0.003
λu,3 −0.006 0.001 −6.38 0.000
λl,1 0.004 0.001 3.55 0.000
λl,2 0.016 0.008 1.95 0.051
λl,3 −0.003 0.001 −2.03 0.042
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