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Dynamical Analysis of Power System Cascading
Failures Caused by Cyber Attacks

Vetrivel S. Rajkumar , Alexandru Ştefanov , Member, IEEE, José Luis Rueda
Torres , Senior Member, IEEE, and Peter Palensky , Senior Member, IEEE

Abstract—Cascading failures in power systems are
extremely rare occurrences caused by a combination of
multiple, low probability events. The looming threat of cy-
berattacks on power grids, however, may result in un-
precedented large-scale cascading failures, leading to a
blackout. Therefore, new analysis methods are needed to
study such cyber induced phenomena. In this article, we
propose a data-driven method for dynamical analysis of
power system cascading failures caused by cyberattacks.
We provide experimental proof on how attacks may accel-
erate the cascading failure mechanism, in comparison to
historically observed blackouts. Using a dynamic power
grid model, consisting of multiple, coordinated protection
schemes, we define and analyze the point of no return in a
cascading failure sequence by applying the Hilbert–Huang
transform for time-frequency analysis. Numerical results
indicate, cyberattacks may accelerate cascading failures at
least by a factor of 3x. This is due to the excitation and
non-damping of multiple frequency modes greater than 1
Hz in a short time span. The proposed method is tested
using time domain simulations conducted through a modi-
fied IEEE 39-bus test system, which can simulate cascading
outages using coordinated protection schemes.

Index Terms—Blackout, cascading failures, cyberat-
tacks, cyber security, power system dynamics.

I. INTRODUCTION

THE ongoing energy transition and power grid digitaliza-
tion has resulted in the convergence of information and

operational technologies. While offering advanced monitoring
and control capabilities, these developments have brought forth
serious cyber security concerns [1], [2], [3]. Cyberattacks on
power grids are a real modern-day threat with considerable
ramifications. They are no longer a figment of imagination,
considering recent real-world events. The most famous and well-
known examples of cyberattacks targeting power grids are the
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attacks in Ukraine in 2015 and 2016. The former caused a power
outage, directly affecting nearly 225 000 customers [4], while the
latter employed an advanced malware, i.e., Industroyer, resulting
in a loss of 200 MW of load in the distribution network [5].
More recently, on October 12, 2020, Mumbai, a major Indian
metropolis, was affected by a power outage lasting over 12 hours
that may be related to “RedEcho,” an active hacker group.

The attackers used sophisticated malware to target the re-
gional control centre, in an active campaign lasting over six
months. In April 2022, in Germany, a reported cyberattack
caused malfunctions in the communication systems used for
monitoring and control of 2000 wind turbines. All these inci-
dents point to the urgency of addressing evolving challenges
such as cyber security and resilience of power system operational
technologies.

Historically, cascading failures in power systems are ex-
tremely rare occurrences caused by a combination of multiple,
low probability events. However, the looming threat of cyber-
attacks on power grids may result in unprecedented large-scale
cascading failures, leading to a blackout. Therefore, new analy-
sis methods are needed to study such phenomena.

II. STATE-OF-THE-ART AND CONTRIBUTIONS

A. Related Work

Analysis of power system cascading failures and blackouts
is extensively documented in the literature [6], [7], [8]. Most
existing work focuses on steady-state methods, such as DC [9],
[10], [11] and AC [12], [13] power flow models that capture
overloading conditions and voltage violations. Given the com-
plexity of the electrical power system, however, such methods
only provide a partial view of the cascading failure mechanism.
Furthermore, a major drawback of such methods is the inability
to study nonlinear and dynamic phenomena that have been
observed in real-world cascading failures. For example, loss
of synchronism and voltage collapse. Other techniques include
statistical methods based on historical data [14] and graph theory
models to describe the generalized behavior of cascading effects
[15], [16]. While offering broad mathematical and analytical
insights, however, both methods are limited in capturing the
power system physics.

In other related work, extensive research has been con-
ducted with dynamic grid models to simulate system instability
caused by large disturbances [17], [18], [19]. Such numerical
studies, however, consider only a particular type of instability
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phenomena and just highlight when the power system becomes
unstable, e.g., rotor swings and oscillations. Major cascading
outages consist of two distinct phases [20]. The slow phase is
in the order of a few minutes to hours, while the fast phase
occurs in the order of a few milliseconds to seconds. In the
latter, various nonlinear and dynamic phenomena dominate, e.g.,
transient, frequency, and voltage stability. Hence, research into
dynamic modeling and RMS simulations of cascading failures
has gained increased attention [19].

The study and analysis of cascading failures due to cyberat-
tacks is a relatively emergent topic of research, in the wake of the
cyberattacks in Ukraine in 2015 and 2016. The role and impact
of cyberattacks on power system stability and cascading failures
is discussed in [1]. The authors present a screening method for
the initiating cyber events and perform dynamic simulations for
the identified critical study cases. This article, however, stops
when the power system is deemed unstable, thereby ignoring
the sequence of cascading events. In other related work, Atat
et al. [21] presents a cascading failure vulnerability analysis
by studying the interdependence between cyber and physical
layers. Similarly, Tu et al. [22] discusses vulnerability analysis
of cyberphysical power systems considering cyberattacks using
a percolation-based approach to quantify both system and com-
ponent vulnerabilities. However, both these works do not study
the cascading failure mechanism itself.

Closer to our work is the Markov-chain based dynamical prob-
abilistic model developed in [23]. This model partially captures
the dynamics of cascading failures in the power grid but does
not analyze the point of no return (PNR) or global instability,
which is the focus of our work. Multiple recent studies have been
conducted to model and analyze cascading failures in smart grids
[24], [25] based on power flow analysis. Such studies analyze the
impact of line overloads or loss of equipment, but do not capture
the dynamics of the fast-cascading failure mechanism. Hence,
it can be summed up that limited work has been carried out in
employing detailed dynamic RMS models with comprehensive
and coordinated protection schemes for analysis of power sys-
tem cascading failures caused by cyberattacks.

The work in [26] serves as the foundation for our article. The
authors provide a comprehensive analysis of major blackouts,
with a particular emphasis on the cascading failure mechanism.
This article delves into the intricate dynamics and root causes of
cascading failures, offering invaluable insights into the factors
that trigger them and the subsequent chain reactions that lead to
blackouts. Most importantly, the authors coined the term, PNR.
This signified a point of global instability beyond which power
system collapse was imminent. However, the authors did not
formalize nor quantify it which is the focus of our work.

B. Motivation and Contributions

Cyberattacks on power systems may instigate multiple, un-
precedented excitation modes, and lead to an accelerated PNR
in the cascading failure sequence. Hence, the impact of a cyber-
attack on power system dynamics can be fundamentally different
from the consequences of physical faults or contingencies. This
can lead to unprecedented N-k contingencies. Consequently,
there is a compelling need for the development of newer analysis
methods that are specifically tailored to the distinctive char-
acteristics of cyberattacks on power systems. Furthermore, as

described earlier, one of the key limitations of most existing
methods is the analyses based on power flows or network topol-
ogy. Thereby, such studies do not take dynamical behavior of
the power system into account. This results in an incomplete
view of the underlying mechanisms that govern power system
cascading failures.

Hence, to overcome these drawbacks, in this article, we ana-
lytically show how cyberattacks can cause cascading failures and
blackouts and lead to a quicker PNR. This is achieved through
detailed modeling and simulation of power system dynamics and
multiple, coordinated protection schemes for lines, generators,
and loads. It allows us to analyze in time domain the entire se-
quence of cascading events, i.e., protection trips of transmission
lines and generators. Consequently, the scientific contributions
of this article are summarized as follows:

1) We propose a data-driven method for dynamical anal-
ysis of power system cascading failures caused by cy-
berattacks. The method is used to investigate the fast
phase of the cascading failure mechanism initiated by
cyberattacks and associated power system dynamics. It
uses time-frequency analysis of simulation data through
the Hilbert–Huang transform to estimate instantaneous
damping and modal instabilities. The variation in singular
values of the instantaneous damping matrix’s decompo-
sition is used to identify and quantify a point of global
instability, i.e., the PNR [26] for a cascading failure
sequence.

2) We provide experimental proof based on the proposed
method, to demonstrate and explain how cyberattacks
accelerate the cascading failure mechanism. Numerical
results show that cyberattacks may accelerate cascading
failures at least by a factor of 3x. This is attributed to the
excitation and nondamping of multiple frequency modes
greater than 1 Hz in a short time span, in comparison to
historically observed blackouts.

One of the key novelties of this article is to formalize and
quantify the PNR for a cascading failure sequence. To the best
knowledge of the authors, this article is the first of its kind to
detect and quantify the PNR, more so for cyberattack induced
cascading failures. Therefore, a comparison with established
techniques or traditional methods to detect and quantify the
PNR may be difficult or not feasible. As a result, comparative
experiments are not conducted.

III. CYBER-PHYSICAL ATTACKS ON POWER GRIDS

Various types of cyberattacks on power grids are already
well reported in the literature. In this article, we consider attack
vectors with maximum impact and scenarios that can severely
affect system dynamics, thereby leading to cascading failures
and a blackout.

A. Spoofing Attacks

These cyberattacks target the setpoints of control devices and
mechanisms of generators, e.g., governors for load frequency
control (LFC) and automatic voltage regulators (AVRs). This
is also applicable to controllers for power electronics interfaced
generation, such as photovoltaics or windfarms. The attacks aim
to send malicious control signals that result in equipment or
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component malfunctions [17]. A resonance cyberattack target-
ing LFC of generators is discussed in [27]. In this type of attack,
an adversary modifies the input signals to generator governors
based on a resonance source, e.g., rate of change of frequency
(ROCOF). This results in a negative feedback on LFC, such that
the targeted generator loses stability, resulting in unexpected loss
of generation. Similarly, in the event of over or under excitation
AVRs of generators can trip for safety reasons. This can cause
voltage stability issues and lead to a voltage collapse. Thereby,
spoofing attacks can initiate or worsen an ongoing cascading
failure process.

B. Switching Attacks

These types of cyberattacks aim to maliciously open multi-
ple circuit breakers to impact power system operation. Let us
consider a power system with n circuit breakers. We assume
an attacker has access to m of these circuit breakers such that
m ⊆ (n). This is possible through communication network ex-
ploits or digital substation based attack vectors. Then, the attack
vector for switching is given by the following relation where
sw corresponds to a binary variable indicating connection or
disconnection

SW = [sw1, sw2 . . . swm]T = [0, 0, . . . 0]T . (1)

Thereby, the attacker can disconnect multiple transmission
lines and other power system components. For instance, the
unexpected loss of lines causes equipment to be disconnected
as well as system parameters like voltage and frequency to
exceed limits. As demonstrated during the 2015 cyberattack in
Ukraine, lines can be put out of service by gaining unauthorized
access to the substation automation systems and simultaneously
opening multiple circuit breakers [4]. This results in overloading
of parallel lines, setting off a cascade that could result in a voltage
collapse. As observed in Italy and the United States-Canada in
2003, this can have a particularly catastrophic impact on the
power system, leading to a blackout.

C. Data Integrity Attacks

False data injection (FDI) attacks are the most frequently
discussed cyberattack on power systems in the literature. An FDI
attack assumes that an attacker may gain access to knowledge
about the existing configuration of the power system and alter
measurements at substations. As a result, they might secretly
insert arbitrary biases to some state variables. Hence, the major-
ity of FDI attacks reported in the literature target state estimate
methods and measurements [28] to result in data integrity issues
and potential line overloading or even cascading failures. An-
other form of data integrity attack reported in the literature tar-
gets power system protection equipment. Communication-based
protection schemes are vulnerable to data integrity attacks that
can manipulate the data sensed by protection relays, causing
them to maliciously trip or malfunction [29], [30]. This is sum-
marized by the following relation which highlights the spoofing
of the relay pickup current

I∗pickup = Ipickup ± β (2)

Fig. 1. Interlocking scheme in digital substations.

where β represents the bias added as a result of the cyberattack.
Such sophisticated cyberattacks can lead to malicious tripping
of relays, while remaining undetected. This can have crippling
consequences for power system operation as the attacks can
result in unwanted opening of circuit breakers, leading to tran-
sient and/or voltage instabilities. Another possibility is a denial-
of-service attack. In this scenario, the protection equipment is
inhibited or blocked from normal functioning. Hence, during
a fault condition, the relay may not operate, causing other
zones of protection to be activated. This can subsequently cause
unwanted relay tripping, thereby triggering a chain of cascading
events [25].

D. Cyber-Physical Attacks

Interlocking is an important safety mechanism that is com-
monly used in digital substations to ensure the safe operation of
switchgear equipment. It involves the use of a software-based
scheme that uses IEC 61850 GOOSE to exchange information
between control units in different parts of the substation. For
example, in a two-busbar single breaker arrangement with two
feeder bays and a coupler, as shown in Fig. 1, the coupler
and circuit breaker statuses are communicated to the feeder
bay control unit to prevent the inadvertent opening of discon-
nects when the circuit breaker is closed. However, despite its
importance, interlocking is vulnerable to cyberattacks that can
compromise the system’s security. In particular, attack vectors
reported in the literature [31], [32] can allow disconnects to be
operated in the feeder bays even when the circuit breakers of the
feeders are closed, putting the system at risk. This can result in
a bolted busbar fault and electric arc in the substation. Coupled
with a denial of service attack which may inhibit protection
functionality [32], this can cause massive system instabilities
and lead to a blackout.

IV. DYNAMICAL ANALYSIS OF CASCADING FAILURES

A. Power System Dynamics

Power system dynamical behavior is characterized by two
main properties, i.e., nonlinearity and nonstationarity [33]. This
makes a detailed analytical study of such behavior complex.
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Hence, modern-day power system studies involve modeling the
power grid and associated components as a set of differential
algebraic equations (DAEs) to be numerically solved in the
time-domain. The continuous time behavior of the dynamical
power system can be generally described by a general set of
DAEs, wherein, the states and the dynamic behavior of the power
system at any time instant t is given by three vectors x(t), y(t),
and z(t), such that

ẋ = f (x (t) , y (t) , z (t)) (3)

g(t, (x (t) , y (t) , z (t)) = 0 (4)

h (t, x (t) , y (t) , z (t)) < 0 (5)

x represents the vector of all state variables and y represents a
vector of continuous state variables with algebraic associations
to all other system variables. This includes the standard power
flow equations and algebraic equations for all dynamic devices
such as motors, converters, condensers, etc., and z represents the
vector of discrete state variables, i.e., z � [0, 1]. It captures the
dynamics associated with discrete actions, such as protection
and controls.

In this article, a dynamic RMS model of the power system
with multiple, coordinated protection schemes is developed. It
includes: protection schemes for lines, i.e., distance and overload
protection; interface protection schemes for generators, i.e.,
over/under frequency, over/under voltage, ROCOF, over flux,
and pole-slip (out of step); and underfrequency and undervoltage
load shedding schemes. If the input parameter sensed by a
protection Is exceeds a specified pickup or threshold value over a
specified time period, the relay produces a trip signal to open the
associated circuit breaker. A binary variable Ks determines the
trip status of the relay and can be generalized by the following
logic, with 1 being the trip state

Ks =

{
0, 0 < Is ≤ Ipickup t < tlim

1, Ipickup < Is < Ilim t > tlim.
(6)

This logic is incorporated into the developed dynamic RMS
model. Hence, it can simulate cascading failures and associated
dynamic system response. With increasing system size, purely
analytical studies of power grids are challenging and numer-
ical simulations are needed. Hence, we perform time-domain
simulations and use the dynamic system response for further
analysis.

B. Time-Frequency Analysis

To capture both nonlinear and nonstationary system behavior,
we employ a modified Hilbert–Huang transform (HHT) and
study the PNR. It is a signal processing technique for data
analysis of nonlinear and nonstationary processes and consists
of an iterative empirical mode decomposition (EMD). In this
article, an EMD process for power systems is used to decompose
an input signal, i.e., power system measurement, into a series
of individual amplitude and frequency-modulated components,
i.e., intrinsic mode functions (IMFs) [34]. The IMFs are com-
puted based on the sifting process. IMFs are characterized by
being nearly monotonic, i.e., consisting of a single frequency

component. Consequently, we apply the Hilbert transform (HT)
on IMFs, which allows for a detailed analysis into the temporal
modal properties of the input signals. As a result, an in-depth
interpretation of nonlinear and nonstationary phenomena is
achieved. For a given time-series signal input, u(t), we first
compute the major IMF using EMD [34] and then compute its
HT as follows:

H[u(t)] =− 1
π

lim
ε→0

∫ ∞

ε

u(t+ τ)− u(t− τ)

τ
dτ. (7)

Two of the known limitations of the HHT are mode mixing,
i.e., close proximity of frequency components and presence
of low frequency components. To overcome these limitations,
in this research, we apply a modified EMD procedure with
an iterative-EMD technique [35]. This technique automatically
identifies the best masking signal frequencies based on the
inherent dynamics of the input data signal. Based on the HT,
the analytical signal of the input is computed and expressed as
an exponential, i.e.,

ua (t) = u (t) + j H [u (t)] (8)

ua (t) = A (t) ejω(t). (9)

Using the above, it becomes possible to calculate instanta-
neous parameters such as amplitude, as follows:

A (t) =
√
u2 (t) +H2 [u (t)]. (10)

Knowledge of the instantaneous amplitude and phase in-
formation allows to estimate the instantaneous damping. This
allows for a deeper stability analysis of the system. The damping
is calculated as the ratio of the differential of the instantaneous
amplitude to itself, i.e.,

α (t) = − 2̇A(t)
A(t)

. (11)

This opens up interesting possibilities for analysis of dynamic
system response, while preserving temporal properties, as ex-
plained in the subsequent subsections.

C. Instantaneous Damping Correlation

The analysis of the PNR in this article is inspired by the
analogy and similarities between nonlinear mechanical and elec-
trical systems [18]. When such dynamic systems are subject to
systemic failures, points of global instability may surface. For
example, consider a simple example of a mass-spring system
with a single degree of freedom, governed by the following
differential equation:

m
d2x

dt2
+ c

dx

dt
+ kx = 0 (12)

where x is the system state, m is the spring mass, c is the
damping coefficient, and k is the spring constant. Calculating
its system and damping response is quite straightforward. More
interestingly, however, this equation bears close resemblance
to the well-known swing equation [19], governing fundamental
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Fig. 2. Sliding time windows for cascading failures analysis.

power system dynamics:

d (Δω̄r)

dt
=

1
2H

(
T̄m − T̄e −KDΔω̄r

)
. (13)

The above equation is the so called classical swing equation
with two state variables—the generator rotor angle (δ) and
angular speed (ωr). This simple and elegant relation provides
powerful analytical insights into grid dynamics. Inspired by the
similarities between (12) and (13), the proposed algorithm in this
article seeks to leverage the properties of instantaneous damping,
to characterise and study the PNR.

Any cascading failure sequence involves loss of multiple
elements, captured through the discrete relay trip events Ks.
Thereby, the order and time of tripping serves as an important
input to identify and quantify PNR. The observation time win-
dow around each trip event Ks is dependent on the timing of the
discrete relay actions at ti. The proposed sliding time window
Ti−1 around each discrete relay action at ti is given by

Ti−1 =

{
Δti,i−1

2
,
Δti+1,i

2

}
. (14)

Fig. 2 summarizes the calculation of T ∀{ T1, T2, . . . Tn}. It
captures the continuous dynamical variations occurring in the
power system due to sequential relay tripping events, which
indicate cascading failures. Therefore, the sliding time window
T allows us to analyze the entire sequence of cascading failures.

For each time window, the we estimate the instantaneous
damping, based on (11). Subsequently, a cross-correlation ma-
trix R is formed, for n number of time-series signals, i.e.,

R =

⎡
⎢⎢⎢⎣
E [X1Y1] E [X1Y2] · · · E [X1Yn]
E [X2Y1] E [X2Y2] · · · E [X2Yn]

...
...

. . .
...

E [XmY1] E [XmY2] · · · E [XmYn]

⎤
⎥⎥⎥⎦ (15)

where E(Xi,Yi) represents the correlation between the two
variables, i.e., E(X,Y ) = − 1

n

∑n
i=1 (x− μx)(y − μy). This a

measure of how two variables change with respect to each other.
Hence, R contains the combination of correlations between all
values of instantaneous damping and is of size n × n. These
values lie in the range [−1, 1].

D. PNR and Singular Value Decomposition (SVD)

SVD is a linear algebraic technique to factorize any m × n
matrix and generalize its eigen decomposition. In our case, the
matrix R is symmetric, therefore, its SVD yields

R = USV T (16)

Algorithm 1: Identification of Point of No Return.

Inputs: time window vector T and signals x(t)
1: estimate sliding time window using (14)
2: for each time window do
3: compute instantaneous damping α(t)
4: form cross-correlation matrix R
5: calculate σ0 , σ1 using (16)
6: obtain Δσ = σ0 − σ1

7: if Δσ > ε do
8: possible PNR. set smaller T and repeat 3 to 6
9: else

10: T = Tnext

11: end if
12: end for

whereU andV are distinct orthogonal matrices, and S is a sparse
diagonal matrix containing the singular values of R, i.e.,

S =

⎡
⎢⎢⎢⎣
σi 0 · · · 0
0 σj · · · 0
...

...
. . .

...
0 0 · · · σn

⎤
⎥⎥⎥⎦ (17)

where σi . . . σn are the singular values of R descending order,
i.e., σ1 > σ2 . . . σn−1 > σn. Essentially, SVD helps to identify
dimensions along which data is best preserved by the largest
singular values [36]. Hence, under nominal operations, matrix
R is a zeros matrix and consequentlyσ1 = 0. If the power system
suffers a major disturbance, however, for e.g., an electrical
fault, it will suffer undamped oscillations, i.e., α(t) → {−1}.
Subsequently, post fault, the system will reach a new equilib-
rium point and oscillations will be over/critically damped, i.e.,
α(t) → {1}. In case of an unchecked cascading sequence, how-
ever, the system will move between highly unstable operating
points, reach a PNR and collapse. Consequently, the system-
wide oscillations are undamped across multiple time-windows,
i.e., α(t) → {−1}. As a result, we hypothesise that σ1 of R will
drop below the theoretical threshold, i.e.,

Δσ = σ1t2 − σ1t1 � 0 (18)

where t1 and t2 represent successive time windows (only for
notation). Hence, (18) forms the limit criterion and theoretical
basis to identify the smallest/earliest PNR and is summarized
by the following algorithm. The proposed algorithm is meant to
be used for postmortem analysis and takes time occurrence of
events and time-series measurements as inputs. Subsequently, it
application yields an estimation of the earliest PNR value, which
is nontrivial, as noted in [26]

V. EXPERIMENTAL RESULTS

To verify the proposed method, numerical simulations are
conducted on a modified IEEE-39 bus test system, consisting
of multiple, coordinated protection schemes using DIgSILENT
PowerFactory 2021, as depicted in Fig. 3. Furthermore, auto-
mated scenario handling and data collection is done through
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Fig. 3. IEEE 39-bus test system.

Python 3.7. The time-frequency and PNR analysis is imple-
mented in Python using NumPy, SciPy, and EMD libraries.
Meanwhile, the cyberattacks are modeled through the Mininet
network emulator, interfaced to PowerFactory via OPC unified
architecture. This results in a cyberphysical co-simulation ex-
perimental setup. We also assume that voltage magnitudes from
13 PMU locations, i.e., buses 2, 6, 9, 10, 11, 14, 17, 19, 20,
22, 23, 25, and 29 are available for system observability, as
described in [37]. Moreover, we assume that no remedial actions
are undertaken during the evolution of the cascading failures.

In all simulations, a single operational point is used, i.e., fixed
generation and load profile. This is because most numerical
solvers used for dynamic power system simulations are typically
designed to work well when initiated from a stable operating
point. These simulations involve solving complex sets of nonlin-
ear DAE. Fixed operational points help maintain the numerical
stability of the simulation as significant deviations from this
point, especially in highly nonlinear systems can lead to numer-
ical instabilities or nonconvergence of simulation. Furthermore,
more crucially, our analysis is in the order of milliseconds to
seconds, while generation and load profiles are typically in the
order of minutes to hours. We must also however, emphasise,
changes in the system due to normal operations, i.e., loading
and generation, do not affect the results of the proposed method.
This is because, the proposed method seeks to analyse a point of
global instability, i.e., PNR, around which the system response
is distinctly unique, in comparison to variations around nominal
operating points.

To simulate the impact of cyberattacks, a detailed N-2 con-
tingency analysis on IEEE 39-bus test system is carried out.
The system comprises of 10 generators and 34 lines, i.e., 44
components. Therefore, the total number of contingency com-
binations is given by C(44,2) = 946. For each combination, a
DC power flow is calculated to obtain the bus voltages and line
overloading. Furthermore, critical combinations are defined as
dc power flows that result in line thermal overloading>125% for
two more lines and/or voltage violations outside the limits of [0.9
p.u, 1.05 p.u] at least two busbars. For such cases, in addition to
DC power flow, AC power flows using Newton Raphson method
are calculated. From this analysis, it is observed that line 05–06

TABLE I
SUMMARY OF SIMULATION SCENARIOS AND CYBERATTACK TYPES

TABLE II
SEQUENCE OF CASCADING FAILURES IN SCENARIO 1

and bus 09 are critical components with a high occurrence of
327 and 42, respectively, amongst all studied contingency com-
binations. Hence, we consider cyberattack scenarios involving
these two locations. A summary of each simulation scenario and
cyberattack type is given in Table I.

A. Cascading Failure Simulation

A cyberphysical attack scenario is simulated to test the pro-
posed method. Attack scenario 1 exploits vulnerabilities in
interlocking schemes within a digital substation, as explained
in Section III. Furthermore, all protection functionality within
the substation is inhibited due to a data modification attack. The
malicious opening of a disconnect under loading, coupled with
the lack of protection action results in a busbar fault on bus 23
at 5 s simulation time. Subsequently, the nontimely clearance
of the fault induces cascading failures throughout the system,
resulting in a blackout. The sequence of events in the cascading
failure is given in Table II.

As the protection equipment within the substation is inhibited
due to the cyberattack, neighboring lines are tripped by distance
protection at 5.5 s simulation time. The loss of line 13–14 due
to distance protection maloperation, as previously explained, is
depicted in Fig. 4(b)and (b). As a result, the system is split into
multiple islands with generator G6 being tripped by ROCOF pro-
tection at 6.2 s simulation time. The cascading loss of elements
continues with the loss of other transmission lines. Subsequently,
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Fig. 4. Power system dynamics during cascading failures in scenario
1. (a) Busbar fault on bus 23. (b) Distance protection tripping of lines
13–14 at 8.3 s simulation time. (c) Loss of synchronism of multiple
generators. (d) Under voltage trip of G2 and G3 at 8.7 s simulation time.
Protection setting is < 0.8 p.u. and t > 2 s.

at around 6.8 s simulation time, multiple generators lose syn-
chronism and are disconnected from the grid. This is visualized
in Fig. 4(c). The loss of multiple generators and lines destabilizes
the power system with a lack of reactive power generation and
extremely poor voltage profile. Finally, generators G2 and G3
trip due to sustained under voltage conditions of 0.8 p.u over 2 sat

8.7 s simulation time, resulting in a blackout. This is illustrated
in Fig. 4(d).

B. Point of No Return Identification

1) Switching Attacks: To verify the efficacy of the proposed
method, two simulation case studies are compared. Scenario 2
is the opening of line 05–06 and scenario 3 is the disconnection
of all lines in substation 2. Both cases have initiating events at
t = 5 s simulation time.

Owing to the system topology, scenario 3 results in cascading
failures, while the scenario 2 results in system disturbances. This
is visualized through the voltage plot of bus 20 in Fig. 5(a).
For ease of explanation and analysis, sliding time windows
are chosen as T1 = [15, 20], T2 = [20, 23]. Subsequently,
the instantaneous damping is calculated to form the correlation
matrix using (15).

For scenario 2, in T1, the system suffers significant oscil-
lations, which are, however, well-damped, i.e., α(t) � 0. On
the other hand, for scenario 3, as can be seen, the oscillations
are undamped and rising, i.e., α(t) < 0. In time window T2,
however, the system reaches a new equilibrium point in scenario
2. This is visualized through Fig. 5(b) which illustrates the
correlation matrix R of damping values as a heatmap. As can be
seen, most of the elements do not exhibit any correlation, shown
in shades of blue. Furthermore, the difference in largest singular
values between the successive time windows is infinitesimally
small, i.e., Δσ1 << 0.

Conversely, for scenario 3, during the propagation of cascade,
the system moves from one instability point to another. This is
indicated by an increase in positive correlations, as indicated by
the heatmap in Fig. 5(c). More importantly, for scenario 3, the
difference in largest singular values between time windows T1

and T2 is greater than zero, i.e., limit criterion (18) is violated.
This is confirmed by a large positive shift of ∼ 0.89 in Δσ1

and can be visualized in Fig. 6 (in red). Hence, it is concluded
that the PNR is reached at ca 23 s simulation time. Therefore, in
scenario 3 from the initiating event, the PNR is reached in∼16 s.

To further analyse the active modes during these extended
periods of instability, a detailed frequency analysis is carried out
and is illustrated in Fig. 7. This corresponds to the time window
T2 for bus 10. A similar result can be obtained for the other
twelve PMU locations. Typical inter-area oscillations in power
systems are observed to be in the range of 0.1 to 0.7 Hz [26].
As can be observed from Fig. 7, closer to the PNR, the major
oscillatory modes correspond to 1.2 and 1.5 Hz. Hence, these
higher frequency oscillation modes correspond to the excitation
brought about by cyberphysical events. These oscillations, if left
unchecked, can lead to a system wide instabilities. Thus, such
insights are useful when designing power system stabilisers or
damping controllers.

2) Spoofing Attacks: To verify and validate the applicability
and accuracy of the method, a spoofing and switching attack,
i.e., scenario 4, as described in Section III is simulated. In this
attack scenario, the voltage reference setpoints for the AVR of
generator G6 are maliciously spoofed by+10% at 5 s simulation
time.
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Fig. 5. Identification of PNR. Subfigure (a) depicts the voltage waveform for bus 20. (b) and (c) depict the correlation matrix R as a heatmap in
time windows, T 1 and T 2, respectively.

Fig. 6. Identification of PNR.

Simultaneously, two transmission lines, i.e., 16–19 and
16–24, are maliciously disconnected via a switching attack.
These unexpected events result in the propagation of cascading
failures throughout the system. Fig. 8 shows the plot of the
voltage and time windows considered for analysis, using the
proposed method. Similar to the analysis of the previous case,
sliding time windows are chosen as T1 = [5, 12], T2 = [12, 17].
Subsequently, the instantaneous damping is calculated to form
the correlation matrix using (15). Due to the abrupt setpoint
change and line disconnections, the system undergoes severe
voltage stability issues. Crucially, Δσ1 ≈1 in T1 and Δσ1≈1.28
in T2. Therefore, Δσ1�0 indicates that the PNR lies in time
window T2. As can be seen from Fig. 9, due to the cyberattack,

Fig. 7. Frequency spectrum of bus 10 voltage HHT in time window T 2.

a voltage collapse is triggered and significant load is shed.
Eventually, the cyberattacks result in a blackout with 3000 MW
load left unserved. The entire sequence of events of the cascading
failure is given in Table III.

C. Acceleration Mechanism

To study the acceleration of cascading failures, we analyse the
Italy 2003 blackout. Fig. 10 illustrates the observed cumulative
loss of elements, based on the post incident report. As seen,
until the PNR, a linear behaviour is observed. Beyond this,
an exponential rise in loss of elements occurs. Hence, it is
concluded that the PNR was reached approximately in ∼28
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Fig. 8. Voltage plot of bus 6. Time window T 1 from 5 to 12 s is shown in green, while T 2 from 12 to 17 s is shown in orange and the PNR at
∼16.5 s is highlighted.

Fig. 9. Active power of four loads, highlighting the voltage collapse at
14 s and subsequent blackout at ∼16 s simulation time.

TABLE III
SEQUENCE OF EVENTS LEADING TO BLACKOUT DUE TO SPOOFING AND

SWITCHING ATTACKS

minutes from the loss of the first element. Keeping this in mind,
we simulate scenario 5 to mimic a similar sequence of events. In
the considered scenario, routine maintenance causes line 05-06
to be put of service at 5 s simulation time. Shortly thereafter, due
to contact with vegetation, lines 16–19 is also put of service at
10 s simulation time. Consequently, the system is stressed, and

Fig. 10. Observed PNR in the Italy 2003 blackout.

Fig. 11. Blackout simulation. The locations marked in red are discon-
nected, while the indicated area 1 is unserved.

other lines start to be overloaded. Eventually, line 06-07 comes
in contact with vegetation and is immediately tripped at 30 s
simulation time. As a result, area 1 is blacked out as depicted in
Fig. 11 .

A comparison of the loss of elements in the between sce-
narios 1, 3, and 5 is carried out. The initiating events in all
three scenarios occur at 5 s simulation time and the cumulative
loss of elements is depicted in Fig. 12. Furthermore, using
the proposed method from this article, the PNR is calculated
to be 10, 6.5, and 31 s for cyberattack scenarios 3, 1 and 5,
respectively. This is shown by the red dots in Fig. 12. We use
this information to define a rate of elements lost. The rate γ is
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Fig. 12. Acceleration of cascading failures due to cyberattacks.

TABLE IV
COMPARISON OF CYBERATTACK SCENARIOS IMPACT

defined as

γ =

∑
EL

Δ t
(19)

where EL is the number of elements lost in a specific time period
t. A comparison of the factor and final impact of the three cases
is summarized in Table IV. As can be seen, attack scenario
1 is the quickest with a factor of almost 8.5, while scenarios
3 and 4 develop much slower. In case of the cyberattacks,
multiple frequency modes > 1 Hz are excited in a short time
span, which when left unchecked lead to undamped system-wide
oscillations. This can be attributed to the fact that cyberattacks
can directly influence the occurrence of multiple events that are
statistically improbable to occur together due to natural causes.
Also, it can be seen that the ratio of PNR of scenario 4 to 1 is
∼3. This signifies an acceleration of 3x. Thus, we empirically
conclude that cyberattacks can induce a significant speed-up in
the cascading failure mechanism, by at least a factor of 3x.

VI. CONCLUSION AND DISCUSSIONS

In this article, a data-driven analysis method was proposed to
study how cyberattacks on power systems can induce accelerated
large-scale cascading failures and a blackout. This involved
time-frequency analysis of dynamic simulation data using a
modified Hilbert–Huang transform. Additionally, using the pro-
posed method and a synthetic case-study, it was shown how
cyberattacks may accelerate the cascading failure mechanism
by at least a factor of 3x. This was due to the excitation of
multiple high frequency modes in a short time span. The analysis
method was tested using time domain simulations conducted
on a modified IEEE-39 bus test system, consisting of multiple,
coordinated protection schemes.

The proposed method can be used by utilities for cyber-
physical system studies and assessment of cybersecurity and grid

cyber resilience, which is currently of limited nature. Known
limitations of the method include its a-priori nature and choice
of the sliding time window. Nevertheless, it is tool agnostic and
is designed for synchrophasor measurements and trip data from
protection relays, post a major disturbance.

The choice to primarily utilize the IEEE 39-bus test system in
our study was made considering several factors, particularly that
it was a widely recognised benchmark for power system analysis.
More importantly, modeling, coordination, and validation of
protection schemes to simulate cascading outages on larger
power systems is a nontrivial task due to increased complex-
ity and computational demands. Our study aimed to establish
the foundation for this approach, demonstrating its feasibility
and effectiveness using the IEEE 39-bus system. Nevertheless,
validating our proposed method on larger and more complex
power systems, such as the 118-bus system will be the focus
of our future work. Additionally, we will develop methods to
mitigate the impact of the cyber induced cascading failures
before the PNR is reached. Consequently, its knowledge for
various scenarios aids in the development of resilience measures
for shock absorption and system adaptation. Thereby, improved
security analytics and defence methods can be developed to
cybersecure the power system.
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