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ABSTRACT
During online information search, users tend to select search results
that confirm previous beliefs and ignore competing possibilities.
This systematic pattern in human behavior is known as confirma-
tion bias. In this paper, we study the effect of obfuscation (i.e., hiding
the result unless the user clicks on it) with warning labels and the
effect of task on interaction with attitude-confirming search results.
We conducted a preregistered, between-subjects crowdsourced user
study (𝑁=328) comparing six groups: three levels of obfuscation
(targeted, random, none) and two levels of task (joint, two separate)
for four debated topics. We found that both types of obfuscation
influence user interactions, and in particular that targeted obfus-
cation helps decrease interaction with attitude-confirming search
results. Future work is needed to understand how much of the
observed effect is due to the strong influence of obfuscation, versus
the warning label or the task design. We discuss design guide-
lines concerning system goals such as decreasing consumption of
attitude-confirming search results, versus nudging users toward a
more analytical mode of information processing. We also discuss
implications for future work, such as the effects of interventions
for confirmation bias mitigation over repeated exposure. We con-
clude with a strong word of caution: measures such as obfuscations
should only be used for the benefit of the user, e.g., when they
explicitly consent to mitigating their own biases.

CCS CONCEPTS
•Human-centered computing→User studies; • Information
systems → Search interfaces.

KEYWORDS
Confirmation Bias, Web Search, Warning Labels, Obfuscation, Nudg-
ing, Cognitive Bias Mitigation
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1 INTRODUCTION
Previous research has shown that, during online information search, 
users tend to select search results that confirm pre-existing beliefs 
or values and ignore competing possibilities [5] (i.e., a systematic 
pattern in human behavior known as the confirmation bias [40]). 
This behavior, however, is likely to increase ideological polariza-
tion and extremism [17, 33]. Susceptibility to biases such as the 
confirmation bias has been linked to a lack of analytical thinking, 
as has susceptibility to misinformation [42]. Given this parallel, 
our approach to confirmation bias mitigation is inspired by efforts 
to mitigate the spread of misinformation: research showed that 
displaying warning labels prior to exposure to misinformation and 
requiring users’ active consent before showing the item is effective 
in stimulating more skepticism, analytic information processing, 
and decreasing the interaction with misinformation [22, 26, 31, 34].

We investigated whether showing warning labels prior to expo-
sure to attitude-confirming search results (i.e., search results which 
support a viewpoint in line with a user’s attitude on a topic) could 
be likewise effective in mitigating confirmation bias during online 
search. We thus aimed to achieve a decrease in confirmation bias 
during search by applying search result obfuscations with warning 
labels. This way, we wanted users to look at a topic from different 
viewpoints and, consequently, make more informed decisions.

This research addresses the following question: Can search result 
obfuscations with warnings of confirmation bias mitigate confirma-
tion bias by motivating users to interact with attitude-opposing search 
results during search for information on debated topics? We investi-
gated this question by conducting a preregistered, between-subjects 
user study with crowd-workers.1 In this study, we observed user 
interaction (𝑁 =328) with search results on four different debated

1Preregistering meant publicly determining our hypotheses, experimental setup, and
analysis plan before any data collection. The (time-stamped) preregistration document
can be found in our repository: https://osf.io/32wym/.
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topics, comparing the interaction behavior between six groups
(three levels of search result display, and two levels of task).

Our results show that obfuscating search results with warning
labels is effective in decreasing interaction with these search results.
We also found that targeted obfuscations of attitude-confirming
search results causes increased interactions with attitude-opposing
search results and thus might be an effective approach of mitigating
confirmation bias during search result selection. In sum, we make
the following contributions:

(1) Viewpoint annotated search results: we provide a data
set with 200 search results on four topics which are view-
point annotated on a seven-point Likert scale ranging from
“strongly opposing” to “strongly supporting”

(2) Preregistered user study: we conduct a preregistered between-
subject user study (n = 328) to investigate the effect of obfus-
cations with warning labels on the interaction with search
results on debated topics

(3) Rich data set of interaction behavior: we provide a data
set with interaction behavior (clicks and markings) of 328
participants with search results on four disputed topics for
three conditions of search result display and two levels of
task design

(4) Ethical considerations: we discuss ethical considerations
of the approach for confirmation bias mitigation during
search that we investigated with this study (motivated by
our findings)

(5) Design guidelines: we propose design guidelines for con-
firmation bias mitigation during search with targeted search
result obfuscations with warning labels in light of our find-
ings and ethical considerations

The preregistration, data-sets, and material for gathering the
data as well as for analyzing the results and replicating our study
are publicly available.2

2 RELATEDWORK AND HYPOTHESES
In this section, we look at findings on confirmation bias during
search and cognitive bias mitigation. Further, we take a look at ap-
proaches to nudge users to a more analytic information processing
which were applied to combat online misinformation and at po-
tential user-related factors that might result in behavioral patterns
during search. Note that the hypotheses we present here had been
preregistered before any collection of data.

2.1 Confirmation Bias During Search
Online search for information has become an indispensable part
of our day-to-day life, whether we are trying to settle trivial dis-
cussions, looking for information on how best to do something, or
collecting information before making the decision on who to vote
for in an election. Online information thus affects our decisions,
even important life decisions, immensely [7]. To make an efficient
decision despite the overwhelming amount of possible choices of
search results, we tend to apply search strategies, for example by
searching for information which confirms our prior beliefs [5, 28].
Even though these strategies help us in many cases to make faster

2See link in Footnote 1.

and easier decisions by reducing the amount of information and
uncertainty [14], they can also do harm when we have the intent
to make a well-informed decision but miss out on information sup-
porting another viewpoint than our own. In a broader perspective,
such behavior is likely to drive polarization, diminish the quality of
public discourse, and contribute to ideological extremism [17, 33].
Regardless of the specific democratic theory one supports, nearly
all strands of democratic theory emphasize the importance of pro-
moting viewpoint diversity [39].

When identifying how to mitigate confirmation bias during
search, the search process can be divided into three sub-processes
during which confirmation bias can occur in different forms: (1)
querying for, (2) selecting, and (3) making decisions based on infor-
mation [24]. We focus on the process of (2) selecting information,
during which confirmation bias can be observed in an increased
likelihood of interaction (i.e., clicking on or sharing) with search
results that confirm our prior beliefs compared to competing possi-
bilities [2, 5]. A widely used measure of confirmation bias during
search result selection is thus the number/proportion of selected
attitude-confirming search results compared to attitude-opposing
ones [24, 28]. In this study, we investigate information selection on
two levels (see Section 2.3): for oneself by clicking on items (i.e.,
clicking behavior) and for others by sharing items (i.e., marking
behavior).

2.2 Nudges for Confirmation Bias Mitigation
The concept of nudging refers to mechanisms that subtly influence
users to make decisions which are considered to be beneficial for
them, without restricting possible choices [52]. For confirmation
bias mitigation during search, nudges could be applied in an indirect
approach aiming at generally motivating analytical thinking and
supporting users in being more susceptible to genuine evidence,
referred to as nudges for reason by [30], and in a more direct way
aiming at influencing users’ item selection behavior and guiding
them towards interaction with attitude-opposing search results.
This can be achieved by applying nudges which aim at modifying
the Decision Structure; e.g., by ordering items, setting defaults, or
altering the required effort [21].

Prior work on confirmation bias mitigation mostly researched
approaches of nudging towards a less biased item selection by
means of data visualization [15, 32]. Nudges for bias mitigation
based on natural language which may generate more immediate
transparency for the users [49], have not been studied for confirma-
tion bias mitigation yet. Such nudges have, however, been applied
to guide users towards item selection or avoidance for the pur-
pose of combating online misinformation. Previous work on this
subject applied warning labels to flag items which may contain mis-
information and decreased the ease of access by obfuscating these
items by default [26, 31]. This way, users are effectively and trans-
parently nudged towards increased scepticism of and decreased
engagement with misinformation [8, 34]. Kaiser et al. [22] found
that engagement was further decreased when requiring additional
effort such as actively clicking a button. Investigating a similar
approach in a context of bias mitigation, Hube et al. [20] found
that presenting messages which explicitly make workers aware of
potential bias and require interaction to proceed with the task are
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effective in mitigating bias stemming from worker opinions during
crowd-workers labeling tasks. We thus expected that this approach
would be likewise effective in mitigating confirmation bias during
information selection for oneself (clicking) and for others (marking)
and formulated the following hypotheses:

H1: Users of search engines are less likely to click on attitude-
confirming search results when some search results on the search
engine result page (SERP) are obfuscated with a warning label.

H2: Users of search engines are less likely to mark attitude-
confirming search results as particularly relevant when some search
results are displayed with a warning label.

Next to the search result display, the intention users have when
selecting search results is likely to affect their interaction. We will
proceed to discuss relevant literature on task design for bias miti-
gation in the next section.

2.3 Effects of Task Design
Cognitive biases are likely to decrease or disappear if task or context
stimulate more analytic information processing, for example by
triggering high personal accountability or critical thinking in the
user [18, 37, 51]. Further, user-studies testing a new interface feature
such as the one we are presenting here might result in increased
interaction with novel features caused by participants’ curiosity.
This is undesired for this study, but has been taken advantage of
for nudging users towards certain actions in other studies [19, 53].
Another factor impacting the effectiveness of obfuscations with
warning labels is repeated exposure to them. This might lead to
initial strengthening, and over a longer term to habituation and
thus weakening of their effect on users’ interaction with attitude-
confirming search results [4, 48].

To detect potential undesired effects of task design, curiosity,
or repeated exposure to the warning label we asked participants
to complete two sub-tasks, either in two separate tasks or in one
joint task: (1) explore the SERP as they would do normally and, as a
basis of sharing, (2) mark results they considered to be particularly
relevant (for a detailed reasoning for this task design see Section 3.3).
This led us to the following hypothesis:

H3: In the two separate tasks condition, users of search engines
are less likely to mark attitude-confirming search results as partic-
ularly relevant, compared to the joint task condition.

2.4 User-related patterns in search behavior
In addition to external factors discussed in the previous sections,
search result selection can be driven by internal factors which can
be both situational or stable and are individually different for dif-
ferent users. Situational factors include factors such as the attitude
strength, attitude certainty, and the interest in the topic. Strong
attitudes and high certainty were shown to result in increased
confirmation bias [27] and high interest was shown to result in
increased information processing capabilities and consequently in
more effective information processing [50]. A stable internal factor
driving search result selection is for example the extent to which
users value diverse viewpoints or are challenge averse [2, 38]. An-
other stable internal factor influencing the reaction to the warning
labels we propose for confirmation bias mitigation during search
is the susceptibility to persuasive messages [3]. Both factors are

closely related to the concept of Need for Cognition (NFC). NFC
has been described as “The individual’s tendency to organize his
experience meaningfully” [9] and affects how users interact with
information and to which extent this behavior is affected by confir-
mation bias, and how they process explanations and (persuasive)
messages [6, 36, 54].

We thus anticipate that users will have a general propensity to
interact with viewpoint confirming views, or sensitivity to con-
firmation bias and warning labels and formulate the following
hypothesis:

H4: Users are likely to display a consistent pattern of behavior
while clicking on and marking attitude-confirming search results
(i.e. participants’ marking behavior correlates with their clicking
behavior).

3 METHOD
To investigate our research questions outlined in Section 2, we con-
ducted a between-subjects user study. We manipulated the factors
display (targeted obfuscation, random obfuscation, no obfuscation)
and task (two separate tasks, joint task) and evaluated the degree
to which participants would click on and mark attitude-confirming
search results.

3.1 Materials
3.1.1 Topics. Draws et al. [12] provide a data set containing user
attitudes regarding 18 different controversial topics from the web-
site ProCon [44]. These 18 topics were selected because the authors
assumed that they would be applicable globally and that they would
not include highly emotionally charged topics. The authors asked
100 participants to state their attitude towards each of these topics
on a seven-point Likert scale ranging from “strongly disagree”(-3)
to “strongly agree” (+3). From this data set, we selected topics for
which we expected to observe confirmation bias; i.e., topics where
participants reported to have comparatively large proportions of
strong attitudes. We operationalized this as topics for which at least
around 50% of participants selected the options -3, -2, +2, or +3. Fol-
lowing this criterion, four topics were included in the experiment:
(1) Is Drinking Milk Healthy for Humans?; (2) Is Homework Bene-
ficial?; (3) Should People Become Vegetarian?; (4) Should Students
Have to Wear School Uniforms?

3.1.2 Search Results. Draws et al. [12] provided a data set of 50
search results for 14 pre-defined queries related to each of the
topics using the Bing API [35]. From these 700 retrieved URLs per
topic, we handpicked 50 opinionated search results by assessing
their relevance for each of the four selected topics. The resulting
200 unique search results were subsequently annotated by crowd-
workers on Amazon Mechanical Turk [55]. Specifically, workers
annotated the relevance to the topic (binary) and the viewpoint with
respect to the topic (scored on a seven-point Likert scale ranging
from “strongly opposing” to “strongly supporting”). We collected
three annotations for each search results and observed a satisfactory
inter-annotator agreement (Krippendorff’s α = 0.78) [16]. In our
final data set, the search result was assigned the median value of
these three annotations. Per topic, we subsequently selected 12
search results by randomly sampling two “strongly supporting”,
two “supporting”, two “somewhat supporting”, two “somewhat
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Figure 1: Obfuscated search result during SERP exploration task before (left) and after (right) show item button was clicked.

opposing”, two “opposing”, and two “strongly opposing” from all
search results that were deemed relevant by all crowd-workers.3
They were displayed in random order (see Table 1).

3.1.3 Search Result Obfuscation. Search results were obfuscated
with a warning label, warning of the risk of confirmation bias if this
item is selected and advising the participant to select another item
(see the left-hand panel in Figure 1). Here, the Wikipedia entry on
confirmation bias [59] was linked so that participants could inform
themselves about this cognitive bias. To view the obfuscated search
result, participants had to click a button, stating they were aware of
the risk of confirmation bias. After clicking the button, the search
result would become visible underneath the warning label (see the
right-hand panel in Figure 1). During the marking task in the two
separate tasks condition, obfuscated search results were displayed
in the same way (search result visible below warning label).

3.2 Variables
Independent variables

• Display (categorical, between-subjects). Participants were
randomly assigned to one of three display conditions: (1) tar-
geted obfuscation ofmoderate and extreme attitude-confirming
search results (see Figure 1), (2) obfuscation of four randomly
chosen search results, and (3) no obfuscation (see Table 1).

• Task (categorical, between-subjects). Participants were also
randomly assigned to one of the two task conditions: (1) a
two separate tasks condition, where search result exploration
and marking particularly relevant results was split in two
separate tasks or (2) a single joint task condition, where search
result exploration and marking particularly relevant results
were done together (see Figure 2).

Dependent variables
• Click proportion attitude-confirming results (continuous). Pro-
portion of attitude-confirming results among the search re-
sults participants clicked on during search results explo-
ration: [0,1].

• Marking proportion attitude-confirming results (continuous).
Proportion of attitude-confirming results among the search
results participants marked when asked for items they would
share: [0,1].

Exploratory variables

3Data sets containing the 12 included search results per topic as well as all 200 anno-
tated search results are publicly available at link in Footnote 1.

• Click proportion obfuscated search results. For targeted and
random obfuscation condition: proportion of obfuscated re-
sults among the search results participants clicked on during
search results exploration.

• Marking proportion obfuscated search results. For targeted
and random obfuscation condition: proportion of obfuscated
results among the search results participants marked when
asked for items they would share.

Descriptive variables

• Gender. Participants could select between “female”, “male”,
or “non-binary/other”.

• Age. Participants were asked to enter their age using a nu-
merical value.

• Time spent on the task. Time participants spent on the whole
task, including prior- and post-interaction questions.

• Time spent on SERP exploration. Time participants spent on
the SERP exploring the search results.

• Number of clicks. Number of search results participants clicked
on to retrieve the linked document.

• Number of markings. Number of search results participants
marked as being particularly relevant.

3.3 Procedure
We conducted this study on the online survey platformQualtrics [46].
To control for data quality, we integrated four attention checks into
the survey (two prior to the clicking and marking task and two
during post-interaction questions), asking participants to give a spe-
cific pre-defined response. The procedure, approved by the ethics
committee of our institution, consisted of four subsequent steps
(see Figure 2):

Step 1: Pre-interaction. Participants were given a short in-
troduction to the experiment and asked to answer demographic
questions (gender, age). We then asked them to imagine the fol-
lowing scenario: “You had a discussion with a relative or friend on a
certain topic. The discussion made you curious about the topic and
to inform yourself further you are conducting a web search on the
topic.” Subsequently, we asked participants to state their attitude
towards the four selected topics (see Section 3.1.1) on a seven-point
Likert scale ranging from “strongly disagree” to “strongly agree”.
The responses “strongly disagree”, “disagree”, “agree”, and “strongly
agree” were considered to be strong attitudes.

Full Paper  HT ’21, August 30–September 2, 2021, Virtual Event, Ireland

192



Table 1: Representation of the search result display. Each row
represents a search result (twelve in total), with two results per
viewpoint (-3 to +3), displayed in random order (example); Ob-
fuscation illustrated with [[ ]]. From left to right the columns
represent the three conditions (with two variants of targeted
obfuscation).NoObfuscation: No search result is initially obfus-
cated. Targeted Obfuscation: Depending on reported attitude,
participants saw either sup or opp (supporting/opposing ob-
fuscation). Moderate (±2) and extreme (±3) attitude-confirming
search results are initially obfuscated. Random Obfuscation:
Four randomly selected search results are initially obfuscated.

No Targeted Targeted Random
Obfuscation Obfuscation sup Obfuscation opp Obfuscation

-1 -1 -1 [[-1]]
+2 [[+2]] +2 [[+2]]
-3 -3 [[-3]] -3
-2 -2 [[-2]] -2
+3 [[+3]] +3 +3
-1 -1 -1 -1
+2 [[+2]] +2 [[+2]]
+1 +1 +1 +1
-2 -2 [[-2]] -2
+3 [[+3]] +3 +3
+1 +1 +1 +1
-3 -3 [[-3]] [[-3]]

Figure 2: Data collection procedure for joint task and
two separate tasks condition: pre-interaction questions,
SERP exploration, marking task, and post-interaction
questions.

Step 2 and 3: Search result exploration andmarking. Based
on their answers during Step 1, participants were randomly as-
signed to (1) one of the topics they held a strong attitude towards,4
(2) a display condition, and (3) a task condition. They were thus
exposed to a randomly ordered list of search results relevant to
their assigned topic in their assigned search result display format.
Participants’ task was to explore the search results (Step 2) and
mark search results that they considered to be particularly relevant
(Step 3). Depending on their assigned task condition, they would
perform these actions separately or together:

• Two separate tasks condition. Participants saw the list of
12 search results (with obfuscations depending on their as-
signed display condition) relevant to their assigned topic
(SERP exploration). They were given as much time as they
wanted to explore the search results and examine the linked
documents.5 After continuing to the next page, participants
were again presented with all 12 search results. Among those
results, they were then asked to mark items that they con-
sidered to be particularly relevant and informative and that
they would have liked to forward to a relative who wants to
form an opinion on the topic (marking task). Search results
which were obfuscated during SERP exploration were still
displayed with the warning but not obfuscated (see Figure 1).

4Participants who did not hold a strong attitude towards any of the four topics were
ejected from the study; see Section 3.4.
5We intentionally left the duration for exploration up to the participants to best mimic
natural exploration behavior.

Participants were not able to examine the linked documents
again but could only see the titles and snippets.

• Joint task condition. As above, but participants could mark
items that they considered to be particularly relevant and
informative (marking task) at the same time as they explored
the search results (SERP exploration).

Step 4: Post-interaction.We asked participants to state their
attitude on the selected topic again and to answer a number of
questions on their experience with the task, self-perception of their
behavior, and user-experience.6

Reasoning for task design. To be able to draw valid conclusions
from the collected data, we attempted to design a task and scenario
that would motivate participants to mimic their natural search re-
sult exploration behavior by requiring a low level of accountability.
However, since the feature of obfuscations with warning label was
novel, we had to control for potential effects of curiosity. We did
so by observing a second level of interaction behavior, for which
we expected users to be less driven by curiosity because this sec-
ond task required increased accountability. We thus observed two
levels of participant behavior, first (1) exploring search results for
themselves (clicking: low accountability, potentially high curiosity),
and then (2) for others (marking: high accountability, low curios-
ity). However, by asking participants to mark particularly relevant
search results in a separate task and displaying the warning labels
again, we could have introduced an unwanted effect of repeated
exposure to the warning labels. To allow us to single out potential

6Further details on the post-interaction questionnaire are available at link in Footnote 1.
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undesired effects of task, curiosity, or repeated exposure to the
warning label we asked participants to complete the two tasks,
either in two separate tasks or in one joint task.

3.4 Sample
Before collecting data, an a priori power analysis for a between-
subjects ANOVA (with 𝑓 = 0.25, α = 0.05

4 = 0.0125 (i.e., due to testing
four different hypotheses), and (1- β) = 0.8) determined a required
sample size of 282 participants.

We initially recruited a total of 510 participants via the online
participant recruitment platform Prolific [45]. Participants were
required to be at least 18 years old and to speak English fluently.
They were allowed to participate only once and were paid £1.75 for
their participation (𝑚𝑒𝑎𝑛 = £7.21/h). From these 510 participants,
182 were excluded from data analysis because they did not fulfil
the inclusion criteria: they did not report to have a strong attitude
on any of the topics (41), failed at one or more of four attention
checks (50), spent less than 60 seconds on the SERP (80), or did not
click on and mark any search results (11).

Of the remaining 328 participants (gender: 49% female, 51% male,
<1% non-binary/other; age:𝑚𝑒𝑎𝑛 = 28.8, 𝑠𝑑 = 10.6), 282 clicked
on at least one search result and thus were included in testing H1
(clicking behavior), 293 marked at least one search result and thus
were included in testing H2 (marking behavior) and H3 (task dif-
ference marking behavior), and 248 clicked on and marked at least
one search result and thus were included in testing H4 (correla-
tion clicking and marking behavior). Participants were randomly
assigned to one of the topics for which they reported to strongly
agree or disagree (-3, +3). If they did not report to strongly agree or
disagree for any of the four topics, they were assigned to a topic
for which they reported to agree or disagree (-2, +2). If participants
did not report a strong attitude (-3, -2, +2, +3) on any of the four
topics, they were not able to participate further but received partial
payment (£0.50).

3.5 Statistical Analysis
To test our hypotheses we planned to apply a one-way ANOVA to
compare the clicking behavior between the three display condi-
tions, and a two-way ANOVA two compare the marking behavior
between the three display and the two task conditions. The terms
clicking and marking behavior refer to the proportion of clicks
on and markings of attitude-confirming search results. However,
Shapiro-Wilk tests revealed that our observations were not normally
distributed. Hence, we applied Kruskal-Wallis tests for testing H1
(clicking behavior),H2 (marking behavior), andH3 (task difference
marking behavior). For pairwise post-hoc testing of differences
between display conditions, we applied Dunn tests. To test H4
(relation clicking and marking behavior), we conducted a Spear-
man’s rank correlation analysis. For testing all four hypotheses,
the significance threshold was set at α = 0.05

4 = 0.0125, aiming at a
type 1 error probability of 𝑎 = 0.05 and applying Bonferroni correc-
tion to correct for multiple testing. For the post-hoc Dunn tests for
H1 and H2 of differences between the three display conditions,
the significance threshold was set to α = 0.05

3 = 0.0167 each, due
to testing 3 pairwise comparisons. All analyses was conducted in
R [13, 23, 25, 41, 47, 57, 58].

4 RESULTS
In the following section, we will present the collected data by means
of descriptive statistics and the results of hypotheses testing as
specified in Section 3.5.

4.1 Descriptive Statistics
Participants’ distribution over the 6 different conditions (three dis-
play and two task conditions) was comparable: 49 to 66 participants
completed the task in each condition. The criterion for topic assign-
ment resulted in 64, 94, 68, and 102 participants being assigned to
the topics 1, 2, 3, and 4, respectively. The average time spent on
the task was 17.3 minutes (𝑠𝑒 = 0.5) with no difference between
conditions. The time spent on the SERP page was 4.8 minutes for
the joint task condition (𝑠𝑒 = 0.3) and 4.1 minutes for the two
separate tasks condition (𝑠𝑒 = 0.3) with no differences between
display conditions. We recall that 80 participants were excluded
from the study for spending fewer than 60 seconds on the SERP, but
note that these durations are substantially higher than 60 seconds.

With regards to the level of interaction, the mean number of
clicks during search result exploration was 3.02 for the joint task
condition (𝑠𝑒 = 0.2) and 2.57 for the two separate tasks condition
(𝑠𝑒 = 0.15) with no differences between display conditions. This
reflects roughly 3/12, or 25% of the search results. The mean number
of markings was 2.95 (𝑠𝑒 = 0.11, no difference between conditions).
This degree of interaction is consistent with the qualitative feedback
which suggests that participants understood the task well, and
found it interesting and enjoyable.

4.2 Hypotheses Testing
H1 - Obfuscations with warning labels result in lower proportion of
clicks on attitude-confirming search results. The results of a Kruskal-
Wallis test for the click behavior show evidence for amoderate effect
of search result display on the proportion of attitude-confirming
clicks (𝐻 (2) = 33.87, 𝑝 < .001, 𝜂2 = .11). A pairwise post-hoc Dunn
test shows that the proportion of clicks on attitude-confirming
search results was significantly lower in targeted obfuscation
(𝑚𝑒𝑎𝑛 = 0.34, 𝑠𝑒 = 0.03) compared to randomobfuscation (𝑚𝑒𝑎𝑛 =

0.54, 𝑆𝐸 = 0.03; 𝑝 < .001) and no obfuscation (𝑚𝑒𝑎𝑛 = 0.58, 𝑆𝐸 =

0.03; 𝑝 < .001; see Figure 3). However, there was no difference
in the clicking behavior between the random obfuscation and
no obfuscation conditions, leaving our hypothesis only partially
confirmed.

H2 - Obfuscations with warning labels result in lower proportion
of markings of attitude-confirming search results. The results of a
Kruskal-Wallis test for the marking behavior likewise show evi-
dence for a moderate effect of the factor display on the proportion
of attitude-confirming markings (𝐻 (2) = 21.23, 𝑝 < .001, 𝜂2 = .07).
A pairwise post-hoc Dunn test shows that the proportion of mark-
ings of attitude-confirming search results was significantly lower
in targeted obfuscation (𝑚𝑒𝑎𝑛 = 0.47, 𝑆𝐸 = 0.03) compared to
random obfuscation (𝑚𝑒𝑎𝑛 = 0.65, 𝑆𝐸 = 0.03; 𝑝 < .001) and no
obfuscation (𝑚𝑒𝑎𝑛 = 0.66, 𝑆𝐸 = 0.03; 𝑝 < .001; see Figure 3). As
was the case for the clicking behavior, there was no difference
in the marking behavior between random obfuscation and no
obfuscation.
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Figure 3: Interaction with attitude-confirming search results: mean proportion of participant’s (H1) attitude-confirming clicks
(left) and (H2) markings (right) per display condition (targeted obfuscation, random obfuscation no obfuscation) and per (H3)
task condition (joint task and two separate tasks) with 95% confidence intervals. A proportion of one implies that all of a
participant’s clicks/markings were on attitude-confirming search results.

H3 - Two separate tasks condition results in lower proportion of mark-
ings of attitude-confirming search results. Against our hypothesis,
the result of a Kruskal-Wallis test for the marking behavior does
not show evidence for an effect of the factor task on the proportion
of attitude-confirming search results (𝐻 (2) = 0.04, 𝑝 = .83).

H4 - Behavioral pattern: Clicking and marking behavior are correlated.
A Spearman rank correlation test shows evidence for a substantial
positive correlation between the proportion of attitude-confirming
clicks and markings (𝜌 = .51, 𝑝 < .001, 𝑅2 = 0.26). After controlling
for the effect of display on the relationship, we still found clicking
and marking behavior to be moderately positively correlated (𝜌 =

.44, 𝑝 < .001, 𝑅2 = 0.2). This finding supports our hypothesis that
participants would be displaying a consistent pattern of behavior
across both tasks.

4.3 Exploratory results
Interaction with obfuscated search results. While obfuscated search
results in the targeted obfuscation and the random obfusca-
tion conditions make up a proportion of 33% of all displayed search
results, the mean proportion of clicks on these search results is only
10% (see Figure 4). We observed no difference in this proportion of
clicks between targeted obfuscation and random obfuscation
conditions. For the marking behavior, this mean proportion is simi-
lar for the joint task condition (𝑚𝑒𝑎𝑛 = 0.12, 𝑆𝐸 = 0.02), but higher
for the two separate tasks condition (𝑚𝑒𝑎𝑛 = 0.21, 𝑆𝐸 = 0.03).

5 DISCUSSION
In this study, we investigated whether item obfuscations with warn-
ing labels would be effective in countering confirmation bias in
web search. We conducted a between-subject user study for which
we manipulated the factors display (targeted obfuscation, random
obfuscation, no obfuscation) and task (two separate tasks, joint task).

We evaluated in which proportion the participants would click on
and mark attitude-confirming search results.

Effect of display. While we found that targeted obfuscations with
warning labels decreased the likelihood of interacting with (click-
ing, marking) attitude-confirming search results compared to no
obfuscation, we did not find any effect of the random obfuscation
condition. This finding implies that the mere presence of warn-
ing labels does not motivate users to decrease interaction with
attitude-confirming search results, but that targeted obfuscations
are required to achieve this.

However, when looking at the interaction with obfuscated in-
stead of attitude-confirming search results, we found that both
targeted and random obfuscations of search results were effective
in decreasing the proportion of clicks on these obfuscated search
results. This implies that search result obfuscations are a power-
ful tool in steering users’ search result selection behavior, which
consequently could be misused for purposes other than the users’
benefit, raising ethical considerations which we follow up on in Sec-
tion 5.1. This observation could be explained in two ways: either (1)
participants blindly trusted the system’s decision, hindering them
from realizing that in the random obfuscation condition the results
obfuscated were indeed random (and not attitude-confirming), or
(2) they simply ignored the obfuscated search results and focused
on clearly visible search results that did not requiring additional
effort. In the targeted obfuscation condition these were to a high
proportion (75%) attitude-opposing. The second explanation is in
line with the findings of Kaiser et al. [22] that warnings are more
effective in decreasing interaction with an item when they require
user interaction, partly due to the additional effort introduced to the
users’ workflow. They warned that this might decrease user experi-
ence, not foster informed decision making, and result in habituation
effects.
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Figure 4: Interaction with obfuscated search results: mean proportion of participant’s clicks on (left) and markings of (right)
obfuscated search results in the targeted obfuscation and random obfuscation condition and per task condition (joint task
and two separate tasks) with 95% confidence intervals. A proportion of 0.1 implies that 10% of a participant’s clicks/markings
were on obfuscated search results.

Further, we consider our findings in light of the Elaboration
Likelihood Model (ELM) [43], which distinguishes between a central
and a peripheral route to persuasion. It seems likely that the effect
we observed was caused by the peripheral route (i.e., interacting
with attitude-opposing search results because interaction requires
less effort and is thus more attractive). The authors stated that
attitude change caused by peripheral instead of central cues is less
enduring, relatively temporary, and unpredictive of behavior. An
approach applying central cues was investigated by Hube et al. [20].
They found that in a setting with no option of choosing a path of
lower effort, warnings which require user interaction were effective
in mitigating worker bias and improving performance. Thus, for a
setting in which users can choose a path of lower effort, we should
strive to find an effective combination of peripheral cues, to guide
users’ interaction and to catch their attention, and central cues, to
motivate careful and analytic consideration of information.

Effect of task. We did not find any evidence for an effect of task
on the proportion of attitude-confirming markings. This implies
that repeated exposure to the warning label (two separate tasks),
does not alter the effect of the obfuscation with warning label
on markings of attitude-confirming search results, at least to the
limited extent to which we were able to observe this in a single
session experiment. However, we observed that participants in the
joint task condition tended to spend a longer time on the SERP and
to click on more search results than participants in the two separate
tasks condition. While the former observation might be explained
by participants in the joint task condition doing two tasks (clicking
and marking) instead of one (only clicking), the latter suggests that
the marking task might have motivated increased clicking on search
results. Further research on the potential effect of task design on
confirmation bias and analytical information processing is required.

Exploratory: Interaction of task and display. During exploratory
analysis, we furthermore observed a higher proportion of markings
of obfuscated search results in the two separate task condition than
in the joint task condition for targeted and random obfuscation.
This observation might be explained by a task design decision for
the separate task condition (see Section 5.3): recall that in the two
separate tasks condition, during the marking task, search results
were not obfuscated but merely displayed with the warning label
(see Section 3.1.3). In the joint task condition, however, clicking and
marking was done in a single task and obfuscated search results
remained obfuscated, unless participants actively clicked the button
to view the search result. Removing obfuscation (two separate tasks)
seemed to result in more interaction, suggesting that obfuscation
is effective in decreasing interaction with search results. This ob-
servation further supports the explanation that participants might
have chosen the path of lowest effort [22] due to peripheral cues
of persuasion for behavioral change [43] instead of carefully and
analytically considering the information. Thus, follow-up research
could be tailored specifically to answer the question of what causes
decreased interaction with search results that are obfuscated with
a warning label.

Effect of user-related behavioral patterns. We found evidence for
a correlation of participants’ proportion of attitude-confirming
clicks and markings. This finding suggests that behavioral patterns,
caused by user-related factors which influence the interaction with
search results of different viewpoints, exist. Hence, further research
is required to investigate how situational or stable factors which
have been found to moderate users’ search behavior, such as atti-
tude strength [27], interest in the topic [50], and personality traits
(e.g. Need for Cognition [54]), might affect the effectiveness of
confirmation bias mitigation approaches and how they should be
adapted accordingly.
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Considerations for real-world applications. Collecting viewpoint
annotations for a handpicked selection of 200 search results and
specifically asking participants for their attitude on the four selected
topics was necessary for conducting our controlled user study but
limits the applicability of our approach to complex real-world sce-
narios. Enabling effective real-world applications of confirmation
bias mitigation strategies in search may however be possible by
drawing from related research. For instance, recent advances on
automatic stance detection [1, 29] and perspective discovery [10]
provide important tools towards assigning correct viewpoint labels
automatically. Furthermore, approaches for automatically measur-
ing viewpoint diversity in search results [11] or real-time confirma-
tion bias detection, as researched for example for the field of visual
analytics [56], might prove useful here. Real-world application of
the confirmation bias mitigation approach investigated with this
work will lend itself more to large-scale implementation as such
tools become more advanced. However, our findings urge us to
exercise caution when going about a real-world implementation of
such approaches due to a number of ethical considerations which
we discuss in the following section.

5.1 Ethical Considerations
The two potential explanations for no differences in the interaction
behavior with obfuscated search results between targeted and ran-
dom obfuscation condition raise ethical concerns with regard to
using obfuscations with warnings for confirmation bias mitigation
during web search: (1) If the findings can be explained by high trust
in warning labels (i.e., even if they are applied incorrectly as was
the case in the random obfuscation condition), this would allow
for exploitation and misuse for someone’s interests and against
the user’s benefit. (2) If, on the other hand, the findings can be
explained by the users’ (potentially unintentional) ignorance of or
blindness for obfuscated search results and their tendency not to
engage with search results if engagement requires additional effort
(i.e., clicking one button), then we would be battling cognitive bias
by harnessing other cognitive biases. This is effective in getting
users to interact with attitude-opposing search results but most
likely is not an appropriate approach to motivate analytic infor-
mation processing. Consequently, this approach would threaten
user autonomy and thus not fulfill the requirements for nudges to
reason stated by [30]. An improvement could be to design obfusca-
tions with warning labels more saliently so that it is less likely that
users unintentionally ignore them. However, this proposal requires
further research.

Additional ethical considerations concern the practical imple-
mentation of approaches of confirmation bias mitigation during
search. As discussed in the previous section, users’ attitude on a
topic would have to be elicited automatically from their search
behavior. However, automatically eliciting personal attitudes on
different topics, including sensitive personal information such as
political beliefs, requires user-data collection and storing that is not
compatible with GDPR regulations. Thus we promote approaches
which base the decision on what to obfuscate merely on the ob-
served behavior in a single search session. This could be done for
example by applying targeted obfuscations after a user has selected
a number of articles all supporting the same viewpoint. Approaches

of real-time confirmation bias detection during search which do
not require storing sensitive user-data need to be examined further
in future studies.

Based on these considerations, we propose the following ethical
guidelines:

(1) Apply obfuscations for confirmation bias mitigation exclu-
sively to the users’ benefit.

(2) Obtain users’ consent before obfuscating to mitigate confir-
mation bias and enable consent withdrawal.

(3) Explain transparently why an item is obfuscated so that
users understand the system’s decision and are able to detect
system errors (i.e. incorrect obfuscations).

(4) Include simplemechanisms that allow users to control/correct
the obfuscation feature if necessary due to incorrect system
decisions or as desired by the user.

5.2 Implications and Design guidelines
From our findings we learn that obfuscations with warning labels,
requiring additional effort to view a search result, are an effec-
tive approach to decrease interaction with search results, whereas
our exploratory findings suggest that the search result obfuscation
might have had a greater impact than the warning label. If such
obfuscations are applied targeting attitude-confirming search re-
sults, they can effectively nudge users to interact with a higher
proportion of attitude-opposing search results than they would
do without obfuscations. Thus, if applied carefully, this approach
might help users to overcome confirmation bias while selecting
search results during online search.

Our findings have practical implications for the implementation
of obfuscation-based approaches for confirmation bias mitigation
during search, thus we formulated the following design guide-
lines:

(1) Design obfuscation in a way that requires an appropriate
amount of additional effort to view the item (i.e. button
to actively accept the risk of confirmation bias). Given our
findings it seems that users are likely to take the path of lowest
effort and thus interact less with items that would require
additional effort. However, according to Kaiser et al. [22] the
amount needs to be selected diligently to avoid decreasing user
experience and warning fatigue.

(2) Select diligentlywhat to obfuscate (target attitude-confirming
search results). Our findings show that users interact less with
obfuscated search results no matter if obfuscation is targeted
or random. Thus which items to obfuscate should be decided
carefully and, if necessary, be adapted.

(3) Design obfuscations with warning labels with an appropri-
ate level of salience to avoid unintentional ignorance of or
blindness for the obfuscated items which would threaten
user autonomy. Our research design failed to detect if the
cause of less interaction with obfuscated search results might
have been users’ ignorance of, or blindness for these search
results. However, to fulfill the requirements for ethical permis-
sible nudges that do not threaten user autonomy stated by [30],
it is important to ensure that obfuscated search results are not
unintentionally ignored because they did not capture users’
attention.
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5.3 Limitations and future work
To be able to conduct a controlled user study, we had to construct an
artificial scenario, for which we pre-selected the topics and search
results. Even though we assigned each participant to one of the
topics for which they reported to have the strongest attitude, they
still might not have had great interest in the topic, or, as formulated
by [5], they had “no skin in the game”. Further, the setup did not
allow participants to formulate one or multiple own queries and
to conduct the search, as they would naturally do, but they were
forced to interact exclusively with the 12 pre-selected search results.
However, we attempted to make the task as realistic and relatable as
possible and refrained from enforcing minimum time requirements,
even though this meant excluding data.

Another limitation of this study is that we only observed one
single search session, exposing participants to obfuscations with
warning labels for a limited time. Yet, most of us use search engines
multiple times per day and thus are exposed to the search engine
interface very frequently and adapt our behavior according to our
intentions and the search engine’s features. It would therefore
be interesting to observe user behavior and potential adaptions
to warning labels and obfuscations in a less controlled and more
natural setting, and over a longer period of time.

Lastly, we did not investigate the effects of warning label and
obfuscation independently and systemically. We did, however, dis-
play search results merely with a warning label (not obfuscated)
during the marking task for the two separate tasks condition and
compared the interaction behavior to the joint task condition, in
which search results were obfuscated with a warning label. Yet,
this decision constitutes another limitation of this study, since it
was based on attempting to control for and investigate effects of
multiple exposure to both the warning labels and the search results,
as discussed previously. Ultimately, this design decision prevents us
from drawing valid conclusions on the effect of multiple exposure
to the warning labels, but unveils that obfuscations with warning
labels might have been more effective than merely warning labels
in decreasing interaction with search results. Targeted investigation
of the effects of warning label and obfuscation independently needs
to be done in future studies.

6 CONCLUSION
We presented a user study investigating the effect of obfuscations
with warning labels about confirmation bias, on the interactionwith
viewpoint-annotated search results on debated topics. We found
that obfuscations result in decreased interaction with search results
and that targeted obfuscations of attitude-confirming search results
are effective in increasing the interaction with attitude-opposing
search results. However, it remains to be clarified whether this
effect was observed because participants trusted the warning label
or avoided additional effort and ignored the obfuscated search
results. Given these findings, we call for strict regulations, allowing
an application of search result obfuscations exclusively to the users’
benefit, with their consent, and in a transparent and controllable
way.
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Visual-Meta Appendix  
 

The data below is what we call Visual-Meta. It is an approach to add information about a document to the document itself, on the same level of the content (in style of BibTeX).  

It is very important to make clear that Visual-Meta is an approach more than a specific format and that it is based on wrappers. Anyone can make a custom wrapper for custom 

metadata and append it by specifying what it contains: for example @dublin-core or @rdfs.  

The way we have encoded this data, and which we recommend you do for your own documents, is as follows:  

When listing the names of the authors, they should be in the format 'last name', a comma, followed by 'first name' then 'middle name' whilst delimiting discrete authors with 

('and') between author names, like this: Shakespeare, William and Engelbart, Douglas C.  

Dates should be ISO 8601 compliant.  

Every citable document will have an ID which we call 'vm-id'. It starts with the date and time the document's metadata/Visual-Meta was 'created' (in UTC), then max first 10 

characters of document title.  

To parse the Visual-Meta, reader software looks for Visual-Meta in the PDF by scanning the document from the end, for the tag @{visual-meta-end}. If this is found, the software 

then looks for @{visual-meta-start} and uses the data found between these tags. This was written September 2021. More information is available from https://visual-meta.info for 

as long as we can maintain the domain. 

 

@{visual-meta-start} 

  

@{visual-meta-header-start} 

@visual-meta{version = {1.1}, 

generator = {ACM Hypertext 21}, 

organisation = {Association for Computing Machinery}, } 

  

@{visual-meta-header-end} 
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title = {This Item Might Reinforce Your Opinion: Obfuscation and Labeling of Search Results to Mitigate Confirmation Bias}, 
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doi = {10.1145/3465336.3475101},  

abstract = {During online information search, users tend to select search results that confirm previous beliefs and ignore competing possibilities. This systematic pattern in human 

behavior is known as confirmation bias. In this paper, we study the effect of obfuscation (i.e., hiding the result unless the user clicks on it) with warning labels and the effect of task 

on interaction with attitude-confirming search results. We conducted a preregistered, between-subjects crowdsourced user study (N=328) comparing six groups: three levels of 

obfuscation (targeted, random, none) and two levels of task (joint, two separate) for four debated topics. We found that both types of obfuscation influence user interactions, and 

in particular that targeted obfuscation helps decrease interaction with attitude-confirming search results. Future work is needed to understand how much of the observed effect is 

due to the strong influence of obfuscation, versus the warning label or the task design. We discuss design guidelines concerning system goals such as decreasing consumption of 

attitude-confirming search results, versus nudging users toward a more analytical mode of information processing. We also discuss implications for future work, such as the effects 

of interventions for confirmation bias mitigation over repeated exposure. We conclude with a strong word of caution: measures such as obfuscations should only be used for the 

benefit of the user, e.g., when they explicitly consent to mitigating their own biases.},  

numpages = {11},  

keywords = {Confirmation Bias; Web Search; Warning Labels; Obfuscation; Nudging; Cognitive Bias Mitigation},  
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