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Graph MBO on Star Graphs and
Regular Trees. With Corrections to
DOI 10.1007/s00032-014-0216-8

Yves van Gennip

Abstract. The graph Merriman–Bence–Osher scheme produces, starting from an

initial node subset, a sequence of node sets obtained by iteratively applying graph

diffusion and thresholding to the characteristic (or indicator) function of the node

subsets. One result in [14] gives sufficient conditions on the diffusion time to

ensure that the set membership of a given node changes in one iteration of the

scheme. In particular, these conditions only depend on local information at the

node (information about neighbors and neighbors of neighbors of the node in

question). In this paper we show that there does not exist any graph which satisfies

these conditions. To make up for this negative result, this paper also presents

positive results regarding the Merriman–Bence–Osher dynamics on star graphs

and regular trees. In particular, we present sufficient (and in some cases necessary)

results for the set membership of a given node to change in one iteration.

Mathematics Subject Classification (2010). Primary 35R02, 49K15; Secondary

53C44, 35K05, 05C81.

Keywords. graph dynamics, Merriman–Bence–Osher scheme, threshold dynamics,

star graph, regular tree graph.

1. Introduction

In this paper we present new results for the Merriman–Bence–Osher (MBO) scheme
on graphs. This scheme, also known as threshold dynamics, consists of iteratively
applying graph diffusion and a thresholding step. In [11, 12] this scheme was in-
troduced in a continuum setting to approximate flow by mean curvature. In recent
years the graph version of this process and variations thereof have been succesfully
applied to data clustering and classifcation problems and other graph based prob-
lems, e.g. in [4, 5, 8, 9, 10, 7, 15, 3], which in turn has prompted further theoretical
study of the MBO scheme on graphs [14, 1].
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In particular, this paper is both a corrigendum and a direct sequel to [14].
The main correction which this paper provides concerns [14, Theorem 4.8]. That
theorem gives a condition on the value of the diffusion parameter τ under which a
given node changes its value in a single iteration of the graph MBO scheme. This
paper shows that the condition from [14, Theorem 4.8] in fact cannot be satisfied
(which also implies that the conditions derived from this Theorem that were given
in [14, Lemma 4.9, Corollary 4.10, Remark 4.11] are wrong1).

As a consequence of this error, the star graph and regular tree examples that
were given in [14, Sections 6.2–6.3] and which depended on the erroneous results
of [14, Section 4.4 and Lemma 6.1] are also incorrect. In this paper we investigate
these special graphs anew and prove various results about the behaviour of the
MBO scheme on these graphs independent of [14, Theorem 4.8]. In particular we are
interested in the question under which conditions the value at a given node does or
does not change (the latter is called “pinning”) in one iteration of the MBO scheme.

We also make use of this opportunity to address some secondary minor issues
that relate to ambiguous statements and fixable small mistakes in the statements
of some of the theorems and lemmas in [14] and their proofs. These corrections are
included in the appendices to this paper.

In Section 2 we introduce the relevant graph concepts and notation, including
the graph MBO algorithm, so that this paper can be read by itself without need for
access to [14]. Section 3 recalls [14, Theorem 4.8] (and in the process addresses a
definitional error that was present in [14, Section 4.4] leading up to Theorem 4.8) and
through Theorem 3.1 shows that there are no graphs which satisfy the conditions
of [14, Theorem 4.8]. In Section 4 and Section 5 we give various conditions under
which pinning behaviour does or does not occur in star graphs and regular trees,
respectively.

2. Set-up and the graph MBO algorithm

2.1. Set-up and notation

In this paper we mainly focus on star graphs and regular trees, but some results
will hold for more general graphs. Whenever we do not specify a particular type of
graph, we consider finite, simple (i.e. without multi-edges or self-loops), connected,
undirected, positively edge-weighted graphs G = (V,E, ω), where V is the node (or
vertex) set of the graph (with n := |V | < ∞), E the edge set, and ω : E → R an
edge-weight function. We assume that ω takes positive values on E and we use the
convention that the domain of ω is extended to V ×V , by setting ω(i, j) := 0 for all
(i, j) ∈ V × V \ E. We will use the same convention for other edge functions2. For
notational simplicity we write ωkl := ω(k, l) and similarly for other edge functions.

1Indeed, on further inspection errors were discovered in the computations of those conditions.
2We will find that our choice to give ω the value 0 outside of E means that the choice of value for

other edge functions outside E becomes irrelevant, as those functions only appear in combinations

with ω.
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If u : V → R is a node function, we write ui := u(i) for all i ∈ V . Note that by our
assumption above self-loops are absent and thus, for all i ∈ V , ωii = 0.

The degree of node i is di :=
∑

j∈V ωij and, by our assumption of connectedness,
for all i ∈ V , di > 0. We denote by V the set of all node functions u : V → R and by
E the set of all edge functions ϕ : V × V → R which are skew-symmetric (i.e., for
all i, j ∈ V , ϕij = −ϕji). We turn these sets into inner product spaces by defining

〈u, v〉V :=
∑
i∈V

driuivi and 〈ϕ, ψ〉E :=
1

2

∑
i,j∈V

ϕijψijω
2q−1
ij ,

where q ∈ [1/2, 1] and r ∈ [0, 1] are parameters. We intepret ω0
ij to be 0 whenever

ωij = 0. These inner products give rise to norms ‖ · ‖V and ‖ · ‖E in the usual way.
On V we also define the maximum norm ‖u‖V,∞ := max{|ui| : i ∈ V }.

We define the graph gradient to be

(∇u)ij := ω1−q
ij (uj − ui).

With this choice of inner products and graph gradient, we define the graph divergence
to be the adjoint of the graph gradient and the graph Laplacian to be the graph
divergence of the graph gradient. This leads to

(divϕ)i := d−r
i

∑
j∈V

ωq
ijϕji and (∆u)i := d−r

i

∑
j∈V

ωij(ui − uj).

It is easily checked that we indeed have

〈∇u, ϕ〉E = 〈u, divϕ〉V .

Moreover, ∆u = div∇u does not depend on the parameter q and thus neither does
the MBO scheme.

We also recall the definition of graph curvature of the vertex set S ⊂ V at node
i ∈ V from [14, Definition 3.2]:

(κq,rS )i := d−r
i

{∑
j∈Sc ω

q
ij , if i ∈ S,

−
∑

j∈S ωq
ij , if i ∈ Sc.

(1)

Note that Sc := V \ S.
We denote the characteristic (or indicator) function of a node subset S ⊂ V by

χS , i.e.

(χS)i :=

{
1, if i ∈ S,

0, if i ∈ Sc.

A quick computation then shows that

∆χS = κ1,rS . (2)
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2.2. The graph MBO scheme

The graph MBO scheme or algorithm (which in [14] was called (MBOτ )) is defined
as follows. Given an initial node subset S0 ⊂ V , a time step τ > 0, and the number of
time steps N > 0, the MBO algorithm produces a sequence of node subsets {Sk}Nk=0

by iterating the following two steps N times for k = 1 to k = N :

1. Diffusion step. Let v(τ) be the solution at time τ of the initial value problem

v̇ = −∆v, v(0) = χSk−1
. (3)

2. Threshold step. Define the set Sk ⊂ V to be

Sk := {i ∈ V : vi(τ) ≥ 1
2}.

In practice the number of iterations N can be set a priori or can be determined
adaptively by some Sk-dependent stopping condition. The graph MBO algorithm
tends to converge quickly, such that in most applications after only a small number
of iterations the sets Sk do not change anymore in subsequent iterations.

In this paper we are concerned with what happens at a given node in one
iteration, so the value of N is of no importance to us here. We say that pinning
occurs at node i in the kth iteration of the MBO algorithm if i ∈ Sk−1 ∪ Sk or
i ∈ Sc

k−1 ∪ Sc
k.

We note that the solution to (3) is given by v(τ) = e−τ∆χSk−1
, where e−τ∆ :=∑∞

j=0
1
j!(−τ∆)j . If we now define the threshold operator P : V → V via

(Pu)i :=

{
1, if ui ≥ 1

2 ,

0, if ui <
1
2 ,

then the kth iteration of the MBO algorithm can be expressed as

Sk = {i ∈ V : (Pe−τ∆χSk−1
)i = 1}.

As a consequence we have that χSk
= Pe−τ∆χSk−1

. In particular, pinning does not

occur at node i in the kth iteration if and only if |(Pe−τ∆χSk−1
)i − (χSk−1

)i| =

1. Equivalently, pinning does occur at node i in the kth iteration if and only if
|(Pe−τ∆χSk−1

)i − (χSk−1
)i| = 0. For more details about pinning in the graph MBO

scheme we refer the reader to [14].

3. Corrections for [14, Section 4.4]

Our main result in this section is Theorem 3.1, which shows that there do not exist
any graphs that satisfy the conditions of [14, Theorem 4.8]. To set the context for this
result, we will first recall Theorem 4.8. This also offers the opportunity to address a
definitional error from [14, Section 4.4] and clarify the proof of [14, Theorem 4.8]3.

3Note that [14, Theorem 4.8] is not incorrect, but rather it is a statement about the empty set. We

hope that including a clearer proof of the theorem in the appendix might suggest alterations that

can be made to turn the theorem into a nontrivial one.
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For the reader’s convenience we recall some of the notation needed for Theorem
4.8. The set of neighbors of a node i ∈ V is Ni := {j ∈ V : ωij > 0}. Let 1 ∈ V be
an arbitrary node in the graph G and let S ⊂ V . Define

S1 :=

{
N1 ∩ Sc, if 1 ∈ S,

N1 ∩ S, if 1 ∈ Sc,
and S1 := S1 ∪ {1}.

Thus S1 is the set containing node 1 and all its neighbors that belong to the set (S
or Sc) that is complementary to the one to which node 1 belongs. We also define
the reduced degrees, for i ∈ V , d′i :=

∑
j∈S1

ωij .

The paper [14] contained an incorrect definition of ∆′. The only property of
∆′ which is explicitly used in the proof of Theorem 4.8 is the equality (5) below.
This equality does not hold for the ∆′ which was defined in the original paper4. To
correct this mistake we need the set5 S1

∗
:= {1} ∪N (S1), where N (S1) is the set of

neighbors of all nodes in S1:

N (S1) := {i ∈ V : ∃j ∈ S1 i ∈ Nj}.

Note that, since 1 ∈ S1, we have S1 ⊂ N1 ⊂ N (S1), and thus S1 ⊂ S1
∗
. Moreover,

if S1 �= ∅, then 1 ∈ N (S1), hence in that case S1
∗
= N (S1). The correct definition

of ∆′u, for u ∈ V, can now be given:

(∆′u)i :=

{
d−r
i

∑
j∈S1

∗ ωij(ui − uj), if i ∈ S1,

0, if i ∈
(
S1

)c
.

(4)

If v ∈ V1 := {v ∈ V : v = 0 on S1
c}, then the following important equality holds:

(∆′v)i =

{
(∆v)i, if i ∈ S1,

0, if i ∈
(
S1

)c
.

(5)

Through direct computation we can also verify the following useful identity, which
is similar to (2):

(∆′χS1)i =

{
(κ1,rS1

)i, if i ∈ S1,

0, if i ∈ S1
c
.

(6)

Using (5) we obtain Theorem 4.8 as in the original paper:

Theorem 4.8 (from [14]). Let 1 ∈ V be an arbitrary node and S ⊂ V be such that

|(κ1,rS )1|2 > ‖(∆′)2χS1‖V,∞. If τ ∈ (τ1, τ2), where

τ1,2 :=
1

‖(∆′)2χS1‖V,∞

(
|(κ1,rS )1| ±

√
|(κ1,rS )1|2 − ‖(∆′)2χS1‖V,∞

)

> 0,

then
|(Pe−τ∆χS)1 − (χS)1| = 1.

4In the original paper, however, the equality was —at the time mistakenly— assumed to hold for

∆′, and therefore the actual proof of Theorem 4.8 did not suffer from the erroneous definition of

∆′.
5Note that S1

∗
= S1 ∪ ∂(S1

c
) where ∂S := {i ∈ S : ∃j ∈ V (∇χS)ij < 0}.
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That is, the phase at node 1 changes after one iteration of the MBO algorithm.

For completeness, Appendix A provides an updated proof of this theorem (as
the original proof was unclear in places and the updated proof might provide ideas
for improving the theorem in future research). However, the main result of this

section is that the condition |(κ1,rS )1|2 > ‖(∆′)2χS1‖V,∞ in Theorem 4.8 cannot be
satisfied by any (finite, simple, connected, undirected, positively edgeweighted; see
Section 2.1) graph. We state this as a theorem.

Theorem 3.1. In the notation of Theorem 4.8, for all S ⊂ V we have

|(κ1,rS )1|2 ≤ ‖(∆′)2χS1‖V,∞.

Proof. First we note that |(κ1,rS )1| = |(κ1,rS1
)1| (see for example the proof of The

orem 4.8). By (5) and (6) we have, for all i ∈ S1, (∆′2χS1)i = (∆′u)i, where

uj = (κ1,rS1
)j if j ∈ S1 and uj = 0 otherwise. Thus, for i = 1, we have

(∆′2χS1)1 = d−r
1


d1(κ

1,r
S1

)1 −
∑

k∈S1

ωik(κ
1,r
S1

)k


 .

Since 1 ∈ Sc
1, we have d1(κ

1,r
S1

)1 ≤ 0 and since ω11 = 0, we find

−
∑

k∈S1

ωik(κ
1,r
S1

)k = −
∑
k∈S1

ωik(κ
1,r
S1

)k ≤ 0,

where we used that, for k ∈ S1, (κ
1,r
S1

)k ≥ 0. Hence

‖(∆′)2χS1‖V,∞ ≥
∣∣(∆′2χS1)1

∣∣ = d−r
1


∑

k∈S1

ωik(κ
1,r
S1

)k − d1(κ
1,r
S1

)1


 .

Assume that d−r
1

(∑
k∈S1

ωik(κ
1,r
S1

)k − d1(κ
1,r
S1

)1

)
< |(κ1,rS1

)1|2, then
∑
k∈S1

ωik(κ
1,r
S1

)k < dr1|(κ
1,r
S1

)1|2 + d1(κ
1,r
S1

)1 = d−r
1 d′21 − d1−r

1 d′1

=
d′1
dr1

(d′1 − d1) ≤ 0,

where we used (κ1,rS1
)1 = −d−r

1

∑
j∈S1

ω1j = −d−r
1 d′1, which follows from (1) and the

definition of S1. This is a contradiction and the result follows. �

Note that the inequality in Theorem 3.1 is optimal in the sense that equality can
be achieved: If S = V or S = ∅, then (κ1,rS )1 = 0 and, for all i ∈ V , (∆′χS1)i = 0,

and thus |(κ1,rS )1|2 = 0 = ‖(∆′)2χS1‖V,∞. With these choices of S, of course, the
MBO scheme is stationary and pinning occurs at every node.

The results in [14, Section 4.4] following Theorem 4.8 were aimed at providing
examples of graphs that satisfiy the conditions of Theorem 4.8. These results are
incompatible with Lemma 3.1 and indeed close inspection of those results revealed
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1 2
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4

5

Figure 1. The star graph SG5

seemingly minor, yet fatal, errors in one or two places that do render these results
false.

Theorem 4.8 and its inadvertently false corollaries were used for some of the
results in [14, Section 6], in particular for Lemma 6.1 and the resulting conclusions
that were drawn for the star graph (Section 6.2) and regular tree graph (Section
6.3). Due to Lemma 3.1 these results are not correct. In Section 4 and Section 5
we provide extensive alternative results for the star graph and regular tree graph,
respectively. These results are weaker than what Lemma 6.1 originally claimed to
provide, but we have generalized some of the other computations in those sections.

4. Star graph

This section is partially based on and replaces [14, Section 6.2].

In this section we consider a star graph SGn as in Figure 1 with n ≥ 3 nodes6.
We assume node 1 is the internal (or central) node, which is connected to all other
nodes and the other n − 1 nodes are only connected to the internall node. Hence,
for all i ∈ {2, . . . , n}, ω1i = ωi1 > 0, and all the other ωjk are zero.

Lemma 4.1. If all the nonzero edge weights have the same value ω > 0, then the
eigenvalues of the graph Laplacian are λ1 = 0, λi = ω1−r for i ∈ {2, . . . , n− 1}, and
λn = ω1−r

(
(n− 1)1−r + 1

)
. A choice of corresponding (V-normalized7) eigenfunc-

tions (or eigenvectors) {vi}ni=1 is given by8

v1 = (vol V )−
1
2χV = ((n− 1)r + n− 1)−

1
2 ω− r

2χV ,

vij = 2−
1
2ω− r

2




1, if j = i,

−1, if j = i+ 1,

0, else,

for i ∈ {2, . . . , n− 1},

vnj = ω− r
2
(
(n− 1)2−r + n− 1

)− 1
2

{
(n− 1)1−r, if j = 1,

−1, if j �= 1.

6The assumption n ≥ 3 might seem unnatural. Our main reason to exclude the case n = 2 is one of

notation. See Remark 4.11 at the end of this section for more details.
7A function u ∈ V is V-normalized if ‖u‖V = 1.
8Here, subscripts j denote the components of the vectors.
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Proof. It is instructive initially to keep the choice of ω1i open. We will clearly indicate
where we use the assumption that, for all i ∈ {2, . . . , n}, ω1i = ω. We can explicitly
compute the characteristic polynomial of the graph Laplacian:

p(λ) =
(
d1−r
1 − λ

) n∏
j=2

(
d1−r
j − λ

)
− d−r

1

n∑
k=2

ω2
1kd

−r
k

∏
j≥2,j �=k

(
d1−r
j − λ

)
.

Via direct computation, we find

p(0) = d1−r
1

n∏
j=2

d1−r
j − d−r

1

n∑
k=2

ω2
1kd

−r
k

∏
j≥2,j �=k

d1−r
j

=

(
n∑

k=2

ω1k

)1−r n∏
j=2

ω1−r
1j −

n∑
k=2

ω2−r
1k

(
n∑

k=2

ω1k

)−r ∏
j≥2,j �=k

ω1−r
1j

=

(
n∑

k=2

ω1k

)−r n∑
k=2

ω1k




n∏
j=2

ω1−r
1j −

∏
j=2

ω1−r
1j


 = 0,

where we used d1 =
∑n

j=2 ω1j and di = ω1i, for i ∈ {2, . . . , n}. Hence λ = 0 is one
of the eigenvalues, as expected.

Using the assumption that all the nonzero edge weights have the same value
ω > 0, p(λ) simplifies considerably to

p(λ) =
(
(n− 1)1−rω1−r − λ

)
(ω1−r − λ)n−1

− (n− 1)1−rω2−2r(ω1−r − λ)n−2

=
(
ω1−r − λ

)n−2

·
[(
(n− 1)1−rω1−r − λ

)(
ω1−r − λ

)
− (n− 1)1−rω2−2r

]
.

Direct computation shows that in this case the eigenvalues are λ1 = 0, λi = ω1−r for
i ∈ {2, . . . , n − 1}, and λn = ω1−r

(
(n− 1)1−r + 1

)
, and a choice of corresponding

(V-normalized) eigenvectors is as given in the statement of the lemma. �

Note that, as expected, v1 and vn from Lemma 4.1 are V-orthogonal to each
other9 and to the vi (i ∈ {2, . . . , n − 1}). These vi, however, are not mutually V-
orthogonal. Of course a V-orthogonal basis for the eigenspace spanned by those
eigenvectors can be found if required.

Next we investigate the following question: If the initial node set S0 := S ⊂
V contains either only node 1 or all nodes except node 1, for which values of τ
does pinning of the MBO evolution occur? Remember that we say that pinning
occurs at node i (in the first iteration) if (χS)i =

(
Pe−τ∆χS

)
i
, where P denotes the

thresholding operator.

9I.e., 〈v1, vn〉V = 0.
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Lemma 4.2. Assume all the nonzero edge weights have the same value ω > 0. First
consider the case where r ∈ [0, 1). Define

τc :=
1

((n− 1)1−r + 1)ω1−r
log

(
2

(n− 1)r + n− 1

n− 1− (n− 1)2r−1

)
.

First suppose that S = {1}. Then, for all τ ≥ 0 and for all i ∈ {2, . . . , n},
pinning occurs at node i. Pinning at node 1 occurs if and only if τ ≤ τc.

Next suppose that S = {2, . . . , n} instead. Then, for all τ ≥ 0 and for all
i ∈ {2, . . . , n}, pinning occurs at node i. Pinning at node 1 occurs if and only if
τ < τc.

If r = 1 instead, pinning occurs at every node in V for all τ ≥ 0.

Proof. First we consider S = {1} and note that χS has an explicit expansion in
terms of the eigenvectors,

χS = ω− r
2 ((n− 1)r + n− 1)−

1
2 dr1v

1

+ ω− r
2 (n− 1)1−r

(
(n− 1)2−r + n− 1

)
dr1v

n

= dr1ω
−r ((n− 1)r + n− 1)−1 χV

+ dr1ω
−r(n− 1)1−r

(
(n− 1)2−r + n− 1

)−1




(n− 1)1−r

−1
...

−1


 .

We now consider the MBO iterates of χS . We compute(
e−τ∆χS

)
1

= dr1ω
−r ((n− 1)r + n− 1)−1

+ dr1ω
−r(n− 1)2−2r

(
(n− 1)2−r + n− 1

)−1
e−((n−1)1−r+1)ω1−rτ .

The value at node 1 remains unchanged in one MBO iteration if
(
e−τ∆χS

)
1
≥ 1

2 .
Through a direct calculation we thus check that, if r ∈ [0, 1), pinning at node 1
occurs if τ ≤ τc. This computation also shows that, if τ > τc, then

(
Pe−τ∆χS

)
1
= 0.

If r = 1 instead, a similar calculation shows that10, for all τ ≥ 0,
(
e−τ∆χS

)
1
> 1

2 ,
and therefore pinning occurs at node 1 for all t ≥ 0.

Using a similar computation for11 i ∈ {2, . . . , n} and attempting to solve(
e−τ∆χS

)
i
= 1

2 , we find e−((n−1)1−r+1)ω1−rτ ≤ 0 (for any choice of r ∈ [0, 1]). This is

a contradiction. Moreover, when τ = 0,
(
e−τ∆χS

)
i
= 0 < 1

2 . Hence, for all τ ≥ 0 we

10Since
(
e−τ∆χS

)
1
= 1

2
if and only if e−((n−1)1−r+1)ω1−rτ = 0 (which has no solution), and for

τ = 0,
(
e−τ∆χS

)
1
= 1 > 1

2
.

11Using (
e−τ∆χS

)
i
= dr1ω

−r ((n− 1)r + n− 1)−1

− dr1ω
−r(n− 1)1−r ((n− 1)2−r + n− 1

)−1
e−((n−1)1−r+1)ω1−rτ .
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have
(
e−τ∆χS

)
i
< 1

2 , and thus pinning at node i occurs independent of the choice
of τ ≥ 0 and independent of the choice of r ∈ [0, 1].

For the case where S = {2, . . . , n} we realize that e−τ∆χS = e−τ∆(χV −χ{1}) =

χV − e−τ∆χ{1}. Hence
(
e−τ∆χS

)
1
≥ 1

2 if and only if
(
e−τ∆χ{1}

)
1
≤ 1

2 . If r ∈ [0, 1),
then by the computation above we know this is the case if and only if τ ≥ τc. Hence
pinning at node 1 occurs if and only if τ < τc. If r = 1, we know from above that,
for all τ ≥ 0,

(
e−τ∆χ{1}

)
1
> 1

2 , thus pinning at node 1 occurs for all τ ≥ 0 in this
case.

If i ∈ S, we know that
(
e−τ∆χS

)
i
< 1

2 if and only if
(
e−τ∆χ{1}

)
1
> 1

2 , which

by the computation above does not have any solution τ ∈ [0,∞), regardless of the
choice of r ∈ [0, 1]. Hence, for all τ ≥ 0 and for all r ∈ [0, 1], pinning occurs at node
i.12 �

Remark 4.3. In Lemma 4.2, note that τc → ∞ as r → 1, which is consistent with
our observation in the same lemma that for r = 1 pinning on the full graph13 always
occurs, independent of the choice of τ (if S = {1} or S = {2, . . . , n}). For r = 0, we

have τc =
1
nω log

(
2n−1
n−2

)
. Qualitatively, this latter example shows for the star graph

(or perhaps also, in a more general setting, suggests) that it is easier for a solution
to be pinned on nodes with smaller degree.

Remark 4.4. If S = {1}, the bound from [14, Theorem 4.2] states that pinning
occurs on the full graph if

τ < τρ(S) = ωr−1
(
(n− 1)1−r + 1

)−1
log

(
1 +

1

2
(n− 1)−

r
2

)
.

The bound14 in [14, Theorem 4.3] states that, for r ∈ [0, 1), if

τ > τt(S) = ωr−1 log

(
2
((n− 1)r + n− 1)

1
2 (n− 1)

r
2 (n− 1)

1
2

(n− 1− (n− 1)r)

)
, (7)

12Instead of using that χS = χV − χ{1}, as we did above, we could also have done another explicit

computation, as in the case S = {1}. For such a computation it is useful to know the expansions of

χS (with S = {2, . . . , n} in terms of the eigenvectors:

χS = ((n− 1)r + n− 1)−
1
2 (n− 1)ω

r
2 v1

−
(
(n− 1)2−r + n− 1

)− 1
2 (n− 1)ω

r
2 vn

= (n− 1) ((n− 1)r + n− 1)−1 χV

− (n− 1)
(
(n− 1)2−r + n− 1

)−1




(n− 1)1−r

−1
...

−1


 .

The rest of the computation now follows as in the first case.
13In this paper we use the terminology “pinning on the full graph” to mean “pinning at every node

in the graph”. “Full graph” in this sense has no connection to the concept of “complete graph”,

which does not occur in this paper (outside of this footnote).
14See also Appendix B.2 for some more information about τρ and τt.
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then, for all i ∈ V ,
(
Pe−τ∆χS

)
i
= 0. We also note that τt(S) → ∞ if r → 1 as

expected, since pinning at every node, and hence in particular no change in the value
at node 1, occurs when r = 1. Note that τρ(S) is not a sharp enough bound to fully

describe this pinning behavior, since, for r = 1, τρ(S) = log
(
1 + 1

2(n− 1)−
1
2

)
< ∞.

When r = 0 we find τρ(S) =
1
nω log 3

2 , which is (as expected) a less sharp bound

than the exact bound τc from Lemma 4.2 (because 2n−1
n−2 > 2 > 3

2). Furthermore,

when r = 0, τt(S) =
1
ω log

(
2n

1
2 (n−1)

1
2

n−2

)
.

Remark 4.5. If S = {2, . . . , n} we see again, from Lemma 4.2, that for r = 1 pinning
occurs for any value of τ . In this case, the bound from [14, Theorem 4.2] states that
pinning occurs if

τ < τρ(S) = ωr−1
(
(n− 1)1−r + 1

)−1
log

(
1 +

1

2
(n− 1)−

1
2

)
.

From [14, Theorem 4.3] we see that τt(S) = τt(S
c), hence, if r ∈ [0, 1) and τ > τt(S),

then, for all i ∈ V ,
(
Pe−τ∆χS

)
i
= 1, where τt(S) is as in (7).

For r = 1, τρ({2, . . . , n}) coincides with τρ({1}). For r = 0, we have τρ(S) =
1
nω log

(
1 + 1

2(n− 1)−
1
2

)
. In this case we notice again that the bound τρ(S) is less

sharp than the exact bound τc from Lemma 4.2, because 1+ 1
2(n−1)−

1
2 < 2 < 2n−1

n−2 .

In the remainder of this section we consider the situation where G is any finite,
simple, connected, undirected, positively edge-weighted graph and S ⊂ V (and the
labeling of the nodes) is such that the subgraph induced15 by S1 is a star graph.
This is certainly true for the case when the full graph G is itself a star graph with 1
being its internal node and S = V \ {1}. We denote by ñ ≥ 3 the number of nodes16

in the subgraph induced by S1. Note that ñ ≤ n.

Lemma 4.6. Let S ⊂ V be such that the subgraph induced by S1 is a star graph with
node 1 being the internal node and nodes 2, . . . , ñ the leaves. Let r = 0, assume that
all nonzero edge weights in the graph17 have the same value ω > 0, and assume
that there exists a θ ∈ N, such that, for all j ∈ {2, . . . , ñ}, dj = d := θω. Define

15We remind the reader that the subgraph induced by a node subset V ′ ⊂ V has node set V ′ and

edge set E′ ⊂ E consisting of all edges from E that have both endpoints in V ′. The edge weights

on the edges in E′ are the same as the ones on the corresponding edges from E.
16 Similar to the situation addressed in footnote 6, we exclude the case ñ = 2 here mainly for

notational reasons. See also Remark 4.11 at the end of this section.
17The assumption that all nonzero edge weights in the graph have the same value is in fact stronger

than needed. It is sufficient for this condition to hold only for the weights of those edges who have

one or both of their endpoints in S1.
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θ1 := d1/ω and

Q±(θ1, θ, ñ) :=
(θ1 − θ)

(
θ1 − θ ±

√
(θ1 − θ)2 + 4(ñ− 1)

)
+ 2(ñ− 1)

(θ1 − θ)
(
θ1 − θ ±

√
(θ1 − θ)2 + 4(ñ− 1)

)
+ 4(ñ− 1)

,

γ±(θ1, θ, ñ) := θ1 − θ ±
√

(θ1 − θ)2 + 4(ñ− 1),

λ±(θ1, θ, ñ) :=
1

2

(
θ1 + θ ±

√
(θ1 − θ)2 + 4(ñ− 1)

)
ω.

If τ > 0 is such that

Q(τ ; θ1, θ, ñ) := − 2(ñ− 1)

γ−(θ1, θ, ñ)
Q−(θ1, θ, ñ)e

−λ−(θ1,θ,ñ)τ (8)

− 2(ñ− 1)

γ+(θ1, θ, ñ)
Q+(θ1, θ, ñ)e

−λ+(θ1,θ,ñ)τ >
1

2
,

then |P
(
(e−τ∆χS)1

)
− (χS)1| = 1; that is, there is no pinning at node 1.

Proof. We start with some useful observations. Note by squaring the equation, that
γ±(θ1, θ, ñ) = 0 implies that ñ = 1, which is ruled out by our assumption that
ñ ≥ 318. Hence the divisions by γ± in the definition of Q are well-defined. It is a
bit harder to see that the denominators of Q±(θ1, θ, ñ) are nonzero, but later in this
proof we will see that Q± are obtained as normalization factors of nonzero vectors
and hence are well-defined as well.19

For future use, we will keep the calculations general at the start of the proof
and we will only bring in the assumption that r = 0 and the assumptions on the
edge weights and node degrees when they are needed.

First we consider the situation where 1 ∈ Sc. We label the nodes such that
S1 = {2, . . . , ñ}. Let ∆′ be as defined in (4). Then, as in the proof of Theorem 4.8,
we know that if (

e−τ∆′
χS1

)
1
≥ 1

2
, (9)

then
(
e−τ∆χS

)
1
≥ 1

2 and thus the value at node 1 changes after one MBO iteration.

Since χS1 ∈ V1 = {v ∈ V : v = 0 on S1
c} (see also Section 3) we can represent

∆′χS1 in matrix-vector form as
(

L′ 0
0 0

)
v. (10)

Here L′ is the ñ×ñmatrix given by L′ := (D′)−r(D′−A′), withD′ being the diagonal
matrix with the degrees di (i ∈ {1, . . . , ñ}) as diagonal entries and A′ having entries
A′

ij := ωij . Note that the degrees di are the degrees in the full graph, not in the

18Of course if we allow the case where ñ = 2, this would also be ruled out.
19As a side note, we see that λ±(θ1, θ, ñ) = 0 implies that (θ1 + θ)2 = (θ1 − θ)2 + 4(ñ − 1)

and thus 4θ1θ = ñ − 1. However, substituting this condition back, we find λ±(θ1, θ, 1 + 4θ1θ) =

θ1 + θ±
√

(θ1 + θ)2 + 12θ1θ ≥ 0 with equality if and only if we consider λ− (not λ+) and θ1 = 0 or

θ = 0. Those conditions are excluded by our assumption of connectedness of the graph. Hence λ±

are nonzero.
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S1-induced subgraph. The vector v ∈ Rn, has entries vi = 1 for i ∈ {2, . . . , ñ} and
vi = 0 for i ∈ {1, ñ+ 1, . . . , n}.

The characteristic polynomial of L′ is

p(λ) := d−r
1


(d1 − dr1λ)

ñ∏
j=2

(
d1−r
j − λ

)
−

ñ∑
k=2

ω2
1kd

−r
k

ñ∏
j=2,j �=k

(
d1−r
j − λ

) . (11)

Applying the assumptions from the current lemma to (11) we find that the
characteristic polynomial of L′ is

p(λ) = (d− λ)ñ−2
(
(d1 − λ)(d− λ)− ω2(ñ− 1)

)
.

Hence the eigenvalues of L′ are λ1 = λ−, λi = d, for i ∈ {2, . . . , ñ−1}, and λñ = λ+.
Via a direct computation we can find corresponding V-normalized eigenvectors20:

v1j = Q−(θ1, θ, ñ)
1
2

{
−1, if j = 1,

2
γ−(θ1,θ,ñ)

, if j ∈ {2, . . . , ñ},

vij = 2−
1
2




1, if j = i,

−1, if j = i+ 1,

0, otherwise,

for i ∈ {2, . . . , ñ− 1},

vñj = Q+(θ1, θ, ñ)
1
2

{
−1, if j = 1,

2
γ+(θ1,θ,ñ)

, if j ∈ {2, . . . , ñ}.

Note that v1 and vñ are V-orthogonal to each other and to the vi, for i ∈ {2, . . . , ñ−1}
(but these vi are not mutually V-orthogonal). Hence, since S1 = {2, . . . , ñ}, we can
expand χ := χS1 |S1

, i.e. the restriction of χS1 to S1, as

χ =
2(ñ− 1)

γ−(θ1, θ, ñ)
Q−(θ1, θ, ñ)

1
2 v1 +

2(ñ− 1)

γ+(θ1, θ, ñ)
Q+(θ1, θ, ñ)

1
2 vñ,

and thus, by the representation in (10) (if we consider χ as a vector in Rñ),(
e−τ∆′

χS1

)
1
=

(
e−τL′

χ
)
1

= − 2(ñ− 1)

γ−(θ1, θ, ñ)
Q−(θ1, θ, ñ)e

−λ−(θ1,θ,ñ)τ

− 2(ñ− 1)

γ+(θ1, θ, ñ)
Q+(θ1, θ, ñ)e

−λ+(θ1,θ,ñ)τ ,

= Q(θ1, θ, ñ).

which proves the result.
Finally, as at the end of the proof of Theorem 4.8, we argue that if 1 ∈ S,

the proof follows in a similar way: We have
(
e−τ∆(χS + χSc)

)
1
= (χV )1 = 1, so(

e−τ∆χS

)
1
< 1

2 if and only if
(
e−τ∆χSc

)
1
> 1

2 . Now, as before in the proof of

Theorem 4.8, we have that
(
e−τ∆χSc

)
1
≥

(
e−τ∆χS1

)
1
≥

(
e−τ∆′

χS1

)
1
. The rest

20Again, subscripts j denote the components of the vectors.
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of the proof then follows as before, if we note that now the inequality in (9) has
to be a strict inequality, by our definition of the thresholding step of the MBO
algorithm. �

Note that in Lemma 4.6, ñ is the number of nodes in the subgraph induced
by S1, which is not equal to n = |V |, unless S1 = V . In particular, under the

assumptions in that lemma, we have
∣∣∣
(
κ1,0S

)
1

∣∣∣ = (ñ−1)ω. The result from Lemma 4.6

will be illustrated for the example case of a regular tree in Section 5.

Remark 4.7. In Lemma 4.6 we used the fact that
(
e−τ∆′

χS1

)
1
≥ 1

2 implies that(
e−τ∆χS

)
1
≥ 1

2 in order to localize our argument. Just as in the proof of Theorem 4.8

this allows us to only consider the neighbors of node 1 and (through ∆′) their
neighbors, instead of the whole graph. The price we pay for this is that the results
of Lemma 4.6 (and similarly of Lemma 4.8 below) are only one-way implications and
not equivalences as in Lemma 4.2 (where we used information from the full graph).

We end this section with results that show that the techniques that were used
to prove Lemma 4.6 when r = 0 fail to provide useful results in the case when r = 1
(as is perhaps not surprising given Remark 4.3; that remark, however, refers only to
the situation when the full graph is a star graph, not necessarily to the case when
the subgraph induced by S1 is a star graph). We have chosen to include these results,
as they do illustrate interesting behavior of the star graph and may lead to further
future insight that could lead to positively formulated results for the case r = 1.

Lemma 4.8 and Corollary 4.10 mimic Lemma 4.6 for the case r = 1. Figure 2
shows why the result from Corollary 4.10 is not as useful as the analogous result
from Lemma 4.6.

Lemma 4.8. Let S ⊂ V be such that the subgraph induced by S1 is a star graph with
node 1 being the internal node and nodes 2, . . . , ñ the leaves. Let r = 1 and define

a := d
− 1

2
1

(
ñ∑

k=2

d−1
k ω2

1k

) 1
2

. (12)

Let τ ≥ 0 be such that

e−τ
(
eaτ − e−aτ

)
>

∣∣∣
(
κ1,1S

)
1

∣∣∣
−1

a, (13)

then

|P
(
(e−τ∆χS)1

)
− (χS)1| = 1;

that is, there is no pinning at node 1.

Proof. The proof follows along the same lines as the proof of Lemma 4.6 and we
will use similar notation as in that proof. We have to find a sufficient condition for(
e−τ∆′

χS1

)
1
> 1

2 to hold.
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First consider the case where 1 ∈ Sc, then we arrive at the characteristic poly-
nomial from (11) as before. Now assume r = 1, then

p(λ) = (1− λ)ñ−2

(
(1− λ)2 − d−1

1

ñ∑
k=2

d−1
k ω2

1k

)
.

Computing the roots of p we find that the eigenvalues of L′ (seen as linear operator

on Rñ; see (10)) are λ1 = 1 −
√

d−1
1

∑ñ
k=2 d

−1
k ω2

1k, λi = 1, for i ∈ {2, . . . , ñ − 1},

and λñ = 1 +
√
d−1
1

∑ñ
k=2 d

−1
k ω2

1k. Via direct computation we find corresponding

V-normalized eigenvectors:

v1j = 2−
1
2



d
− 1

2
1 , if j = 1,

ω1jd
−1
j√∑ñ

k=2 d
−1
k ω2

1k

, if j ∈ {2, . . . , ñ},

vij =
(
diω

2
1i+1 + di+1ω

2
1i

)− 1
2




ω1i+1, if j = i,

−ω1i, if j = i+ 1,

0, otherwise,

for i ∈ {2, . . . , n− 1},

vñj = 2−
1
2



d
− 1

2
1 , if j = 1,

− ω1jd
−1
j√∑ñ

k=2 d
−1
k ω2

1k

, if j ∈ {2, . . . , ñ}.

Note again that v1 and vñ are V-orthogonal to each other and to the vi, for i ∈
{2, . . . , ñ− 1} (but these vi are not mutually V-orthogonal). Let χ := χS1 |S1

, be the

restriction of χS1 to S1, then we can expand χ on the basis of eigenvectors we just
found:

χ = 2−
1
2

(
ñ∑

k=2

d−1
k ω2

1k

)− 1
2




ñ∑
j=2

ω1j


 v1

+

ñ−1∑
i=2

(
diω

2
1i+1 + di+1ω

2
1i

)− 1
2 (diω1i+1 − di+1ω1i) vi

− 2−
1
2

(
ñ∑

k=2

d−1
k ω2

1k

)− 1
2




ñ∑
j=2

ω1j


 vñ.

Hence
(
e−τ∆′

χS1

)
1
=

(
e−τ∆′

χ
)
1

=

(
d1

ñ∑
k=2

d−1
k ω2

1k

)− 1
2




ñ∑
j=2

ω1j


 e−τ sinh


d

− 1
2

1

(
ñ∑

k=2

d−1
k ω2

1k

) 1
2

τ


 .
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So
(
e−τ∆′

χS1

)
1
≥ 1

2 if and only if

e−τ sinh


d

− 1
2

1

(
ñ∑

k=2

d−1
k ω2

1k

) 1
2

τ




≥ 1

2
d
− 1

2
1

(
ñ∑

k=2

d−1
k ω2

1k

) 1
2 ∣∣∣
(
κ1,1S

)
1

∣∣∣
−1

.

where we have used that 1 ∈ Sc and thus
(
κ1,1S

)
1
=

(
κ1,1S1

)
1
= −d−1

1

∑ñ
j=2 ω1j . Let

a be as in (12), then
(
e−τ∆′

χS1

)
1
≥ 1

2 if and only if

e−τ
(
eaτ − e−aτ

)
≥

∣∣∣
(
κ1,1S

)
1

∣∣∣
−1

a.

As at the end of the proofs of Theorem 4.8 and Lemma 4.6, the proof for the case

1 ∈ S follows in a similar way. Note in particular that now
(
κ1,1S

)
1
= −

(
κ1,1S1

)
1
=

d−1
1

∑ñ
j=2 ω1j . �

Remark 4.9. In the setting of Lemma 4.8, we note that

0 ≤
ñ∑

k=2

d−1
k ω2

1k ≤
ñ∑

k=2

ω1k ≤ d1,

hence from (12) it follows that a ∈ [0, 1]. Moreover, equalities are attained in these

inequalities if and only if, for all k ∈ {2, . . . , ñ}, ω1k = dk, and d1 =
∑ñ

k=2 ω1k.
These conditions are satisfied if and only if the only edges in the graph which have
at least one endpoint in S1 are the edges connecting node 1 to each of the nodes in
{2, . . . , ñ}. By our assumption of connectedness, this is equivalent to the subgraph
induced by S1 being the full graph. From Lemma 4.2 we already know that in that
case, when r = 1, pinning occurs on the full graph for all τ ≥ 0 and so in particular
at node 1.

On the other hand, a = 0 if and only if, for all k ∈ {2, . . . , ñ}, ω1k = 0, which
contradicts our assumption that the nodes in {2, . . . , ñ} form the leaves of a star
graph induced by S1. (We also see that condition (13) from Lemma 4.8 is not satisfied
when a = 0.)

The following corollary deals with the remaining cases when a ∈ (0, 1).

Corollary 4.10. Let the notation be as in Lemma 4.8 and assume a ∈ (0, 1). If

∣∣∣
(
κ1,1S

)
1

∣∣∣ a−1

((
1 + a

1− a

)a−1
2a

−
(
1− a

1 + a

)a+1
2a

)
> 1, (14)

then there exist a τ ∈ [0,∞) such that there is no pinning at node 1 for this τ .
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Figure 2. A plot of the left-hand side of the inequality in (14) as a

function of a and k :=
∣∣∣
(
κ1,1S

)
1

∣∣∣.

Proof. A direct calculation21 shows that the function given by f(τ) :=e−τ (eaτ−e−aτ )

achieves its maximum value
(
1+a
1−a

)a−1
2a −

(
1−a
1+a

)a+1
2a

when τ = 1
2a log

(
1+a
1−a

)
. If the

condition in (14) is satisfied, the maximum value of f is larger than
∣∣∣
(
κ1,1S

)
1

∣∣∣
−1

a

and hence, by continuity of f , there exists τ ∈ [0,∞) such that condition (13) in
Lemma 4.8 is satisfied. �

While the techniques employed in Lemma 4.8 and Corollary 4.10 appear to give
promising results so far, Figure 2 shows a plot of the left-hand side of the inequality
in (14). We see that no graph satisfies the condition in Corollary 4.10. It should be
emphasized that this does not prove that, for all τ ≥ 0, pinning at node 1 does occur,
but rather that our technique cannot be applied (in its present form) to arrive at a
conclusion regarding pinning (see also Remark 4.7).

Remark 4.11. In this section we have assumed throughout that n ≥ 3 and ñ ≥ 3.
We have done so mostly because it simplifies the notation. For example, alternatives
for the notation {2, . . . , n− 1} would become cumbersome, and a result like the one
in Lemma 4.1 would require a separate statement of essentially the same result for
the case n = 2: The eigenvectors and eigenvalues v1, vn, λ1, and λn, as given in
the proof of the lemma, would remain and vi and λi (i ∈ {2, . . . , n− 1}), which are
required in the case where n ≥ 3, would be absent. In this remark we will point out
a few other cosmetic changes which are required by the case n = 2 (or ñ = 2).

21Since f ′(τ) = e−τ
[
(−1 + a)eaτ + (1 + a)e−aτ

]
, we find that f ′(τ) = 0 if and only if τ = τ∗ :=

1
2a

log
(

1+a
1−a

)
. Substituting this value into f gives f(τ∗) =

(
1+a
1−a

) a−1
2a −

(
1+a
1−a

)− a+1
2a

. Comparing

the powers of these two terms, we find a−1
2a

−
(
−a+1

2a

)
= 1 > 0. Moreover, since a ∈ (0, 1), we

have 1+a
1−a

> 1, and thus we find f(τ∗) > 0. Combined with the continuity of f and the facts that

f(0) = 0 and f(τ) → 0 as τ → ∞ (since −1 + a < 0 and −1 − a < 0), we conclude that the value

f(τ∗) is indeed the maximum value.
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In Lemma 4.2 the denominator inside the logarithm in the definition of τc is
zero if n = 2 and thus pinning at each node occurs independent of the choice of τ
(and, by symmetry, independent of whether S = {1} or S = {2}). This can also
be checked directly by computing

(
e−τ∆χS

)
i
(for i ∈ V ) with n = 2, based on the

formulas given in the proof of the lemma (which are correct, also when n = 2).
We then see that

(
e−τ∆χS

)
i
= 1

2 is equivalent to the unsatisfiable condition that

e−2ω1−rτ = 0.
If we consider the case ñ = 2 in Lemma 4.6, the computation in the proof of

the lemma remains valid without requiring any changes, except that we only have
the eigenvalues λ1 = λ− and λñ = λ+ with their corresponding eigenvectors v1 and
vñ as given in the proof of the lemma. Since these are the only eigenvalues and
eigenvectors which are used in the expansion of χ, the remainder of the proof —and
thus the result of the lemma— remain unchanged.

Similarly, repeating the computations in the proof of Lemma 4.8 for ñ = 2,

we find the eigenvalues λ1,ñ = 1 ∓
√

d−1
1

∑ñ
k=2 d

−1
k ω1k with corresponding eigen-

vectors v1,ñ as given in the proof. Even though in the case ñ ≥ 3 the eigenvectors
vi (i ∈ {2, . . . , ñ − 1}) were important in the expansion of χ, they did not play a

role in the computation of
(
e−τ∆′

χS1

)
1
, because their first coordinates vi1 are zero.

Hence, here too we find that the result of Lemma 4.8 —and thus also the result of
Corollary 4.10— remain valid in the case ñ = 2.

5. A regular tree

This section is partially based on and replaces [14, Section 6.3].
We consider the MBO iterations on a regular tree as in Figure 3. Let, for all

(i, j) ∈ E, ωij = ω > 0, and let r = 0. As in Figure 3a, we consider the case where
the initial set S consists of all the leaves of a single branch. We first observe, for
all j ∈ {28, 29, 30}, that the subgraph induced by Sj is a star graph with node j as
internal node and with three leaves (for an example of a star graph with four leaves,
see Figure 1), so that the hypotheses of Lemma 4.6 are satisfied with nodes 28, 29,
and 30 each playing the role of “node 1” in the lemma. Furthermore, in the notation
of that lemma, ñ = 4, θ1 = 4, and θ = 1. Figure 4a shows a plot of the quantity
Q(τ ; 4, 1, 4) from (8) as a function of τ and we see that there exists a small range
of τ -values for which Q(τ ; 4, 1, 4) > 1

2 . For those values of τ , nodes 28, 29, and 30
will belong to S after one iteration of MBO and we end up with the situation as
sketched in Figure 3b.

Generalizing the situation from Figure 3a we could leave ñ as a free parameter
(i.e. we consider a case where a given internal node that is in Sc, has ñ−1 neighbors
in S and one neighbor in Sc), in which case θ1 = ñ− 1 and θ = 1. Figure 5a shows
a plot of Q(τ ; ñ − 1, 1, ñ) as a function of both τ and ñ22. For larger ñ the range
of τ -values for which Q(τ ; ñ− 1, 1, ñ) > 1

2 gets larger. We should also note that for

22Even though we assumed ñ ≥ 3, we can still plot Q for ñ = 2. See also footnote 16.
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

28 29 30 31 32 33 34 35 36

37 38 39

40

(a) Initial configuration (S: white nodes; Sc: purple nodes)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

28 29 30 31 32 33 34 35 36

37 38 39

40

(b) Final configuration (S: white nodes; Sc: purple nodes)

Figure 3. The initial and final configurations for one iteration of
the MBO scheme on a tree graph; see Section 5.

(a) Plot of Q(τ ; 4, 1, 4)

from (8)

(b) Plot of Q(τ ; 4, 4, 4)

from (8)

(c) Plot of Q(τ ; 3, 4, 4)

from (8)

Figure 4

ñ = 2 and ñ = 3 such a range does not exist, which means in those cases Lemma 4.6
cannot be used.

We can also ask the question what happens if we continue the MBO scheme
beyond the first iteration. When, in Figure 3, the star graph induced by S37 is
centered at node 37 ∈ Sc (with all children of 37 in S and its parent, node 40, not
in S23), we have θ1 = θ = ñ = 4. The plots in Figures 4b and 5b show that in this

23 The use of the terms “children” and “parent” in this context is a slight abuse of terminology, as

our graph is not directed. For ease of communication we intend these terms here to be interpreted in
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(a) Plot of Q(τ ; ñ, 1, ñ)

from (8)

(b) Plot of Q(τ ; ñ, ñ, ñ)

from (8)

(c) Plot of Q(τ ; ñ− 1, ñ, ñ)

from (8)

Figure 5

case Q(τ ; ñ, ñ, ñ) does not exceed 1
2 for any values of τ or ñ in the plotted range

(and further computations show that this is true for much larger ranges of τ and
ñ). This does not necessarily mean that the value of node 37 does not change in the
next MBO iteration, but rather that the method from Lemma 4.6 cannot be used
to prove this is the case.

Similarly, if we consider the case in which the initial condition is S = {1, . . . , n−
1} and Sc = {n} where n is the parent node24 of all other nodes (in the setting of
Figure 3 this would mean S = {1, . . . , 39} and Sc = {40}), then θ1 = ñ − 1 and
θ = ñ and Figures 4c and 5c show the relevant plots of Q(τ ; ñ − 1, ñ, ñ). Again we
see that in this case the method from Lemma 4.6 cannot be used to prove that the
value of node 40 changes in the next MBO iteration.

6. Conclusions

In Theorem 3.1 we showed that the assumptions from [14, Theorem 4.8] cannot be
satisfied by any graph. We then provided alternative results for the star graph and
regular tree, which replace the wrong results from [14, Sections 6.2 and 6.3] which
were based on [14, Theorem 4.8]. In particular, for those graphs we give conditions
under which pinning occurs or does not occur at specific nodes.

It is an interesting question for future research if and how [14, Theorem 4.8]
can be changed to provide a local (non-)pinning result for a large class of graphs, in
the spirit in which the original theorem was intended.

In the appendices we provide a few minor corrections and clarifications to other
parts of [14].
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the context of the directionality implied by the drawing in Figure 3, even though this directionality

is not present in the mathematical description of the graph.
24In the sense of footnote 23.
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Appendix A. Proof of Theorem 4.8

Before we give the updated proof of Theorem 4.8, we first give a helpful lemma,
which is also interesting in its own right.

Lemma A.1. Let v satisfy v̇i = −(∆′v)i with v(0) = v0, where v0 ∈ V1. Then for all

t ≥ 0, v(t) = e−t∆′
v0 ∈ V1. Furthermore, if, for all i ∈ V , (v0)i ≥ 0, then for all

t ≥ 0 and all i ∈ V , vi(t) ≥ 0.

Proof. The first claim of this lemma follows directly from (5).

The remainder of the proof is very similar to the proof of the comparison prin-
ciple in [14, Lemma 2.6(d)]. If, for all i ∈ V , (v0)i = 0, then for all i ∈ V and
all t > 0, vi(t) = 0, by the uniqueness theorem for ordinary differential equations
(ODEs). In this case there is nothing more to prove. By the first part of this lemma,

we already know that for all i ∈ S1
c
and all t ≥ 0 we have vi(t) = 0. Hence we need

to prove that for all i ∈ S1 we have vi(t) ≥ 0. Arguing by contradiction, suppose
that vj(t

∗) < 0 for some t∗ ≥ 0 and some j ∈ S1. Define

t0 := sup{ t ≥ 0 : ∀ s ∈ (0, t) ∀l ∈ S1 vl(s) ≥ 0},

then 0 ≤ t0 ≤ t∗. By continuity of vl for all l ∈ S1 (which follows from standard ODE
theory) there is some k ∈ S1 such that vk(t0) = 0. Moreover, since v̇k(t0) exists (also

by standard ODE theory), we have v̇k(t0) = limh→0
vk(t0)−vk(t0−h)

h ≤ 0. Furthermore,

vl(t0) ≥ 0, for all l ∈ S1. This shows that if vi(t0) > 0 for some i ∈ S1 ∩ Nk, then
(∆′v(t0))k < 0 and 0 = v̇k(t0)+(∆v(t0))k < 0, which is a contradiction. We conclude
that v(t0) = 0 at all neighbors of k that are in S1. Since S1 is connected, by iterating
the above argument we get in fact that v(t0) = 0 at all nodes of S1 and thus at all

nodes of V (since we already knew this to be the case at all nodes of S1
c
). By the

uniqueness theorem for ordinary differential equations we conclude that v(t∗) = 0
at all nodes, which gives a contradiction. �

Proof of Theorem 4.8. First we assume that 1 ∈ Sc, so S1 = N1∩S. By the compari-
son principle in [14, Lemma 2.6(d)], χS1 ≤ χS on V implies (e−τ∆χS1)1 ≤ (e−τ∆χS)1.
In particular, since (χS1)1 = (χS)1 = 0, we have (e−τ∆χS−χS)1 ≥ (e−τ∆χS1−χS1)1.

Let v satisfy the heat equation with Dirichlet boundary data, i.e., for all i ∈ V ,
v̇i = −(∆′v)i, with v(0) = χS1 . Such a v exists by standard theory for ordinary
differential equations. By Lemma A.1, for all t ≥ 0, v(t) ∈ V1. Moreover, by the
same lemma, for all t ≥ 0, v(t) ≥ 0. Hence ∆′v ≥ ∆v at all nodes and for all times
t ≥ 0. Thus v is subcaloric, i.e., v̇i(t) ≤ −(∆v)i(t) for all i ∈ V and all t ≥ 0, and
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v(0) ≤ χS . In addition, if i ∈ V , then the Laplacian satisfies −(∆u)i ≤ −(∆ũ)i
if ui = ũi and uj ≤ ũj , for all j ∈ V \ {i}. Hence, by the theory of differential
inequalities (see for example [13, Theorem 8.1(3)]),

vi(t) ≤
(
e−t∆v(0)

)
i
=

(
e−t∆χS1

)
i
, for all i ∈ V.

In particular,
(
e−τ∆χS1 − χS1

)
1
≥ v1(τ)− v1(0) =

(
e−τ∆′

χS1 − χS1

)
1

= −τ
(
∆′χS1

)
1
+ τ2r(τ),

where |r(τ)| ≤ 1
2 sup
t∈[0,τ ]

(
e−t∆′

(∆′)2χS1

)
1
≤ 1

2‖(∆
′)2χS1‖V,∞. From (6), note that

− (∆′χS1)1 = −(κ1,rS1
)1 = −(κ1,rS )1 = |(κ1,rS )1|, where we have used that 1 ∈ Sc. We

conclude that

(e−τ∆χS − χS)1 ≥
(
e−τ∆χS1 − χS1

)
1

≥ |(κ1,rS )1|τ − 1

2
‖(∆′)2χS1‖V,∞τ2,

hence τ ∈ [τ1, τ2] ⇒ (e−τ∆χS − χS)1 ≥ 1
2 , which proves the result for the case in

which 1 ∈ Sc.

To prove the desired statement if 1 ∈ S, we note that

(e−τ∆ − 1)(χS + χSc) = 0,

so the condition (e−τ∆χS − χS)1 < −1
2 is equivalent to (e−τ∆χSc − χSc)1 > 1

2 .

Recall that, in this case, S1 = N1 ∩ Sc, and the same derivation as above holds25,
since 1 ∈ S = (Sc)c, with the exception that the admissible range of τ becomes the
open interval (τ1, τ2). This is because, by our definition of the MBO algorithm, the
thresholding operator thresholds the 1

2 -level set to 1. �

Appendix B. Updates and corrections to [14, Sections 3.3 and
4.2]

In this section we make use of the opportunity that the current paper presents to
give a few updates and corrections to results from [14, Sections 3.3 and 4.2]. These
corrections are overall minor and the original errors they address mostly fall into
the category “badly or ambiguously written, easily fixable, statements”.

B.1. Updates and corrections to [14, Section 3.3]

To sustain the self-containedness of this paper, we first recall a few definitions from
[14], in particular the definition of (anisotropic) graph total variation TVq

a : V → R,

TVq
a(u) :=

1

2

∑
i,j∈V

ωq
ij |ui − uj |,

25In particular, carefully note that now − (∆′χS1)1 = (κ1,r
S )1 = |(κ1,r

S )1| holds.
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and the graph distance and graph mean curvature flow from [14, Definitions 2.3 and
3.8]:

Definition 2.3 (from [14]). Let i ∈ V . For all j ∈ Ni, define dGij := ωq−1
ij , and set

dG(i, i) := 0.

We say γ is a path on V from j ∈ V to k ∈ V if there exists an m ∈ N such
that γ = (i1, i2, ..., im) ∈ V m, i1 = j, im = k, and, for each l ∈ {1, . . . ,m − 1},

il+1 ∈ Nil. The length of such a path γ is |γ| :=
m−1∑
l=1

dGilil+1
.

If i, j ∈ V , then the graph distance between nodes i and j is dGij := min
γ

|γ|,
where the minimum is taken over all paths γ from i to j.

If S ⊂ V is nonempty, the graph distance from i ∈ V to S is dSi := minj∈S dGij .

If S = ∅ we set, for all i ∈ V , dSi := +∞.

Note that the definition above allows paths to contain repeated nodes, but
disallows infinite paths. Definitions in other sources may exclude repeated nodes or
allow infinite paths, but for our purposes these distinctions will not be of importance.

Definition 3.8 (from [14]). The mean curvature flow, for n ∈ N, Sn = S(nðt), with
discrete time step ðt for an initial set S0 ⊂ V , is recursively defined by

Sn+1 ∈ arg min
Ŝ⊂V

F(Ŝ, Sn), (MCFðt)

where

F(Ŝ, Sn) := TVq
a(χŜ)− TVq

a(χSn) +
1

ðt
〈χŜ − χSn , (χŜ − χSn)d

Σn〉V (15)

and Σn := {i ∈ V : ∃ (i, j) ∈ E (i ∈ Sn ∧ j ∈ Sc
n) ∨ (i ∈ Sc

n ∧ j ∈ Sn)}.

In (15), dΣn denotes the graph distance to the set Σn. In the original paper we
did not address what happens when Σn = ∅. By the definition of the graph distance
from a node to a node set in Definition 2.3, if Sn = ∅ or Sn = V , then dΣn = +∞,
hence ∅ and V are stationary states of (MCFðt). Equivalently it is often useful to
implicitly assume that ∅ �= Sn �= V and consider (MCFðt) to terminate when either
the state ∅ or V is achieved. In order not to complicate notation, the original paper
[14] can be read assuming this latter condition. In other words, in each iteration of
MCFðt, Sn is assumed to be such that dΣn < ∞.

Using the signed graph distance sdΣn := (χSc
n
− χSn)d

Σn , in [14, Lemma 3.11]
the minimization of F in (MCFðt) was rewritten as a minimization of

F ′(Ŝ, Sn) = 〈κq,r
Ŝ

+ κq,rSn
, χŜ − χSn〉V +

1

ðt
〈χŜ , sd

Σn〉V (16)

over subsets Ŝ ⊂ V . This rewrite includes a step in which the term 〈χŜ(1− 2χSn) +

χSn , d
Σn〉V is split into 〈χŜ , (χSc

n
− χSn)d

Σn〉V + 〈χSn , d
Σn〉V . This split of the inner

product term into two terms is allowed because of our assumption that dΣn < ∞,
as explained above. In particular, this split is not valid if Sn = V . If we wanted
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to include this case, we could extend the definition of F ′ to cover that situation
separately26.

In the original paper, [14, Lemma 3.12 and Theorem 3.13] contained statements
that were either ambiguous or false as given. We present clarified and corrected
versions here.

Lemma 3.12 (from [14]). Let u ∈ V and E(t) := {i ∈ V : ui > t}, for t ∈ R. Then
TVq

a(u) =
∫
RTVq

a(χE(s)) ds. Suppose u−, u+ ∈ R are such that u− ≤ mini∈V ui and
maxi∈V ui ≤ u+, then also

TVq
a(u) =

∫ ∞

u−

TVq
a(χE(s)) ds =

∫ u+

−∞
TVq

a(χE(s)) ds

=

∫ u+

u−

TVq
a(χE(s)) ds.

Proof. As also noted in [16] and [2], we have, for i, j ∈ V ,

|ui − uj | =
∫

R

∣∣∣(χE(s)

)
i
−

(
χE(s)

)
j

∣∣∣ ds,

hence
1

2

∑
i,j∈V

ωq
ij |ui − uj | =

∫

R

1

2

∑
i,j∈V

ωq
ij

∣∣∣(χE(s)

)
i
−

(
χE(s)

)
j

∣∣∣ ds.

The second result follows, since, for i, j ∈ V ,
∫ u−

−∞

∣∣∣(χE(s)

)
i
−

(
χE(s)

)
j

∣∣∣ ds =
∫ ∞

u+

∣∣∣(χE(s)

)
i
−

(
χE(s)

)
j

∣∣∣ ds = 0.

�

Theorem 3.13 (from [14]). Let m ∈ R,

Vm := {u ∈ V : ∀i ∈ V −m ≤ ui ≤ m}27, (17)

and F (u) := TVq
a(u) +

1
ðt〈u, sd

Σn〉V . Then the convex minimization problem

min
u∈Vm

F (u), (18)

has a minimizer u ∈ Vm. Furthermore, for all s ∈ (−m,m), the superlevel set

E(s) := {i ∈ V : ui > s} is a minimizer Ŝ of F(·, Sn) from (15).

Proof. We can identify Vm with a compact subset of Rn and, in that setting, F
with a real-valued continuous function on this compact subset. Hence, a minimizer
u ∈ Vm exists.

26This could be done by redefining F ′ to be equal to the expression in (16) when ∅ �= Sn �= V , equal

to 0 when S = Sn = ∅ or S = Sn = V , and equal to +∞ otherwise.
27Note that, for m = 1, the set V1 introduced here is not the same as the set V1 that was defined

in Section 3 and that was used in several instances in Sections 3, 4, and A.
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Since −m ≤ mini∈V ui and m ≥ maxi∈V ui, we know from Lemma 3.12 that
TVq

a(u) =
∫m
−mTVq

a(χE(s)) ds. Writing ui − m =
∫m
−m

(
χE(s)

)
i
ds, we get 〈u −

m, sdΣn〉V =
∫m
−m〈χE(s), sd

Σn〉V ds. This gives

F (u)− 1

ðt
〈m, sdΣn〉V =

∫ m

−m

[
TVq

a(χE(s)) +
1

ðt
〈χE(s), sd

Σn〉V
]
ds

=

∫ m

−m
F ′′(E(s), Sn) ds,

where, for Ŝ ⊂ V ,

F ′′(Ŝ, Sn) := F ′(Ŝ, Sn) + TVq
a(Sn) = TVq

a(χŜ) +
1

ðt
〈χŜ , sd

Σn〉V .

Hence, if uminimizes F , then for a.e. s ∈ (−m,m), the superlevel set E(s) minimizes
F ′′(·, Sn) and thus also F ′(·, Sn). Because u takes only finitely many values, the result
holds for all s ∈ (−m,m). Since the minimization of F in (MCFðt) is equivalent to
the minimization of F ′, the proof is complete. �

Lemma 3.12 and Theorem 3.13 above also hold if we define E(t) in terms of a
non-strict inequality instead: E(t) := {i ∈ V : ui ≥ t}.

Finally, we note that in light of the extra constraints put on the domain of
minimization in (18) (compared to what was written in the original [14, Theorem
3.13]), the Euler-Langrange equation for solutions of the minimization problem (18)
given in [14, Remark 3.14] becomes

div sgn(∇u) +
1

ðt
sdΣn + µu − µl = 0,

provided ∇u is never zero. Here µu, µl ∈ V are the nonnegative Lagrange multipliers
associated to the upper bound and lower bound, respectively, which are imposed by
u being restricted to Vm from (17). Whenever (∇u)ij = 0 for some i, j, the above
equation is replaced by a differential inclusion in terms of the subdifferential of the
absolute value function. Concretely, since the subdifferential of the absolute value
function at 0 is the interval [−1, 1], there exists φ ∈ E such that for all i, j ∈ V ,
|φij | ≤ 1,

divφ+
1

ðt
sdΣn ++µu − µl = 0,

and if (∇u)ij �= 0, then φij = sgn((∇u)ij).

We end this section by noting a minor error earlier in [14, Section 3]. The
formula for |Bδ(x) ∩ S| − 1

2 |Bδ(x)| in the continuum case at the bottom of [14,
page 18], should have read [6]: the mean curvature κ(x) at the point x ∈ ∂S in the
boundary of a set S ∈ Rd satisfies the property that, if S is smooth enough, then
there is a constant C (depending on d) such that for any given ball Bδ(x) of radius
δ and center x ∈ ∂S,

|Bδ(x) ∩ S| − 1
2 |Bδ(x)| = Cκδ|Bδ(x)|+ o(δ|Bδ(x)|).
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B.2. A corrected proof for Theorem 4.4

In the original paper [14, Theorem 4.4] had errors in its proof, although the result
as it was stated is correct. Below is the corrected version. We first need to recall
some notation from [14]. The n eigenvalues (counted with multiplicity) of the graph
Laplacian ∆ are denoted by 0 = λ1 < λ2 ≤ . . . ≤ λn. The spectral radius ρ is, in
this case, equal to the largest eigenvalue λn. The minimal degree in the graph is
d− := mini∈V di. For a subset S ⊂ V , define RS := volS

volV , where volS := ‖χS‖2V .
Then, from [14, Theorems 4.2 and 4.3] we take the definitions, for ∅ �= S �= V ,

τρ(S) := ρ−1 log

(
1 +

1

2
d

r
2
−(volS)

− 1
2

)
,

τt(S) := λ−1
2 log

(
(volS)

1
2 (volSc)

1
2

(volV )
1
2

∣∣RS − 1
2

∣∣ d
r
2
−

)
, if RS �= 1

2
.

(Some of) the results from [14, Theorems 4.2 and 4.3] are that pinning occurs at
all nodes of the graph (with MBO initial node set S) if τ < τρ(S) and that trivial
dynamics occurs if τ > τt(S), in the sense that Pe−τ∆χS = χV if RS > 1

2 and

Pe−τ∆χS = 0 if RS < 1
2 (and thus after one iteration MBO has arrived at a sta-

tionary state from initial set S). The result in [14, Theorem 4.4] gives a sufficient
condition on the spectrum of ∆ (and thus on the graph) such that there is a gap
between τρ and τt in which potentially interesting dynamics could happen (note that
the theorem does not guarantee that pinning and trivial dynamics are both absent
for choices of τ in this gap).

Theorem 4.4 (From [14]). Let n ≥ 2 and let S ⊂ V be such that ∅ �= S �= V and

RS �= 1
2 . If

λ2
λn

< log
√
2

log 3
2

≈ 0.85, then τρ(S) < τt(S).

Proof. We have
∣∣RS − 1

2

∣∣ ≤ 1
2 and dr− ≤ volS ≤ volV − dr−, since ∅ �= S �= V .

Thus, since volS �→ volS (volV − volS) = (volS) (volSc) is concave, we also find
that (volS) (volSc) ≥ dr−(volV − dr−). Therefore

τρ(S) = λ−1
n log

(
1 +

1

2
d

r
2
− (vol S)−

1
2

)
≤ λ−1

n log
3

2
,

τt(S) ≥ λ−1
2 log

(
2

√
1−

dr−
volV

)
≥ λ−1

2 log
√
2,

where in the final inequality we have used that volV ≥ ndr− ≥ 2dr−. The result
follows. �
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