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Peak loads during dynamic ice-structure interaction caused by rapid ice 
strengthening at near-zero relative velocity 

Cody C. Owen *, Tim C. Hammer , Hayo Hendrikse 
Department of Hydraulic Engineering, Delft University of Technology, Delft, the Netherlands   

A R T I C L E  I N F O   
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A B S T R A C T   

A series of ice penetration tests with a rigid structure, with controlled oscillation, and with a single-degree-of- 
freedom structure were performed to investigate the peak load-velocity dependence for ethanol-doped model 
ice during a test campaign at the Aalto Ice and Wave Tank. For the rigid structure and controlled-oscillation tests, 
the ice drift speed ranged between 1 and 150 mm s− 1. In the controlled-oscillation tests, amplitudes of oscillation 
between 0.40 and 15.90 mm and frequencies of oscillation between 0.143 and 4 Hz were prescribed such that the 
relative velocity between ice and structure never became negative. A constant ice drift deceleration experiment 
with a single-degree-of-freedom structure was performed to investigate the development of frequency lock-in and 
intermittent crushing in the model ice and compare the results with the rigid structure and controlled-oscillation 
tests. It was found that the peak load-velocity dependence identified in the rigid structure tests was not always 
uniquely defined as identified in the controlled-oscillation tests because the loading history affected the peak 
load at ice failure. A rapid strengthening of the ice developed at low relative velocity and carried over to high 
relative velocity until the ice failure dissipated the strengthening effect. The strengthening effect, observed in the 
rigid structure and controlled-oscillation tests, was also observed during frequency lock-in and intermittent 
crushing in the single-degree-of-freedom structure test. The observations in the present study indicate that the so- 
called velocity and compliance effects in ice-structure interaction originate from the same strengthening effect. It 
then follows that peak loads on compliant structures cannot exceed peak loads on rigid structures in the same ice 
conditions, with the only difference being that the peak loads on compliant structures occur at apparently higher 
far-field ice drift speeds due to the change in relative velocity.   

1. Introduction 

The magnitude of ice loads during indentation is known to be 
dependent on the relative velocity between ice and structure, or rate of 
loading, of the ice. This ‘velocity effect’ has been observed in experi-
mental campaigns (Izumiyama et al., 1994; Kamesaki et al., 1996; Kärnä 
et al., 2008; Määttanen, 1981; Singh et al., 1990; Sodhi, 2001; Tsuchiya 
et al., 1985) and in full-scale as first shown by Peyton (1968) and later 
summarized by Jefferies et al. (2008) for multiple offshore structures. It 
has also been proposed that there exists a ‘compliance effect,’ related to 
the observation that loads during intermittent crushing on a flexible 
structure are typically higher than the loads on a rigid structure for the 
same far-field velocity (Kamesaki et al., 1996; Kärnä et al., 2008). A 
typical peak load-velocity curve as presented in Singh et al. (1990) is 
shown in Fig. 1, demonstrating both the velocity effect and the 

compliance effect. 
The negative slope in the peak load-velocity dependence is often 

interpreted as a source of ‘negative damping’ and related to the devel-
opment of ice-induced vibrations of compliant structures. Models for 
prediction of ice-induced vibrations sometimes assume a one-to-one 
(bijective) relation between peak load and velocity (Hetmanczyk 
et al., 2011; Kärnä, 1992; Määttänen, 1998; Withalm and Hoffmann, 
2010). The definition of this relation is somewhat challenging though, 
given that the compliance effect requires the curve to be shifted with 
velocity for changes in mass, natural frequency, and damping of the 
structure. In modeling this is, for example, accounted for by shifting the 
position of the negative gradient along the velocity axis based on natural 
frequency of the structure (Huang and Liu, 2009). Ultimately, the 
question remains whether the peak load-relative-velocity relation in ice- 
structure interaction has a linear dependence on the stress-strain-rate 
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relation as observed in uniaxial compression of ice. 
Even when accounting for the compliance effect in defining the peak 

load-velocity dependence, there is a question if a bijective relation be-
tween peak loads and velocity is correct. Controlled-oscillation experi-
ments (Hendrikse and Metrikine, 2016) showed indications that the 
loading history affects peak loads, though challenges with control and 
the absence of rigid penetration experiments did not allow firm con-
clusions to be drawn. Another question of relevance is if peak loads on a 
compliant structure can exceed those at the lowest speeds on rigid 
structures, or if the compliance effect is merely a different manifestation 
of the same effect responsible for the velocity effect as seen for rigid 
structures. 

In the present study, results are introduced from ice penetration tests 
with a rigid structure and with controlled oscillation which were per-
formed with the aim to answer two questions. First, does a load-history 
dependence exist for the peak load-velocity relation during ice pene-
tration? Second, do the velocity effect and compliance effect originate 
from the same effect? Experiments with a single-degree-of-freedom 
(SDOF) structure were also conducted to investigate ice-induced vibra-
tions in the same model ice as the rigid and controlled-oscillation tests. 
The results from the penetration experiments performed with the rigid 
structure, controlled oscillation, and SDOF structure in the present study 
show that peak loads depend on the amount of time spent at low relative 
velocities where a strengthening of the ice can develop. The term ice 
strengthening is herein defined as the consistent increase in mean and 
peak global ice-induced loads due to loading history. 

The present study is structured as follows. Section 2 introduces the 
test campaign with a focus on the hybrid test setup used, the model ice 
properties, and the different types of tests conducted. Section 3 estab-
lishes the peak load-velocity dependence for the model ice based on 
rigid structure ice penetration tests. Section 4 establishes the peak load- 
velocity dependence from controlled-oscillation experiments and in-
vestigates the load-history effect. Section 5 shows the results from 
constant deceleration tests with a SDOF structure where the load-history 
effect appears during frequency lock-in (FLI) and intermittent crushing 
(ICR). The discussion, in Section 6, focusses on the effect of compliance 
on the load-velocity dependence, an explanation for the strengthening 
effect from the literature, and the representativeness of model ice as a 

substitute for naturally occurring or full-scale sea ice. 

2. Test campaign description 

The experiments analyzed in the present study were part of a large 
test campaign in the SHIVER project conducted at the Aalto Ice and 
Wave Tank. The tank is a 40 m by 40 m indoor facility where experi-
ments with floating freshwater and ethanol-doped ice can be conducted. 
In the SHIVER campaign, which included the tests analyzed herein, 
ethanol-doped ice was used. Hendrikse et al. (2022b) give a detailed 
description of the experimental design, and materials and methods. The 
following sections summarize the most relevant information for the 
analysis in the present study. 

2.1. Test setup 

The real-time hybrid test setup combined mechanical and numerical 
components to allow for tests with a rigid structure, controlled- 
oscillation tests, and simulation of structural models in real-time (e.g. 
(Hammer et al., 2023, Hammer et al., 2022, Hammer et al., 2021; 
Hendrikse et al., 2022b, Hendrikse et al., 2022a; van den Berg et al., 
2022)). Fig. 2 shows a photograph of the setup during testing and gives a 
schematic overview of the setup components. A rigid, cylindrical 
aluminum pile with a diameter of 200 mm penetrated the ice sheet. Ice- 
induced loads were identified from pile strains, which were measured 
with strain gauges located above the ice action point. The structural 
displacement at the ice action point was applied to the pile by bi- 
directional linear actuators. The pile displacements matched either the 
prescribed displacements of controlled oscillation or the calculated 
displacements of a simulated structure at the ice action point. In the case 
of a SDOF structure test, the response of the simulated structure to the 
measured ice-induced loads was numerically simulated on a microcon-
troller. The pile displacements were measured by displacement sensors. 
In the tests described in the present study, only pile displacement in the 
ice drift direction was modeled (y-direction as indicated in Fig. 2; cross- 
drift or x-direction was immobilized). 

The real-time hybrid test setup was mounted to a carriage. The 
carriage was mounted to a bridge spanning the ice tank. The bridge was 

Fig. 1. Data replotted from Singh et al. (1990) showing the ‘velocity effect’ and ‘compliance effect.’ The indentation coefficient is defined as maximum excitation 
force Fmax divided by width D, thickness h, and (uniaxial) compressive strength σc. The fitting is performed by applying a moving average, with window of two data 
points, using the mean indentation coefficient at each ice velocity. 
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stationary for each test. Ice drift was achieved either 1) by moving the 
carriage along the bridge with prescribed speeds (5 mm s− 1 to 150 mm 
s− 1); or 2) by the actuator, with the carriage stationary, for low speeds 
on the order of 1 mm s− 1 for the rigid structure tests (1 mm s− 1 to 10 mm 
s− 1, see Table A.2, Table A.3, and Table A.4). The resulting apparent ice 
drift was then opposite to the carriage movement direction or the 
actuator movement direction when the carriage was stationary. In the 
present study, movement of the carriage, or the actuator movement 
when the carriage was stationary for the rigid structure tests, is referred 
to as ice drift. The real-time hybrid test setup is referred to as the 
structure. The measured pile displacements relative to the carriage 
supporting the real-time hybrid test setup are termed the structural 
displacements. 

During the tests, the global ice-induced loads and structural re-
sponses were measured with load cells, strain gauges, accelerometers, 
and displacement sensors. The analyses introduced in the present study 
use the externally-unfiltered global ice loads as identified by the strain 
gauges. The reader is referred to Hendrikse et al. (2022b) for more in-
formation about the real-time hybrid test setup. 

2.2. Model ice 

The model ice was created by spraying a fine mist of a water-ethanol 
mixture on a thin layer of initial ice, according to the following pro-
cedure: 1) Lower the tank temperature to − 10 ◦C. 2) Remove the ice that 
has formed on the basin surface. 3) Refreeze the water surface for 20 
min, forming a smooth, thin layer of ice. 4) Spray mist at − 10 ◦C for 180 
min, forming a layer of sprayed ice of 20 mm. 5) Harden the ice at − 11 
◦C for a total of 150 freezing-degree-hours. The spraying water and the 
water in the ice tank had an ethanol content of 0.3%. The spraying 
process resulted in a fine grain structure that captured the ethanol in 
small pockets. The mean ice thickness in which the tests were performed 
was 30 mm. 

The ice material properties were measured according to the Inter-
national Towing Tank Conference recommended procedures and 
guidelines (ITTC, 2014). The flexural (σf) and compressive (σc) strengths 
of the ice were measured at the end of each test day. The effective 

elastic-strain modulus (E) was only measured on the 17th of June 2021 
(only one of the two test days analyzed in this study). Table 1 shows the 
measured material properties. The effective elastic-strain modulus 
determination is dependent on the measured ice thickness, causing un-
certainty in the measured value. The values between parentheses in 
Table 1 show the effective elastic-strain modulus variation following 
from an ice thickness change of ±5 mm. Refer to Hendrikse et al. 
(2022b) for more details on the material property measurements. It is 
noted that the ice material properties are mentioned here only for 
relative comparison with previous test campaigns, the values may not 
reflect the properties during actual testing at different moments during 
the day. Results from the rigid structure tests and results of continuous 
crushing from the SDOF structure tests give a good indication of ice 
strength during testing and, in the view of the authors, provide more 
relevant information for penetration experiments than the material 
properties in Table 1. 

2.3. Tests included in the analysis 

The present study considers results from three types of tests (see 
Fig. 3). The first type concerns a rigid structure aimed at characterizing 
the velocity effect in ice loads, with ice drift speeds ranging from 1 mm 
s− 1 to 150 mm s− 1. Table A.2 gives an overview of the tests with a rigid 
structure considered in the present study. The test IDs represent test 
identifiers which can be used to obtain the raw test data from the public 
dataset (Hendrikse et al., 2022b). The run name contains the test date 
and the run number. A run is a full passing of the carriage from one side 
of the ice tank to the other side. The runs are numbered consecutively 
starting from 1 on each test day. All tests with a rigid structure per-
formed on the 17th and 23rd of June are analyzed in the present study. 

The test data from rigid tests are used as a basis for comparison with 
the data from the controlled-oscillation tests. The controlled-oscillation 
tests employed a prescribed oscillation pattern of the structure resulting 
in the following structural displacement: 

uc(t) = Asin(ωct) (1)  

with ωc = 2πfc where uc is the controlled displacement of the structure, A 
is a prescribed amplitude of oscillation (0.40 mm to 15.90 mm), and fc is 
a prescribed frequency of oscillation (0.143 Hz to 4 Hz, see Table A.3). 
For the test, the amplitude and frequency were chosen such that the 
minimum relative velocity between ice and structure reached zero 
during a cycle of oscillation: 
vice

Aωc
= 1 (2) 

Fig. 2. Left: Photograph of the real-time hybrid test setup during testing, showing the cylindrical pile interacting with the ice. Right: Schematic overview of the real- 
time hybrid test setup (Hammer et al., 2021). 

Table 1 
Material properties of the ice on two of the three test days considered in the 
present study. The material properties were measured at the end of the test day.  

Ice sheet date σf [kPa] σc [kPa] E modulus [GPa] 

17-6-2021 521 563 13 (7.8–24) 
23-6-2021 444 658 –  
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where vice is the ice drift speed (constant carriage speed during the 
controlled-oscillation tests). The controlled-oscillation tests were per-
formed in the same ice sheet as the rigid structure tests, often in the same 
run. An overview of the controlled-oscillation tests is shown in 
Table A.3. The test matrix was derived with frequencies of oscillation 
resembling those of modes of an offshore wind turbine, and by repeating 
experiments previously conducted in another ice tank (Hendrikse and 
Metrikine, 2016). 

Lastly, results from a constant deceleration test with a SDOF struc-
ture are included to investigate the compliance effect for comparison 
with the observations from the rigid structure and controlled-oscillation 
tests. Multiple tests have been performed and analyzed by van den Berg 
et al. (2022). Herein, only a single example is included (see Table A.4). 

3. The load-velocity dependence from rigid structure tests 

The load-velocity dependence from the rigid structure indentation 
tests on the 17th and 23rd of June are shown in Fig. 4 and Fig. 5, 
respectively. The velocity effect is found in the peak loads at low 

velocities (< 3 mm s− 1) being higher than those at high velocities (> 3 
mm s− 1) by about 50%. For the mean loads, the effect is almost 100%. 
The higher loads at low rates are mainly due to a higher mean load. This 
becomes clear when the results per velocity are plotted with the mean 
load subtracted (see Fig. 4b and Fig. 5b). The peak load range as a scatter 
from the mean seems to be rather independent of velocity on both days. 
It is interesting to note that, despite the similar ice growth procedure of 
the model ice, the mean loads on the 17th of June were 50% higher than 
those on the 23rd of June. The main cause for the disparity in means 
loads was the difference in freezing-degree-hours at the moment of the 
testing during the day. The majority of the testing on the 17th of June 
occurred about six hours later in the day than on the 23rd of June (see 
Table A.2). However, the exact air and ice temperature profiles 
throughout the day were not recorded on those days. When comparing 
the mean loads to the ice material properties in Table 1, it should be 
clarified that the material property tests were performed at the same 
time of day, at the end of the test day, on their respective days. 

An examination of the specific time series of the low-speed tests 
where the velocity effect is observed (< 3 mm s− 1), and in particular at 
the start of those experiments, it was found that the higher loads were 

Fig. 3. Illustration of the three types of tests included in the analysis: a): rigid structure; b): controlled-oscillation; c): single-degree-of-freedom structure. Denoted in 
the illustrations are the far-field ice drift speed vice, ice load at the ice action point Fice(t), the structural response u, controlled-oscillation amplitude A and frequency 
ωc, and single-degree-of-freedom structural properties of damping as fraction of critical ζs, natural frequency ωs, and mass ms. 

Fig. 4. a): Load-velocity dependence as obtained from rigid structure tests on the 17th of June. b): Mean load F̄ice per test subtracted from the peaks. Peaks (black 
crosses) are selected based on a minimum peak prominence of 500 N. The minimum peak prominence is defined as the minimum relative height difference between 
peaks and determined by the findpeaks function in MATLAB. 

C.C. Owen et al.                                                                                                                                                                                                                                 



Cold Regions Science and Technology 211 (2023) 103864

5

established within seconds. The first high peak load was attained within 
1.3 s at 2 mm s− 1 and within 3.2 s at 1 mm s− 1 on the 23rd of June (see 
Fig. 6). On the 17th of June, for the same test conditions, the peak was 
achieved in about 2.4 s at 1 mm s− 1, though difficult to judge given a 
malfunction at the start of the test, and 1.8 s at 2 mm s− 1. Note that the 
high peak was not related to a full ice-structure contact upon initial 
loading as the test sequence was such that low-speed tests always fol-
lowed a high-speed test. Also, the higher mean load established quickly 
and then remained constant as the test progressed. Although the exact 
test procedure is not reported here (see Hendrikse et al. (2022b) for 

more information), two important details are provided. First, the car-
riage or actuator (see Section 2.1) was stopped and the pile was moved 
away from the ice edge between changes in ice drift speed, with waiting 
intervals varying between roughly 5 s and 60 s. Second, because the pile 
was moved away from the ice edge, contact between the ice and pile was 
lost and zero load was measured between speed changes. Although ice 
strains were not measured in the experiments, these conditions likely 
had some effect on strain recovery in the ice sheet. By alternating be-
tween high- and low-speed tests in the procedure, an attempt was made 
to minimize damage and time-dependent strain related effects on the ice 

Fig. 5. a): Load-velocity dependence as obtained from rigid structure tests on the 23rd of June. b): Mean load F̄ice per test subtracted from the peaks. Peaks (black 
crosses) are selected based on a minimum peak prominence of 500 N. The minimum peak prominence is defined as the minimum relative height difference between 
peaks and determined by the findpeaks function in MATLAB. 

Fig. 6. Start of rigid structure ice penetration tests at low speed indicating the time to establish the first high peak load: a) at 1 mm s− 1 on the 17th of June; b) at 2 
mm s− 1 on the 17th of June; c) at 1 mm s− 1 on the 23rd of June; and d) at 2 mm s− 1 on the 23rd of June. 
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load behavior from one test to another. 
The consistent observation of higher mean and peak loads as a result 

of the loading history, specifically for low velocities in the case of the 
rigid structure tests, is henceforth referred to as an ice strengthening. 
The fact that this apparent strengthening of the ice manifested itself at 
the time scale of seconds is relevant for ice-structure interaction where 
the relevant time scales are governed by the natural periods of struc-
tures, often on the order of tenths of a second to several seconds. The 
compatibility between the time scales of ice strengthening and natural 
periods of structures indicates that a strengthening could develop during 
a cycle of interaction for such structures when the velocity of loading of 
the ice becomes sufficiently low. This compatibility in time scales in 
terms of rapid ice strengthening is relevant in assessing whether the 
mechanism causing the velocity effect on rigid structures is the same as 
that responsible for the compliance effect on flexible structures, which is 
further treated in Section 6. In the next section, the results from the 
controlled-oscillation tests are analyzed and compared to those in this 
section to investigate the dependence of the load-velocity relation on 
loading history. 

4. The peak load-velocity dependence from controlled- 
oscillation tests 

During the controlled-oscillation tests the relative velocity between 
ice and structure is not constant, but varies throughout the cycle of 
oscillation of the structure. This results in load peaks which occur within 
a range of relative velocities between ice and structure during each cycle 
of structural oscillation. Fig. 7 and Fig. 8 show the identified peak loads 
(using a minimum peak prominence of 500 N as determined by the 
findpeaks function in MATLAB) for the tests conducted on the 17th and 
23rd of June, respectively. The arrows in Fig. 7 and Fig. 8 indicate if the 
relative velocity at the moment of failure was increasing (red color, 
rightward arrow) or decreasing (blue color, leftward arrow), defined as 
the sign of the derivative with respect to time of the relative velocity 

between ice and structure: signum
(

d
dt [vice] −

d2

dt2 [Asin(ωct) ]
)

. The peaks 

from the rigid structure tests in the same channel are included in the 
figures as well. 

On both days, at high relative velocities (> 20 mm s− 1), the peak 
loads found for the controlled-oscillation tests were in the same range as 

those observed for the rigid structure tests. This holds when the relative 
velocity is both increasing and decreasing (red and blue arrows, 
respectively). At lower velocities, in the range of 5 mm s− 1 to 20 mm s− 1, 
a clear difference is found in the data from the 23rd of June (see Fig. 8). 
Peak loads for the controlled-oscillation tests are found to sometimes be 
higher than those for the rigid structure tests, but only when the loading 
rate was increasing (red arrows), with a few exceptions. However, the 
peak loads are not always higher when the relative velocity is increasing, 
as most red arrows reside in the range of peak loads observed for rigid 
structures (about 99% and 93% on the 17th and 23rd of June, 
respectively). 

It seemed that the time spent, or duration, at a relative velocity in the 
lowest range, where a strengthening was also observed for the rigid 
structure, played a role in the higher peak loads. This is best illustrated 
when looking at both a time series of a test with many peaks exceeding 
those observed for a rigid structure and a time series of a test which 
follows the observations of a rigid structure as shown in Fig. 9. The tests 
both had an oscillation from 0 to 40 mm s− 1 relative velocity, but the 
difference was in the frequency of oscillation. For the 4 Hz oscillation, 
the load pattern seemed to be mostly stochastic (see Fig. 9a). For the 0.5 
Hz oscillation, however, the load pattern showed a clear periodicity (see 
Fig. 9b). Many cycles showed a high peak load after the moment when 
the zero relative velocity was reached. The main cause for the difference 
between the results seemed to be the amount of time spent at the low 
relative velocity. For the 0.5 Hz test, combined with a far-field constant 
ice drift speed of 20 mm s− 1, this was about 0.35 s below 3 mm s− 1. At 4 
Hz and 20 mm s− 1 constant far-field ice drift speed, this was about 0.04 s 
which appeared to be insufficient time to result in a significant increase 
in peak loads upon failure following the period of low relative velocity. 

Referring again to Fig. 7, the results from the 17th of June did not 
appear to show this duration effect very strongly. This can be explained 
based on the test matrix of that day. Most controlled-oscillation tests 
were conducted at high far-field ice drift speeds and for high fre-
quencies. In those cases, the time spent at low relative velocity was 
minimal. 

For each test, the time spent at low relative velocity which can result 
in a strength increase can be estimated by means of a threshold velocity 
from the rigid structure experiments vthres of 3 mm s− 1. The following 
equation then applies (Hendrikse and Metrikine, 2016): 

Fig. 7. Comparison of peak loads from controlled-oscillation tests (red and blue arrows, selected based on a minimum peak prominence of 500 N) and rigid structure 
tests (black crosses, see Fig. 4a) on the 17th of June. Arrows indicate the slope of relative velocity at the moment of failure: red, rightward arrows show positive slope; 
blue, leftward arrows show negative slope. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Δt =
1

(2π f )

(

2arcsin
(

− 1+
vthres

vice

)

+ π
)

(3) 

In Fig. 10, the values of Δt for each of the controlled-oscillation tests 
are shown. On the 17th of June (left cluster in Fig. 10), two of the tests 
(ID 428 and 429) with the highest values of Δt are indicated and their 
times series are shown in Fig. 11. By inspecting each of the times series, 
the strengthening effect is indeed observed, though only significantly in 
test ID 428 (see Fig. 11a). For the controlled-oscillation tests with Δt 
below a threshold of about 0.3 s, the strengthening effect was no longer 
observed, which corresponds to the minimum time required for an 
observable strengthening effect from the rigid structure tests. 

To summarize, a minimum duration seemed to be required at low 

relative velocity for mean and peak loads to surpass high-speed ice 
crushing loads, referred to as the ice strengthening effect, for the 
controlled-oscillation tests. For high ice drift speeds and high fre-
quencies, the strengthening effect was not readily observed, which is 
consistent with the results of Eq. (3) in terms of little time spent at near- 
zero relative velocity. The strengthening in the controlled-oscillation 
tests resulted in the observation of peak loads which exceeded those 
for a rigid structure at the same far-field ice drift speeds. This matches 
with the definition of the compliance effect as shown in Fig. 1. In terms 
of far-field ice drift speeds, it is hence found that the peak load-velocity 
relation is load-history dependent and cannot be uniquely defined for ice 
penetration scenarios where the relative velocity enters the low-rate 

Fig. 8. Comparison of peak loads from controlled-oscillation tests (red and blue arrows, selected based on a minimum peak prominence of 500 N) and rigid structure 
tests (black crosses, see Fig. 5a) on the 23rd of June. Arrows indicate the slope of the relative velocity curve at the moment of failure of the ice: red, rightward arrows 
show positive slope; blue, leftward arrows show negative slope. (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 

Fig. 9. Example results on the 23rd of June from a a) controlled-oscillation test (ID 504) showing peak loads in the same range as the rigid structure tests for the 
relative velocities included; and from b) controlled-oscillation test (ID 501) showing peak loads exceeding those on the rigid structure tests for the relative veloc-
ities included. 
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regime for a sufficient duration to cause a strengthening of the ice. 
The strengthening effect in the controlled-oscillation tests showed 

similarity to that observed for the rigid structure when considering the 
dependence on relative velocity instead of the far-field ice drift speed at 
the moment of the peak load. The reason for this is because the velocity 
experienced by the ice undergoing failure at the ice action point in the 
rigid structure tests is approximately equal to the far-field ice drift speed. 
Alternatively, in the controlled-oscillation tests, the velocity experi-
enced by the ice undergoing failure is relative velocity. It thus follows 
that the velocity effect and compliance effect seem to originate from the 

same strengthening effect when relative velocity and not far-field ice 
drift speed is considered. To further substantiate this claim with respect 
to ice-induced vibrations, a SDOF structure test is analyzed in the next 
section, demonstrating that the strengthening effect indeed occurs 
during frequency lock-in and intermittent crushing. 

5. The velocity and compliance effect during ice-induced 
vibrations 

Fig. 12 shows results from a constant deceleration experiment with a 

Fig. 10. The Δt for each of the controlled-oscillation tests. The estimated minimum time tthres required for an observable strengthening effect from the rigid structure 
tests is indicated by the horizontal line. 

Fig. 11. Strengthening effect developing in the controlled-oscillation tests of a) test ID 428 on the 17th of June; and b) to a lesser extent in test ID 429 on the 17th 
of June. 
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SDOF structure. This type of experiment was designed to resemble an ice 
floe slowing down and arresting against a flexible structure which in 
full-scale has been observed to result in frequency lock-in and inter-
mittent crushing (Jefferies et al., 2008; Peyton, 1968). At high far-field 
ice drift speeds the relative velocity remains high and continuous brittle 
crushing is observed. 

Frequency lock-in developed for the far-field speed range between 25 
and 30 mm s− 1 approximately, though only for a few consecutive cycles 
at a time (see Fig. 13). This type of interaction was accompanied by a 
duration of low, or even negative relative velocity. The strengthening 
effect clearly developed during the cycles of oscillation of the structure 
where high load peaks were observed after some duration of low relative 
velocity on the order of tenths of a second. Long sustained periods of 
frequency lock-in were typically only observed in tests with nearly 
constant far-field ice drift speed (van den Berg et al., 2022) as overly 
rapid constant deceleration tests resulted in a very brief transition from 
continuous brittle crushing to intermittent crushing. 

For lower ice drift speeds (< 15 mm s− 1), intermittent crushing 
clearly developed (see Fig. 14). Here, the relative velocity remained low 
until failure during the load build-up phase and the strengthening effect 
developed similarly to that of the rigid structure tests under constant far- 
field ice drift speed. In this comparison, the far-field ice drift speed of the 
rigid structure test was equal to the relative velocity of the SDOF 
structure test. Upon global failure and unloading, the relative velocity 
increased rapidly, typically by orders of magnitude, and the strength-
ening dissipated. At high relative velocity, multiple failures via brittle 
crushing ensued with peak loads much lower than those during the end 
of the load build-up phase. At the end of the test, the ice drift speed 
approached zero slowly and the ice load increased to >4 kN which is in 
accordance with that observed for the lowest speed tested for the rigid 
structure in Fig. 4. 

Fig. 15a shows the peak loads from the SDOF structure test as a 
function of relative velocity as plotted in the same way as the controlled- 
oscillation test results in the previous section. It can be seen that the 
SDOF structure results show a similar load-history effect in peak loads as 
those from the controlled-oscillation tests. Higher peaks are observed for 
relative velocities in the range up to 10 mm s− 1 when compared to a 
constant far-field ice drift speed for a rigid structure test. These peaks 
only develop after a period of loading of the ice at near-zero relative 
velocity and are associated with the events of frequency lock-in and 
intermittent crushing as shown in Fig. 13 and Fig. 14, respectively. 

Fig. 15b shows the SDOF structure test results plotted, not for the 
relative velocity at the moment of peak load, but rather for the constant 
far-field ice drift speed. The comparison between Fig. 15a and Fig. 15b 
demonstrates how the effect of structural compliance could be mis- 
associated with too high velocities when using this more common way 
of plotting peak loads against velocity as illustrated, for example, in 
Fig. 1. It should be noted that the peak loads exceeding those of the rigid 
structure tests (remaining red arrows) in Fig. 15 that do not correspond 
to the cases of frequency lock-in and intermittent crushing instead 
correspond to the peak loads before or between the two selected time 
series in Fig. 12 (between 20 s and 220 s, and between 250 s and 280 s). 

6. Discussion 

6.1. The peak load-velocity dependence during penetration and ice- 
induced vibrations 

The foregoing observations and analysis indicate that the peak load- 
velocity dependence during ice penetration was found to be loading- 
history dependent. In cases where the relative velocity was constant, 
e.g. for rigid structures, the peak load-velocity dependence appeared to 

Fig. 12. Constant deceleration test (ID 445) with a single-degree-of-freedom structure on the 17th of June. Top: Ice load. Middle: Structural displacement. Bottom: 
Relative velocity and ice drift speed. 
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Fig. 13. Detailed view of frequency lock-in type oscillation occurring in test ID 445 (single-degree-of-freedom structure test). Top: Ice load. Middle: Structural 
displacement. Bottom: Relative velocity and ice drift speed. 

Fig. 14. Detailed view of intermittent crushing vibrations occurring in test ID 445 (single-degree-of-freedom structure test). Top: Ice load. Middle: Structural 
displacement. Bottom: Relative velocity and ice drift speed. 
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be uniquely defined. A velocity effect was observed as a rapid 
strengthening, within seconds, at low relative velocities. For cases where 
the relative velocity varied, but the time spent at low relative velocity 
was too short to activate the strengthening effect, the dependence 
remained uniquely defined; i.e. at the same far-field ice drift speed, the 
peak loads from the controlled-oscillation tests with high frequency 
and/or high ice drift speed did not exceed the peak loads from the rigid 
structure tests. However, when the time spent at low relative velocity 
was sufficient to activate the strengthening, the peak load-velocity 
relation showed a strong path dependence (see Fig. 8 and Fig. 15). 

The strain and strain rate in the ice sheet were not measured in the 
experiments. Therefore, the dependence of the peak load-relative ve-
locity relation on the stress-strain-rate relation could not be investi-
gated. Nevertheless, a comment can be made about this dependence. 
Based on the analysis, it seemed that relative velocity and strain rate did 
not follow a linear relation because peak loads from controlled- 
oscillation tests were occasionally higher than those from the rigid 
structure tests. The particular path dependence of the peak loads from 
the controlled-oscillation tests may be related to damage, strain rate 
effects in the ductile-to-brittle transition in relatively undamaged ice, or 
a combination of both. 

As there is a minimum amount of time associated with the 
strengthening effect, there should be a limit in terms of the maximum 
frequency for which frequency lock-in vibrations can develop. Interna-
tional Standard Organization (2019) refers to field observations of fre-
quency lock-in up to 10 Hz. It would be of interest to determine the time 
constant associated with the strengthening process for different types of 
ice at different temperatures. This may allow the definition of a 
dimensionless number for ice-induced vibrations relating the time at low 
relative velocity during interaction to a characteristic time as a material 

property of the ice. This is left for further study. 
In terms of modeling of ice-induced vibrations, it is important to note 

that models adopting a bijective relation between peak load and velocity 
do not correctly account for the loading history. The implied instanta-
neous strengthening of the ice occurs in those models (Kärnä, 1992; 
Määttänen, 1998; Withalm and Hoffmann, 2010) in cases where there is 
actually not sufficient time for the strengthening to develop. Models 
where the peak load-velocity relation develops as a result of a time- 
dependent strengthening effect can account for the load-history 
dependence (Hendrikse and Nord, 2019). 

6.2. Compliance and velocity effects in ice peak loads 

The results from the penetration experiments performed with the 
rigid structure, controlled oscillation, and SDOF structure in the present 
study show that peak loads depend on the amount of time spent at low 
relative velocities where a strengthening of the ice can develop. Both the 
velocity and compliance effects describe the scenario in which peak ice 
loads increase with low relative velocity. The observed compliance ef-
fect (see Fig. 15) likely originates from the same mechanism as the ve-
locity effect seen for rigid structures as demonstrated with the 
controlled-oscillation tests. As stated previously, for ice acting with 
any velocity against a rigid structure, the far-field ice drift speed is equal 
to the relative velocity. For a compliant structure, the structural velocity 
needs to be subtracted from the far-field ice drift speed to result in a 
relative velocity, which shifts the strengthening effect to lower velocities 
as highlighted in Fig. 15. This shift is important with respect to design 
ice loads. If the effects indeed originate from the same mechanism, then 
the peak loads on a compliant structure cannot exceed those at the 
lowest speeds on a rigid structure. Indeed, International Standard 

Fig. 15. Velocity and compliance effect example: a) peak loads from test ID 445 identified with a minimum peak prominence of 500 N, as a function of relative 
velocity at the moment of peak load; b) peak loads from test ID 445 (17th of June) identified with a minimum peak prominence of 500 N, as a function of far-field 
velocity at the moment of peak load. Peak loads from the rigid structure tests on 17th of June are marked by black crosses (see Fig. 4a). Arrows indicate the slope of 
relative velocity at the moment of failure: red, rightward arrows show positive slope; blue, leftward arrows show negative slope. The cases of frequency lock-in (FLI) 
and intermittent crushing (ICR) are identified by the green and cyan colors, respectively. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 
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Organization (2019) states that the maximum loads on a compliant 
structure during intermittent crushing can be considered equal to the 
maximum loads on a rigid structure (Kärnä and Masterson, 2011). Based 
on our test results, this is a correct approach provided that the value used 
for CR accounts for the velocity effect. It is further important to correctly 
interpret peak loads plotted against the far-field ice drift speed when the 
compliance effect is investigated since such plots can show peak loads at 
higher velocities than the actual relative velocity at the moment of 
failure (see Fig. 15). 

6.3. Rapid strengthening at low relative velocity as a property of ice or 
model ice only 

The observed rapid strengthening effect could be a property of model 
ice only. But since there is little evidence of tests on naturally occurring 
ice where the relative velocity was varied during penetration in a way as 
was done during the controlled-oscillation tests, this claim is difficult to 
confirm. Recent tests on the flexural strength of ice did, however, show a 
strengthening under cyclic loading which demonstrates that ice can 
exhibit such type of behavior (Murdza et al., 2021; Murdza et al., 2020). 
Similarly, cyclic biaxial compression of freshwater ice demonstrated 
strengthening by a factor of 1.5 in failure strength when subjected to 
moderate confinement and progressively higher loads (Iliescu and 
Schulson, 2002) Besides cyclic ice behavior, so-called damage or pre- 
straining in ice has shown to shift the ductile-to-brittle transition in 
ice to higher strain rates, thereby delaying failure in uniaxial compres-
sion experiments on both saline and freshwater ice (Snyder et al., 2016). 
A physical explanation for ice strengthening may be in the form of 
dislocation pile-ups or back stress development which relaxes over time 
and is enhanced by damage. A recent discussion on dislocation behavior 
in ice by Cole (2021) also showed there may be an explanation found in 
the low-speed deformation behavior and delayed elasticity of ice. In the 
past, the authors ascribed the strengthening to result from a change in 
the contact between ice and structure. A phenomenological model based 
on this idea has shown to be quite capable of simulating ice-induced 
vibrations (Hendrikse and Metrikine, 2015). Though the contact area 
change may be an artifact of the way measurements were made in the 
past with tactile sensors, as speculated by other researchers, the 
strengthening effect is real. Furthermore, even if the strengthening effect 
is related to a different physical mechanism in the ice, one could model it 
with the same phenomenological approach. Now that it is clearer where 
to investigate, it may be possible to develop a physics-based model 
which captures the strengthening, something which will allow for much 
more accurate prediction of full-scale dynamic ice-structure interaction. 

6.4. Comment on spalling as a mechanism for ice-induced vibrations 

In the experiments from the present study, ice-induced vibrations 
were found to develop as a result of strengthening of the ice when loaded 
for some tenths of a second at low relative velocities. An alternative 
mechanism for ice-induced vibrations has been proposed in the litera-
ture, which is the synchronization between the frequency associated 
with spalling of the ice and a natural frequency of the structure (Gagnon, 
2022). In the experiments from the present study, it is found that mul-
tiple events of failure of the ice occur during each cycle of interaction, 
rather than just a single spalling event. During intermittent crushing, 
one of the failure events is related to the long load build-up phase with 
low relative velocity, but it is followed by multiple failure events during 
the unloading phase when the relative velocity is high (see Fig. 14). It 
could be speculated that the full-scale data from the Molikpaq do not 
show sufficient detail to discern the unloading phase (Owen and Hen-
drikse, 2021), leading to a misinterpretation that there is only a single 
failure event per saw-tooth cycle. Though it cannot be excluded based on 
the experiments in the present study that the spalling mechanism gov-
erns ice-induced vibrations in full-scale, it would, in the view of the 
authors, be a most interesting coincidence if model ice contains a 

completely different mechanism from sea ice which results in exactly the 
same complex ice-structure interaction phenomena. 

7. Conclusion 

The ice penetration experiments in model ice were performed with a 
rigid structure, controlled oscillation, and a SDOF structure, and com-
parison of results showed that the peak global ice loads depended on the 
amount of time spent at low relative velocities where an ice strength-
ening effect developed. Although the experiments were performed in 
ethanol-doped model ice of nominally 30 mm thickness with a pile of 
200 mm in diameter, the consistency of the results and their similarity 
with the literature give support to the claim that the ice strengthening 
effect may be a general property of ice. This has implications for the so- 
called velocity effect and compliance effect in design of structures sub-
ject to dynamic ice-structure interaction. The main conclusions are 
summarized as follows: 

1. The peak load-velocity dependence for ice penetration was not al-
ways uniquely defined as the loading history influenced the peak 
load prior to failure under the conditions of sufficient time spent at 
near-zero relative velocity.  

2. Rapid ice strengthening developed at low relative velocities, which 
was carried over to high relative velocities until ice failure dissipated 
the strengthening effect. 

3. The rapid ice strengthening resulted in peak loads, under the con-
ditions of a varying relative velocity, which exceeded those for a 
constant penetration velocity, but only when the relative velocity 
increased from low to high values.  

4. The ice strengthening effect was observed during each cycle of ice- 
induced vibrations in the present study, specifically for frequency 
lock-in and intermittent crushing, thereby causing the high peak 
loads observed during such interaction.  

5. The velocity effect and compliance effect during penetration seemed 
to originate from the same strengthening effect, implying that ab-
solute peak loads on compliant structures would not exceed those for 
the lowest speeds on rigid structures.  

6. It is cautioned that assigning peak loads to the far-field ice drift speed 
for compliant structures may result in the attribution of high peak 
loads to velocities exceeding the actual relative velocities at which 
the peak loads develop. 
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Appendix A. Experimental data from test campaign 

Experimental data for the present study have been selected from Hendrikse et al. (2022b) and are listed in Table A.2, Table A.3, and Table A.4 
below.  

Table A.2 
Overview of rigid structure tests considered in the present study.  

ID Run name Speed [mm s− 1] Duration [s] Time of day [HH:MM] 

487 2306_1 100 19 09:28 
488 2306_1 1 193 09:28 
489 2306_1 40 21 09:32 
490 2306_1 2 99 09:33 
491 2306_1 150 11 09:34 
492 2306_1 5 40 09:35 
493 2306_1 60 21 09:36 
494 2306_1 3 67 09:36 
495 2306_1 20 31 09:38 
496 2306_1 10 40 09:38 
418 1706_10 100 21 16:09 
419 1706_10 1 197 16:10 
420 1706_10 40 21 16:14 
421 1706_10 2 100 16:15 
422 1706_10 150 10 16:17 
423 1706_10 5 41 16:18 
424 1706_10 60 21 16:19 
425 1706_10 3 67 16:20 
426 1706_10 20 31 16:22 
427 1706_10 10 42 16:23   

Table A.3 
Overview of controlled-oscillation tests considered in the present study.  

ID Run name vice [mm s− 1] fc [Hz] A [mm] Time of day [HH:MM] 

428 1706_10 10 0.143 11.00 16:25 
429 1706_10 30 0.429 11.00 16:27 
430 1706_10 50 0.716 11.00 16:29 
431 1706_10 70 1.002 11.00 16:30 
432 1706_10 90 1.289 11.00 16:30 
433 1706_10 100 1.432 11.00 16:31 
434 1706_10 140 2.025 11.00 16:32 
435 1706_10 20 1.000 3.20 16:33 
436 1706_10 30 1.000 4.80 16:34 
437 1706_10 50 1.000 7.95 16:35 
438 1706_10 70 1.000 11.10 16:36 
439 1706_10 90 1.000 14.30 16:37 
440 1706_10 100 1.000 15.90 16:37 
497 2306_1 10 0.500 3.18 09:39 
498 2306_1 10 1.000 1.59 09:40 
499 2306_1 10 2.000 0.80 09:42 
500 2306_1 10 4.000 0.40 09:43 
501 2306_1 20 0.500 6.37 09:44 
502 2306_1 20 1.000 3.18 09:45 
503 2306_1 20 2.000 1.59 09:46 
504 2306_1 20 4.000 0.80 09:47 
505 2306_1 40 0.500 12.73 09:48 
506 2306_1 40 1.000 6.37 09:49 
507 2306_1 40 2.000 3.18 09:50 
508 2306_1 40 4.000 1.59 09:51 
509 2306_1 20 1.000 3.18 09:52 
512 2306_1 20 0.500 6.37 09:55 
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Table A.4 
Overview of single-degree-of-freedom structure tests considered in the present study.  

ID Run name vice [mm s− 1] fs [Hz] ms [kg] ζs [%] Time of day [HH:MM] 

445 1706_11 Ramp 0.889 Hz 5020 10.6 17:06  
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POAC, Montréal, Canada, pp. 1–12. 
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