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ABSTRACT   

 Charging of insulators is a complex phenomenon to simulate since the accuracy of the simulations is very 

sensitive to the interaction of electrons with matter and electric fields. In this study, we report model improvements for a 

previously developed Monte-Carlo simulator to more accurately simulate samples that charge. The improvements 

include both modelling of low energy electron scattering and charging of insulators. The new first-principle scattering 

models provide a more realistic charge distribution cloud in the material, and a better match between non-charging 

simulations and experimental results. Improvements on charging models mainly focus on redistribution of the charge 

carriers in the material with an induced conductivity (EBIC) and a breakdown model, leading to a smoother distribution 

of the charges. Combined with a more accurate tracing of low energy electrons in the electric field, we managed to 

reproduce the dynamically changing charging contrast due to an induced positive surface potential.   

Keywords: Charging, SEM, Monte-Carlo simulation, EBIC, Breakdown, Low Energy Electrons   

 

1. INTRODUCTION  

 Electron beam-based inspection techniques have become a standard where nanometer resolution imaging is 

required for state of the art semiconductor devices. However, when non-conductive materials are involved, charging 

occurs and issues are reported such as image distortions due to the primary beam deflections [1]–[5] and image contrast 

changes due to the changing secondary electron (SE) emission [6], [7, p. 127], [8]. As a consequence measurements of 

critical dimensions (CD) will be less accurate [9]–[11]. Therefore, a better understanding of the charging effects on 

electron imaging becomes crucial for metrology. 

 Several Monte-Carlo studies were reported that included charging effects, but they rather focused on 

simulations for simplified geometries such as semi-infinite surfaces [12]–[14]. Besides that, some Monte-Carlo 

simulators were developed to simulate full 3D geometries and charging models were also incorporated [15]–[19]. 

However, the long calculation times of these simulators renders them quite impractical for realistic scenarios. 

  In an earlier paper, we reported a Monte-Carlo simulator, that included charging effects, making use of a 

multigrid-based electric field solver to decrease the electric field computation time [20]. Combining the electric field 

solver with a semi-empirical electron-matter interaction model, we were able to simulate an SEM image of an area of 

~1.5 µm2 of grating couplers, shown in Figure 1a, in about 1 hour [20]. However, the shadowing phenomenon (bright-to-

dark transition) on the oxide pads, seen in Figure 1a, could not be reproduced in the simulation (Figure 1c). Including the 

charging model only led to a blur of the edges due to beam deflection, see Figure 1b and c. 

 To properly include the charging effects, it is important to accurately model the electron-matter interaction, 

especially low energetic electrons which are very sensitive to the local electric fields. Therefore, improvements are 

needed of both the electron scattering models and the charging models. In this work, we report our attempts to improve 

both. 

 First, we improved the electron scattering models by incorporating discrete scattering of electrons instead of the 

continuous slowing down approximation (CSDA). Inelastic scattering is modeled using the dielectric function. Electron-

phonon scattering and quantum mechanical transmission through boundaries is implemented. Moreover, solid-state 

effects on the atomic potential are taken into account in modelling the elastic scattering. All electrons are traced until 

their energy is below the surface barrier of approximately 10 eV. 
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Figure 1 – a) Grating coupler experimental SEM image [20] compared with b) the simulated image without charging, and c) 

the simulated image with charging taken into account.           

 
 Secondly, we addressed issues exclusive to insulators, namely charge redistribution to include effects such as e-

beam induced conductivity (EBIC).The simplest approach would be to completely ignore charge redistribution in 

insulators, as was done in our previous study [20], or only consider catastrophic effects like dielectric breakdown. The 

other extreme would be modeling from first principles including effects like electron-hole recombination and trapping. 

We chose a midway and modeled the charge redistribution effects using phenomenological models with a limited 

number of calibration parameters [21].  

 After that, the effect of charging on the electron emission from a bulk oxide sample during a linescan, for 

different doses, is demonstrated. Subsequently, a top-down view of the grating couplers is simulated where the charging 

(bright-to-dark) contrast is present. Finally, the impact of the charge redistribution model is shown on a test sample with 

four metal contact pads embedded in a thin SiO2 layer on top of a Si wafer. Three pads are electrically floating (no 

contact to the underlying Si wafer), and the fourth one is connected to the underlying Si wafer. The effect on the 

simulated SEM images is shown when the charging and/or EBIC model is switched on. The new models clearly lead to 

more realistic images and can reproduce phenomena that were not possible to reproduce with the previous models. 

 

2. SCATTERING MODEL 

 We will now first describe the scattering model improvements, and assume that the scattering cross-sections do 

not change due to charging. The electron trajectories are influenced by the charge clouds in the materials, which are 

formed by electrons getting trapped (negative charge) or electrons generating new electrons (both negative and positive 

charge). Hence, accurate modelling of electron generating, transport and boundary crossing is important to understand 

the charge distribution in the material and the electron emission. 

 In our previous study [20], the semi-empirical scattering models were designed to get an accurate SE yield 

value for a semi-infinite surface. However, an accurate SE yield does not guarantee a realistic scattering cloud inside the 

material, as shown in Figure 2a. The deviation from the scattering cloud will not only affect the charging with charge 

distribution, but also the signal from topographical structures. It is still possible to generate a more realistic scattering 

cloud with CSDA, such as Figure 2b, by allowing the generation and scattering of the electrons in deeper regions of the 

material; yet any inaccuracy will lead to a deviation in the charge-up phenomenon. Therefore, we preferred to switch to 

first principle modelling to determine the charge distribution. 
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Figure 2 – Scattering cloud of SEs: generic shape of the cloud obtained with a) the approximate (former) models; b) first 

principle (current) models. In a) only SEs that can escape are generated; b) all SEs are generated and traced. 

  

2.1 Improvements on elastic scattering cross-sections 

 Previously, Mott cross-sections were used to calculate elastic scattering mean free paths and scattering angles. 

However, the calculations were calculated for a “free atom” potential which is not appropriate for our applications 

because it does not include solid state effects. Instead, a “muffin-tin” potential is more realistic. Furthermore, the 

indistinguishability of the incident electron from the bound electrons, “exchange-correction”, and the polarization of the 

target atom due to incident electrons, “correlation-polarization”, are also included. All these options are offered by the 

ELSEPA package [22]. For Si, the “muffin-tin” potential results in ~1.5 times larger mean free paths, as seen in Figure 3. 

At low energies, below a few hundred electron volts (eV), the Mott cross-sections turn out to become very sensitive to 

the atomic potential [23]. Because at these low energies the quasi-elastic, electron-phonon interaction becomes 

dominant, we followed the approach suggested by Verduin [24] and use the electron-phonon scattering model for low 

energies. Therefore, in the present study, the elastic scattering cross-section consists of: 

 Mott cross-section (muffin-tin + “exchange correction” + “correlation-polarization” ) for energy > 200 eV 

 Acoustic phonon scattering cross-section for energy < 100 eV 

For energies in between 100 eV and 200 eV, the cross-section is interpolated between the two. 

 

Figure 3 - Elastic mean free path vs. energy for Si: it consists of an interpolation between the Mott cross-section (energy > 

200 eV) and phonon cross-sections (energy < 100 eV). The Mott cross-sections were calculated by ELSEPA [22], assuming 

muffin-tin approximation, exchange correction and correlation-polarization effects.  

      

 Material parameters, especially related with acoustic phonons are not easy to find. To serve the interested 

reader, we list the parameters used in this work in Table 1. 

 

a) b)

Si Si

Vacuum Vacuum
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Table 1- Material parameters for Si, Cu and SiO2 

 Si Cu SiO2 

ρm  [ g/cm³] 2.329
[25]

  8.96
[26]

 2.648
[27]

 

EF  [eV] 7.83  7.0
[28]

 - 

W or χ  [eV] 4.05 4.65
[28]

 0.9
[29]

 

Eg  [eV] 1.12 - 9.0
[29]

 

mdos  [me] 1.08
[30]

 1.0
[24]

 1.0
[+]

 

meff  [me] 0.26
[30]

 1.01
[28]

 1.0
[+]

 

Aac   5
[+]

 5
[+]

 7
[31] 

EPh  [meV] 14
[*]

 12.6
[*]

 6.8
[*]

 

us  [m/s] 

Longitudinal: 9130
[32]

 4760
[28]

 3560
[31]

 

Transversal: 5842
[32]

 2325
[28]

 3560
[+]

 

εac  [eV] 
Longitudinal: 9.2

[33]
 4.76

[*]
 3.4

[31]
 

Transversal: 5.0
[33]

 3.72
[*]

 3.4
[+]

 

 

Density ρm, Fermi energy EF, work function W, electron affinity χ, band gap Eg at 300° K, density of state mass mdos, 

effective mass of electron meff, screening parameter Aac, speed of sound in solid us and acoustic deformation potential εac 

are given in Table 1. [*] are calculated values and [+] are assumed values. The net-average energy loss in the phonon 

scattering, EPh is calculated by the equation 3.116 in Verduin [24]. 

2.2 Improvements on inelastic scattering cross-sections 

 In the previous study [20], an algorithm based on CSDA was used to model the energy transfer of the primary 

electrons (PE) [34]. Although CSDA is a good approximation to estimate stopping power (SP) at high energies, it 

overestimates the SP at very low energies. Furthermore, it does not describe the SE generation. Therefore, we have 

employed first principle modelling to simulate the low energetic electrons as accurately as possible. In this study, energy 

and momentum transfer of an electron to the material is modeled by the dielectric function formalism using optical data 

[35]. It allows calculation of inelastic events discretely, as depicted in Figure 4. 
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Figure 4 – Inelastic scattering: a) a semi-empirical model is used in the previous study which is based on the CSDA. It 

estimates the number of (slow) SEs and their energies for a path length (ST) from the stopping power; b) first principle 

modeling is used in the current study which is based on dielectric function formalism. It estimates the inelastic mean free 

path, energy and momentum transfer for each inelastic event (P1, P2, P4, and P6) based on the energy loss function.  

 
 To calculate inelastic cross-sections, we take Ashley’s (simple) model [35] and adopted the refinements 

suggested by Kieft and Bosch [23], i.e. no exchange correction for energies < 50 eV, and restrict energy losses such that 

electrons cannot end up with an energy lower than the Fermi level. The stopping power from the previous study is 

compared to the stopping power as obtained from the refined Ashley model in Figure 5b. It is seen to be identical for 

energies above 1 keV, but deviates at lower energies.    

 

Figure 5 – Modelling inelastic scattering: a) stopping power, b) comparison of mean free paths in the current study. 

 
 We obtain the energy transfer using the dielectric function formalism. This, however, does not provide the 

initial (binding) energy of the secondary electron prior to a scattering event. We model that following the approach 

suggested by Kieft and Bosch [23]. 

2.3 Improvements on boundary crossing 

 The lower the electron energy, the more its path is affected when it interacts with a boundary and as a result it 

can be reflected or transmitted. Modelling the boundary crossing is crucial for SE emission. In the previous study, the 

probability to cross the surface barrier was modeled using momentum conservation only. That is, if the electron 

approaches the surface under an angle bigger than the critical angle (𝛼𝑐
′ , see Figure 6), it will be reflected (total internal 

reflection). 
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slowSE trajectory
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Figure 6 – Transmission of an electron from the surface. 

 
 In this study, the probability of transmission is determined quantum mechanically. When the electron is 

considered as a wave, there is a probability that part of the wave is transmitted through the boundary and part of it is 

reflected. In the current study we extended the boundary crossing with the quantum mechanical transmission probability 

[36, p. 17]. Equation 1 gives the probability of transmission for an electron.  

 

𝑃(𝛼′) =
4√1 +

Δ𝑈
𝐸 cos 𝛼′

(1 + √1 +
Δ𝑈

𝐸 cos 𝛼′
)

  
(1) 

 

where ΔU is the change in the kinetic energy; E is electron’s kinetic energy and α′ is the angle of incidence. 

 

3. CHARGING MODEL 

 The high-level interaction between the Monte-Carlo simulation of individual electrons and the continuous 

modeling of electric fields and charging is simple: The Monte-Carlo simulation simulates a certain number of primary 

electrons, and then the field solver updates the field and redistributes the charge as needed. This procedure is repeated 

many times, typically at least once per simulated pixel. Updating multiple times for a single pixel is not unreasonable 

either, say after every 200 primary electrons. The detail-level interaction between the field solver, the Monte-Carlo 

simulation, and the charge redistribution models is more complicated. The numerical discontinuities of the electric field 

solution must be handled by the Monte-Carlo simulation, and the charge redistribution models tend to make the solution 

of the field equation more difficult and time consuming. 

 

3.1 Electric field solver 

 The electric field solver uses the Poisson equation: 

 
−∇ ∙ [𝜖𝑟(𝑟)∇𝑉(𝑟)] =  

𝜌(𝑟)

𝜖0
 (2) 

in which 𝜌(𝑟) is the charge distribution, 𝑉(𝑟) is the potential, 𝜖𝑟(𝑟) is the dielectric constant of the material, and 𝜖0 is 

the permittivity in vacuum. To include charge redistribution effects, a space and time dependent conductivity 𝜎(𝑟, 𝑡) is 

used with the constitutive material equation (Eq.3) 

 𝐽 = −𝜎∇𝑉 (3) 

and the continuity equation (Eq.4) 

 
 
𝜕𝜌

𝜕𝑡
+ ∇ ∙ 𝐽 = 0 (4) 
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This equation (Eq. 4) is solved by an implicit Euler scheme: 

 ρ𝑛 − ρ𝑛− 
Δt

= ∇ ∙ (𝜎𝑉𝑛) (5) 

where 𝑉𝑛 is determined by 

 𝜌𝑛
𝜖0

= −∇ ∙ (𝜖𝑟∇𝑉𝑛) =
𝜌𝑛− 
𝜖0

+
Δt

𝜖0
∇ ∙ (𝜎∇𝑉𝑛) (6) 

giving a Poisson equation with modified material parameters: 

 
−∇ ∙ [(𝜖𝑟(𝑟) +

Δt

𝜖0
σ(r, t))∇𝑉𝑛] =  

𝜌𝑛− 
𝜖0

 (7) 

 The charges deposited during the time step by the Monte-Carlo simulation are added to ρ𝑛−  before this 

equation (Eq.6) is solved, which works if we just make a single time step between Monte-Carlo simulations. 

 The modified equation is harder to solve than the original equation, since σ(r, t) normally changes quickly in 

both space and time. We previously had the option to use a direct solver as a slow but robust and accurate reference 

solver. This is no longer possible, since the expensive initial factorization must be repeated for each time step. And the 

geometric multigrid solver becomes less robust, because the material parameters are changing quickly on a very small 

spatial scale. To improve robustness, one could apply Krylov methods (i.e. preconditioned conjugate gradient, where the 

multigrid solver acts as preconditioner) both in the global iteration and in the W-cycle, i.e. using the K-cycle introduced 

by Notay et al. [37] for algebraic multigrid methods (AMG). Here W-cycle describes the process of using a multigrid 

solver (with just 2 iterations) to solve the problem on the coarser grid (and doing so recursively), and K-cycle describes 

the process of using Krylov methods (preconditioned with multigrid solver) with 2 (or very few) iterations to solve the 

problem on the coarser grid (and doing so recursively). But since a new reference solver is needed anyway, we started by 

integrating a modern algebraic multigrid solver as a first step, namely Daniel A. Spielman’s modified implementation of 

Kyng et al. [38]. It is currently more than a factor 3 slower than the existing multigrid solver and uses significantly more 

memory, but it is an accurate reference solver and will also enable more flexible meshing in the near future. 

3.2 Tracing electrons 

 The electrons both in the sample and in vacuum are traced subject to the influence of the current electric field. 

The numerically solved electric field is discontinuous at cell boundaries, since the finite element method (FEM) is used 

for discretization of the field equations. At material interfaces, the normal component of the electric field is 

discontinuous even for the exact solution. This severely limits the choice of reasonable integration methods. The 

Velocity Verlet scheme is used, because it leads to (piecewise) parabolic trajectories, for which it is easy to exactly 

compute the intersections with the mesh of the field solver (or the geometry). The Velocity Verlet scheme approximates 

the equation 

  �̈�(𝑡) = 𝑎(𝑥(𝑡))  (8) 

as 

 
𝑥(𝑡 + ∆𝑡) = 𝑥(𝑡) + 𝑣(𝑡)∆𝑡 +

1

2
𝑎∆𝑡  (9) 

 

 
𝑣(𝑡 + ∆𝑡) = 𝑣(𝑡) +

𝑎(𝑡) + 𝑎(𝑡 + ∆𝑡)

2
∆𝑡 (10) 

 This scheme is applied with respect to time, but the simulation needs the trajectory for a given distance. If the 

time step ∆𝑡 resulted from an intersection of the parabolic trajectory with an interface, then the corresponding distance 

can be computed easily with the required accuracy. If not, then ∆𝑡 is determined from a given distance ∆  via ∆𝑡 = ∆𝑠

|𝑣|
. 

From a numerical point of view, this destroys the quadratic convergence order of the method. But in practice, either the 

electron is inside a material and ∆  is very small, or the electron is in vacuum and ∆  is big but irrelevant. 
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3.3 Modeling of sample charging 

 The basis for sample charging is that the creation of a secondary electron deposits a positive charge, and 

stopping an electron deposits a negative charge. At room temperature, both positive holes and negative electrons would 

continue to move and also drift in local electric fields, but modeling the movements of individual holes and electrons 

with thermal energy is not practical. We implemented macroscopic models for induced conductivity, dielectric 

breakdown, and charge diffusion. We will ignore the charge diffusion model, since we did not use it for the simulations 

presented later, and don't have sufficient intuition of how to set its model parameters. The motivation, modeling and 

implementation of the other two models are described in the following sections. 

3.4 Induced conductivity 

 Slow electrons returning from the vacuum back to the sample tend to accumulate very close to the sample 

surface. The surface then tends to charge negatively and develop a dipole layer, at least in the simulation. It is not clear 

whether there are physical effects which could neutralize that dipole layer completely within a short time. One main 

charge redistribution effect is that the beam generates free holes and electrons, which locally turn isolators into 

conductors. This also counters that dipole layer formation, so it would be nice if this charge redistribution effect could be 

included in the simulation.  

 To avoid the complicated physics of electron and hole transport, recombination and trapping, as a first step, an 

established empirical quasi-static EB-induced conductivity model is attractive. The implemented model expresses the 

conductivity using the deposited energy per time 𝐷(𝑟, 𝑡) as 

 𝜎(𝑟, 𝑡) = 𝑘 ∙ 𝐷(𝑟, 𝑡)∆ (11) 

where we used 𝑘 = 10−  S/m(𝐺𝑦/ )∆ (EBIC constant) and ∆= 1.0 (EBIC exponent) for SiO2 in the simulation. This 

model assumes a slowly changing (quasi static) deposited energy per time. However, we use it (incorrectly) for the quick 

scanning and a finely resolved grid with very few electrons. Still, it allows studying the impact of this sort of charge 

redistribution effect, and how it reduces the undesired dipole layer near the sample surface. In Kotera et al. [21], this 

model is used correctly for a defocused (quasi static) beam with 𝑘 = 7.7 × 10− 8s∆/(Ω ∙ cm∙rad∆) and ∆= 0.89 for a 

red PMMA as given by Tanaka et al. [39]. To convert this to SI units, one has to multiply by 100 ∙ 100∆, giving 𝑘 =
4.6 ∙ 10−  S/m(𝐺𝑦/ )∆. 

3.5 Dielectric breakdown 

 Even with an empirical EB-induced conductivity model as described in the previous section, one can still 

sometimes observe unphysically huge electric field strengths. So it makes sense to include a dielectric breakdown model 

as fallback for those cases where the electric field strength grows huge. That can be caused by simulation artifacts like a 

missing physical effect, or it can be a real physical effect, for example if two conductors are separated by a very thin 

isolator layer. 

 Instead of modeling the detailed generation of electron-hole pairs in an avalanche breakdown event, it is 

assumed that an isolated material will become perfectly conducting locally at the places where the field strength exceeds 

the dielectric strength of the material. During a breakdown event, the region where an isolator becomes conducting can 

travel (or grow) through space, as long as the underlying charge distribution is not sufficiently neutralized. 

The model is implemented by setting the cells where the field strength currently exceeds a given threshold to perfectly 

conducting. Next, the field is computed again, the charges are redistributed accordingly, and then further perfectly 

conducting cells are added where the new field exceeds the threshold. This procedure is repeated until either the field no 

longer exceeds the threshold anywhere, or after the procedure was repeated a predefined number of times. The perfectly 

conducting region grows during the simulation of the breakdown event, but after it is finished, the previous material 

properties are used again, as if the breakdown would not have harmed the isolator at all. Hence it makes sense to 

remember any cell which temporarily got affected by breakdown (and the maximal field strength by which it got 

affected) for later inspection. 

Having a robust breakdown model as described above is convenient, since many simulations which would otherwise 

have failed completely, and still yield reasonable results which can be analysed for further understanding. It is unclear to 

which extent other simulators also rely on that convenience. Grella et al  [40] write: “Breakdown effects are taken into 

account by limiting the field in the sample.” and Shadman et al. [41] say about the same simulator: “Still, the amount of 
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charge that these currents deposit can potentially raise the electric field in a dielectric to induce a current. Makeshift 

conductivity models have been implemented to address the resulting redistribution of the embedded charge.” Even the 

Java source code of JMONSEL includes a breakdown model, which was the initial motivation to investigate this sort of 

model. 

4. RESULTS 

4.1 Effect of new scattering models – no-charge up scenarios  

 In Figure 2, the scattering clouds of the electrons were shown. The different form of the clouds will not only 

make a difference on the charge distribution profile in the material, but also on the emission, especially for topographic 

structures. Therefore, we first test the effect of improvements independent of charging models on a topographic surface. 

 We simulated 200 nm pitch patterns from RM 8820 samples which have been introduced by NIST as a test and 

calibration standard for scanning probe microscopy [42], [43]. Amorphous silicon lines are deposited on top of a silicon 

substrate. In Figure 7, the cross-section view of the simulated lines is given.   

 

Figure 7 – The cross-section view of RM 8820 samples used to simulate. Line width is 240 nm and the height is 100 nm. The 

spacing is 200 nm.  

 

 The experimental results are obtained from a publication [44]. Figure 8 shows a comparison of an experimental 

line scan with line scans simulated using the phenomenological models from the previous study and using the first 

principle models introduced in this study. It is assumed that the detection efficiency is best at the top of the silicon line. 

Hence, the signals were aligned such that the intensities there coincide. The agreement between the experiment and the 

first principle model simulation used in this study is clearly better than the simulation of the previous study.    

 

Figure 8 – SE signal from a Silicon line on top of a Silicon surface. 
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4.2 Effect of model improvements on SE emission  

 In theory, when the primary energy is in between the crossover energies E1 and E2 as shown in Figure 9, the total 

electron emission from the sample surface is more than the incident primary current (I/Ip > 1). Therefore, it is expected 

that a dielectric material gets positively charged. However, it is reported [7] that the positive charge-up process is self-

regulatory due to recollection of the electrons by the sample. Therefore, the total yield (SE + BSE) becomes ~1.        

 

Figure 9 – Surface potential of insulators during charging process.  

 

 The “nominal” SE yield from SiO2 is ~ 7 at 1 keV. We call it nominal because no charge-up is allowed. In a 

more realistic scenario, when scanning the primary beam across the sample, the expectation is that the SE-yield drops 

along the scan line due to the positive surface potential, i.e. a drop in the signal is observed. Therefore, we test the 

simulator to observe the described phenomenon. 

  The first two steps of a line scan on bulk material are shown in Figure 10. The scan area is 100 µm and the pixel 

size is 2.5 nm. The beam energy and size are 1 keV and 3 nm (FWHM), respectively. The dose is 250 µC/cm2 (100 

electrons per pixel) and the electric field is updated for every pixel with the AMG solver. The beam current is 100 pA. 

Breakdown module is enabled with threshold value of 50 MV/m. 

 Until the first computation of the electric field, the SiO2 sample stays neutral and all of the emitted electrons 

reach the detector above the sample (in Figure 10, left). After the field is computed from the charge distribution obtained 

from the previous scattering events (left inset Figure 10), electrons start to experience the positive potential at the surface 

and the electrons with energy less than the surface potential return to the sample (Figure 10, right, the inset shows the 

field and the returning electron trajectories). It is observed that the (maximum) potential increases (0 V, 3.726 V, 4.688 

V …) for the first couple of pixels and then saturates around ~10 V. The effect of the charging on the emission is shown 

in Figure 11a. As expected the total emission is high for a couple of pixels, then decreases and it  saturates after ~ 25 nm 

(10 pixels). The stable BSE emission indicates that the surface potential stays rather small which only affects the low 

energetic SEs.     
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Figure 10 – Charging simulation of a line scan: the initial two steps are depicted. In the beginning (left-big view), there is no 

field. Hence, the trajectories (red for high energy; blue for low energy electrons) are straight. After the scattering is 

completed, the electric field is calculated with the distributed charges in the material (the inset in the left figure, note that the 

scale is different from the big view image). The simulator uses the computed e-field to trace the electrons of the next beam 

position. Iso-lines indicate the presence of fields in the right figure (big-view). Similarly, the electric field is computed for the 

next beam in the linescan. As the SEs are recollected by the positive surface potential (the inset in the right figure), the signal 

drops. 

 When the charging dose is decreased to 25 µC/cm2 (10 electrons per pixel) to,the number of created charge 

carriers per voxel is less. Therefore, the magnitude of the local field becomes smaller than at higher dose and more 

electrons can reach the detector. In Figure 11b, the corresponding signal drop saturates after about 100 nm which causes 

a larger bright-to-dark transition area on the SEM image. The increased noise in the signal is due to shotnoise, being 

larger for a lower amount of electrons in the probe.  

 

Figure 11 – The effect of dose on emission: when dose is a) 250 µC/cm2; b) 25 µC/cm2.  

          

 The results show that the simulations are sensitive to parameters affecting the charge carrier density, such as the 

dose. This can lead different to results in measurements with dielectrics where contrast is playing a role.    

4.3 Effect of model improvements on the grating coupler simulations 

 In the previous study, the grating coupler is described in detail. In Figure 12 (left), a top-down view of the device 

is shown. The middle figure shows a zoomed-in image of the 2nd trench, and the right-hand figure shows the intensity 

profile across that trench. Note that, the scan direction is from left-to-right (fast-scan axis) and top-to-bottom (slow-scan 

axis). The topographic contrast is visible on the surrounding silicon structures and also on the oxide inside of the 

trenches. In addition, there is an extra contrast in the trenches along the fast-scan direction, which is asymmetric in the 

intensity profile. That is, the peak intensity along the x-axis is positioned left from the center of the trench. This can be 

explained as follows. The electron probe visits the left side of the oxide in the trench first and creates a positive surface 

a) b)
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potential. As it visits the next pixels of the scanline, the surface potential slightly accumulates and causes a drop of the 

signal for those pixels. The phenomenon qualitatively agrees with the theory described in section 4.2. 

. 

 

 
Figure 12 – Experiment: top-down view of the vertical lines. Left: grating coupler experiment at 4 keV; Middle: zoomed-in 

view to the 2nd trench; Right: integrated signal profile (10 pixel in y-axis) of the middle image.  

 

 When simulating these trenches, including charging, a similar effect (bright-to-dark contrast) is observed (see 

Figure 13. It does not yet show all the features shown in Figure 12, but it does show the asymmetry in the contrast across 

the trench, which could not be achieved in our previous work. In this simulation, the region of interest is about ~1.5 µm2 

(1.1 µm x 1.5 µm). The pixel size is 5 nm and the charging dose is 25 µC/cm2 (40 electrons per pixel). The simulation 

without charging took 4 hours 13 minutes on a typical quad-core laptop. The simulation with charging took 13 hours and 

50 minutes on a 64-core workstation, with Monte-Carlo parallelization, but without parallelization of the field solver.  

 
Figure 13 - Simulated trenches of the grating couplers. Left: image simulated without charging models; Right: image 

simulated with charging models. 

 
4.4 The Effect of the EBIC model 

 We show the impact of the charge redistribution model on Cu pads embedded in a thin SiO2 layer on top of a Si 

wafer. The pads 1, 2 and 4 are electrically floating (no contact to the underlying Si wafer), and pad number 3 is 

connected to the underlying Si wafer (Figure 14). 
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Figure 14 - Sketch of the geometry of the 4 copper pads: a) a top-down and b) a cross-section view. The green lines 

correspond to the imaging area. 

 
 In Figure 15, the effect on the simulated SEM images is shown when the charging model and/or EBIC model is 

switched on. When the charging model, and the EBID model too, is switched-off, copper contacts appears darker due to 

its lower SE yield relative to SiO2 at 0.75 keV in Figure 15b. Furthermore, the conductive pad (3) is indistinguishable 

from the others. When the charging model is switched on, but the EBIC model is off, the emission of the oxide gets 

lower due to the positive surface potential and the SE yield becomes comparable to the copper contacts (Figure 15c). Note 

that the conductive pad appears different than the other pads because conductivity allows it to conduct charge carriers to 

ground. The EBIC model leads to more realistic images of the contact pads and the surrounding insulating areas. When 

the EBIC model is switched-on, the oxide surrounding region of the conductive pad experiences induced conductivity 

and charge carriers are conducted to ground and no charging occurs. As a result, the oxide shows the nominal SE yield 

and becomes brighter than other features. 

 
Figure 15 - SEM image simulation of the copper pads, a), in Figure 14 when b) charging and EBIC are switched-off; c) 

charging is switched-on but EBIC model is off; d) both charging and EBIC models are switched on. Scale bars are 100 nm. 

The intensity profiles at d) are obtained from the level of the scale bars (25 nm) along the images. At 0.75 keV, positive 

charges on the surface retract secondary electrons and the signal intensity decreases. However, the electrically connected 

copper pad stays neutral and the surrounding area of the pad shows conduction due to EBIC and signal drop does not occur 

fully due to positive charging. 
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5. CONCLUSIONS

Model improvements for Monte-Carlo simulations were presented. These improvements include both low 

energy electron scattering and charging-up of dielectrics. First of all, we have included first principle scattering models 

to simulate electron-matter interactions in order to more precisely predict charge distributions in the material. The latter 

involves models which couple dynamically with the charge distribution, such as calculation of local fields, tracing of the 

electrons in the field and redistribution of the charges in the materials. For instance, the redistribution models, EBIC and 

dielectric breakdown, help to include induced conductivity in dielectric materials. 

Firstly, we have shown that including first principle scattering models, especially electron-phonon scattering, 

leads to a more realistic charge distribution inside the material. Although the generation and tracing of every electron in 

the field increases the computation time significantly, we tried to avoid simplifications/optimization of the scattering 

models. 

In an earlier study, the charge mobility was not allowed in the dielectrics. This was causing accumulation of 

unrealistically big potentials, causing beam deflections. Introducing redistribution of the charges helped to solve these 

artifacts. The models incorporate tracing of all the electrons with a higher accuracy in the electric field, enabling us to 

reproduce contrast changes due to the surface potential. This results in better yields and more realistic energy analysis of 

the emitted electrons. 

In addition, the EBIC model allowed simulation of induced conductivity effects where the presence of the beam 

increases the conductivity of the dielectric material, creating a conductive channel to neighboring conductive materials at 

ground potential.     

Future steps will include parallelization of the field solver, to speed up the simulations. Improvements in the 

modelling can be considered by including surface plasmons and trapping. More accurate material parameters will also 

increase accuracy. 
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