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Implications of Propeller-Wing Interactions on the Control of
Aerodynamic-Surface-Free Tilt-Rotor Quad-Planes

Noah Wechtler∗, Alessandro Mancinelli† and Ewoud J.J. Smeur‡

Delft University of Technology, 2629HS Delft, The Netherlands

Quad-planes are a type of vehicle which combine the hovering capability of quadcopters and
the forward flight efficiency of winged aircraft. Flight tests conducted on a dual-axis tilting-rotor
quad-plane, designed to fly without aerodynamic surfaces, observed that the quad-plane suffered
from insufficient roll authority during fast, forward flight. It was hypothesized that the propellers
located in front of the wing are less efficient in generating a rolling moment due to potential
propeller-wing interactions. Wind tunnel tests, performed at TU Delft’s Open Jet Facility,
confirmed a two- to fourfold reduction in roll moment generation from propellers mounted in
front of the wing at similar levels of tilt as their rear counterparts. To address the mismatch in
actuator effectiveness shown by the wind tunnel experiment, the effect of the propeller-wing
interactions was incorporated into the aero-propulsive model of the quad-plane by means of a
global polynomial, the structure of which was found using multivariate orthogonal function
modelling. This augmented aero-propulsive model was then integrated into the sequential
quadratic programming based control allocation algorithm used by the quad-plane. New flight
tests demonstrated that, by including the propeller-wing interactions in the control allocation,
the vehicle is capable of tracking a figure 8 maneuver without aerodynamic surfaces, and
without compromising tracking performance.

I. Introduction
Quad-planes are a novel type of vehicle which combine the hovering capability of quad-copters and the forward

flight efficiency of winged aircraft. Some quad-plane designs have separate rotors used for hovering and forward flight,
such as the vehicle designed by Wang [1]. Other designs removed the need for separate hovering and forward flight
propellers by incorporating tilting rotors. One such vehicle is the quad-plane developed by Mancinelli et al. shown in
Figure 1. This particular quad-plane features four dual-axis tilt-rotors, which theoretically allow the vehicle to control
all six degrees of freedom during hover, and five degrees of freedom during forward flight∗. This offers new possibilities
in the realm of disturbance rejection and dynamic maneuverability [2].

However, the dual-axis tilting rotors introduce additional complexity in terms of control system development and
aero-propulsive modelling. The complexities in controlling the vehicle arise from the nonlinear actuator effectiveness.
Mancinelli et al. proposed a Sequential Quadratic Programming (SQP) based algorithm which solves the Control
Allocation (CA) problem by evaluating the nonlinear equations of motion. This CA algorithm is used in a modified
Incremental Nonlinear Dynamic Inversion (INDI) control framework to effectively control the vehicle [3]. Particularly,
INDI controllers are robust to model uncertainties [4] and external disturbances [5].

On the other hand, the aero-propulsive modelling of quad-planes has remained rather basic in comparison, with
aerodynamic models often based on the classical small perturbation theory stability derivatives [2, 6]. In the case of the
dual-axis tilt-rotor quad-plane this rudimentary approach has resulted in a major shortcoming. Namely, flight tests
revealed that the quad-plane had insufficient roll authority during fast, forward flight. This was unexpected, as the drone
should have full control over this degree of freedom.

To carry out a roll maneuver, the control system chooses a suitable input based on its knowledge of the system
dynamics [3], which means that the aero-propulsive model must be able to predict the change in forces and moments
that occur from a change in rotor tilt-angle. However, this change in propeller elevation does not only affect the force
and moment production of the propellers through the introduction of a non-zero inflow angle, but it also affects the
angle at which the wake of the propellers meets the wing, which in turn affects the wing aerodynamics. Evidently, the

∗MSc. Student, Control and Simulation Department
†Ph.D. Candidate, Control and Simulation Department
‡Assistant Professor, Control and Simulation Department
∗Due to gimbal lock, the propellers are unable to provide a lateral acceleration when the tilting mechanism is in forward flight configuration.
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Figure 1 Dual-axis tilt-rotor quad-plane developed by Mancinelli et al. [2]. Photo courtesy of Nico Voß.

interactions between the different subsystems are quite complex and many of these effects are not yet taken into account
during the control allocation on the vehicle. This provides an obvious avenue of improvement and possible solution for
the lack of roll control in fast, forward flight.

Nevertheless, addition of these effects to the new aero-propulsive model cannot be too computationally complex as
it is used in the INDI controller, which has to maintain a certain minimum control frequency to keep the system stable
[7]. Furthermore, the drone can only carry a limited amount of computing hardware onboard, further limiting the set of
feasible modelling techniques.

Due to the tilt-rotor nature of the vehicle, it is important to choose a propeller model which has the ability to
predict propeller forces and moments when the propeller is operating at incidence. Theys et al. investigated how the
propeller forces and torques vary as a function of the inflow angle [8]. They found that propeller thrust increases with
the inflow angle. Rubin et al. attributed this to the fact that propellers act less like screws and more like rotating wings
when the flow is parallel to the blades [9]. Additionally, Theys found that neither Blade Element Momentum Theory
(BEMT) nor vortex lattice methods (VLM) accurately predicted the forces and torques across the entire range of inflow
angles. Despite not accurately predicting forces and moments across the entire range of inflow angles, both methods did
correctly identify the trends observed during the experiments. This sparked new developments such as the modified
BEMT model by Leng et al. which uses an inflow correction to more accurately predict the forces at incidence [10].
Nevertheless, BEMT models currently require too much computational time to be used in real-time control. This was
reinforced by the findings of Konuk and Landman, who tried to implement a modified BEMT model, but were unable to
achieve sufficient computation speed for real time simulation [11], which is yet another step away from onboard control.

Therefore, despite potentially having lower accuracy, models using simple explicit equations appear to be the only
viable option due to the real time computation constraint imposed by the control system. One such model was derived
by Gill et al. [12]. They derived an analytical BEMT model, which uses simplifications to bypass the need of finding
a solution to the force and torque equations iteratively [12]. Fernandez et al. recently compared various available
modelling approaches for propellers operating at incidence, and concluded that the model derived by Gill provided
accurate results and due to the low computational cost is quite suitable for real time control purposes [13]. In contrast,
Simmons et al. used system identification and blending functions to identify a globally valid propulsion model [14].
The main differences between the method of Simmons and the other proposed models is that Simmons lets the model
identify its own structure, whereas the other models are based on theoretical derivations. Using an approach similar to
Simmons is also promising, as it results in a simple set of polynomial equations which satisfy the computational and
continuity requirements imposed by the controller. However, the method of Simmons requires the determination of
parameters through wind tunnel testing. Although the method derived by Gill et al. does not strictly require wind tunnel
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data, using wind tunnel data to derive the model parameters leads to a more accurate model. This highlights a trend in
the current propeller literature, namely that low order models require experimental data to produce accurate results
throughout the entire range of inflow angles.

In contrast to propeller forces, the propeller-wing interactions of tilt-rotor vehicles are not as well documented,
yet this phenomenon has also captured the attention of some researchers recently. For example, Yang et al. showed
the slipstream curvature of a propeller at incidence from wind-tunnel experiments [15]. Additionally, they tried to
model the slipstream using computational fluid dynamics (CFD), but CFD is far too computationally expensive to be
used in real time simulation, let alone control. Meanwhile, most real time simulations use a momentum flow based
method due to their simplicity and computational efficiency [16]. However, these methods assume that the flow behind
the propeller is a cylinder without curvature, which is not applicable to the quad-plane as it neglects the fact that the
freestream flow is not aligned with the cylinder and will therefore deform it. Conway derived an analytical solution
from vortex theory, which can be used to determine the flow field behind a propeller [17]. This method of modelling
propeller-wing interactions was recently applied to a tilt-wing tandem VTOL by May et al., but this method has not yet
been experimentally validated for the particular application of tilt-rotor aircraft. Furthermore, the analytical vortex
solution does not take into account wake curvature, so it remains unclear whether this method will provide accurate
results when applied to a tilt-rotor configuration.

Lastly, Leng et al. describe a derivation based on vortex theory for an analytical model used to describe propeller-wing
interactions, taking into account the effect of wing blockage on the wake [18]. Unfortunately, the analytical part of this
model has not yet been extended to include the case of tilt-rotors. Clearly, there is a certain lack of propeller-wing
interaction models tailored specifically around tilt-rotor vehicles, especially in the domain of real time computation.

Consequently, the goal of this research is twofold: First, investigate the lack of control over the roll axis during
fast, forward flight by means of a wind tunnel campaign. Second, derive an extension to the stability derivative based
aerodynamic model, with special emphasis on the propeller-wing interactions. With the additional constraint that the
extension of the aerodynamic model must be compatible with the nonlinear CA algorithm and INDI controller used on
the quad-plane.

II. Method

A. Reference Frames and Equations of Motion
Consider the quad-plane and the earth, body and propeller reference frames as shown in Figure 2. All coordinate

systems are right-handed, of which the definitions are the following:
• Earth reference frame:

– Origin fixed to the surface of the Earth.
– 𝑥𝑒 positive in the direction of North.
– �̂�𝑒 positive in the direction of East.
– 𝑧𝑒 positive towards the center of the Earth.

• Body reference frame:
– Origin fixed to quad-plane Center of Gravity (C.G.)
– 𝑥𝑏 positive out of the nose of quad-plane.
– �̂�𝑏 positive out of the right wing.
– 𝑧𝑏 positive below the quad-plane.

• Propeller reference frame:
– Origin fixed to center of rotation of ith propeller
– 𝑥𝑖𝑝 positive pointing out of the nose of the quad-plane in hovering configuration.
– �̂�𝑖𝑝 positive pointing right in hovering configuration.
– 𝑧𝑖𝑝 aligned with the motor rotation axis, pointing in opposite direction of thrust.

Including the wind and control reference frames not shown in Figure 2:
• Wind reference frame:

– Origin fixed to quad-plane C.G.
– 𝑥𝑤 positive in the direction of the velocity vector of the quad-plane relative to the air.
– �̂�𝑤 perpendicular to 𝑥𝑤 and 𝑧𝑤 positive to the right.
– 𝑧𝑤 positive below the aircraft.

• Control reference frame:
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– Origin fixed to quad-plane C.G.
– 𝑥𝑐 positive out of the front of the quad-plane, running parallel with the surface of the Earth.
– �̂�𝑐 perpendicular to 𝑥𝑐 and 𝑧𝑐 positive to the right.
– 𝑧𝑐 positive towards the center of Earth.

Figure 2 Quad-plane earth, body, and propeller frames [3]. Propeller elevation and azimuth are denoted by 𝑏𝑖
and 𝑔𝑖 respectively, starting with the first index in the front left and increasing clockwise. Note that the front left

and rear right propellers spin counterclockwise, and the front right and rear left propellers spin clockwise.

The set of equations which govern the dynamics of the quad-plane can be expressed as:
where 𝑒 ¥𝑃 are the linear accelerations expressed in the Earth frame and 𝑏 ¤𝜔 are the angular accelerations expressed

in the body frame. 𝑚 and 𝐼𝑏 are the mass and moment of inertia of the vehicle, respectively. ∑ 𝑒𝑭 and ∑ 𝑏𝑴 are the
sum of all forces and moments applied to the quad-plane, expressed in the earth and body frame, respectively. For
simplicity, only the aerodynamic and propulsive forces and moments are considered:{∑ 𝑒𝑭 = 𝑒𝑭𝑝 + 𝑒𝑭𝑎∑ 𝑏𝑴 = 𝑏𝑴𝑎 + 𝑏𝑴𝑝 ,

(1)

where the subscripts 𝑎 and 𝑝 refer to aerodynamic and propulsive effects, respectively. Aerodynamic forces are
often calculated in the wind reference frame to simplify the resulting expressions. To transform the aerodynamic forces
to the desired earth reference frame, an intermediate rotation to the body frame is first taken:

𝑏𝑅𝑤 =


𝑐𝛼𝑐𝛽 −𝑐𝛼𝑠𝛽 −𝑠𝛼
𝑠𝛽 𝑐𝛽 0

𝑠𝛼𝑐𝛽 −𝑠𝛼𝑠𝛽 𝑐𝛼

 , (2)

where 𝑐 and 𝑠 are abbreviations of the 𝑠𝑖𝑛 and 𝑐𝑜𝑠 functions and 𝛼 and 𝛽 denote the angle of attack and angle of
sideslip, respectively. Subsequently, the rotation from body to the earth reference frame can be achieved using:
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𝑒𝑅𝑏 =


𝑐𝜃𝑐𝜓 −𝑐𝜙𝑠𝜓 + 𝑠𝜙𝑠𝜃𝑐𝜓 𝑠𝜙𝑠𝜓 + 𝑐𝜙𝑠𝜃𝑐𝜓

𝑐𝜃 𝑠𝜓 𝑐𝜙𝑐𝜓 + 𝑠𝜙𝑠𝜃 𝑠𝜓 −𝑠𝜙𝑐𝜓 + 𝑐𝜙𝑠𝜃 𝑠𝜓

−𝑠𝜃 𝑠𝜙𝑐𝜃 𝑐𝜙𝑐𝜃

 , (3)

where 𝜃 is the pitch angle, 𝜙 the roll angle and 𝜓 the yaw angle of the vehicle.
Similarly, the propulsive forces are usually calculated in the propeller reference frame. In this case, as the propellers

are not fixed in alignment with the body, the forces and moments produced by the propellers are first converted to the
body frame:

𝑏𝑅𝑖
𝑝 =


𝑐𝑏𝑖 0 𝑠𝑏𝑖

𝑠𝑔𝑖 𝑠𝑏𝑖 𝑐𝑔𝑖 −𝑠𝑔𝑖 𝑐𝑏𝑖

−𝑐𝑔𝑖 𝑠𝑏𝑖 𝑠𝑔𝑖 𝑐𝑔𝑖 𝑐𝑏𝑖

 , (4)

where 𝑏𝑖 and 𝑔𝑖 are the elevation and azimuth angle of the ith propeller respectively as denoted in Figure 2. The
tilting mechanism’s range of motion in elevation can be seen in Figure 3, with the tilt-angle in hover and forward flight
denoted by 𝑏hover and 𝑏flight. Additionally, the mechanism can achieve a ±45 degree rotation side-to-side.

Figure 3 Elevation range of motion of the tilting mechanism, including hover and forward flight datums.

Lastly, the control allocation algorithm evaluates the linear accelerations in the control reference frame. The rotation
from body to control reference frame is defined by:

𝑐𝑅𝑏 =


𝑐𝜃 𝑠𝜙𝑠𝜃 𝑐𝜙𝑠𝜃

0 𝑐𝜙 −𝑠𝜙
−𝑠𝜃 𝑠𝜙𝑐𝜃 𝑐𝜙𝑐𝜃

 . (5)

B. Aerodynamic Model
As mentioned in the introduction, the aerodynamic forces are calculated using stability derivatives:

𝑒𝑭𝑎 = 𝑒𝑅𝑏
𝑏𝑅𝑤

1
2
𝜌𝑉2𝑆


𝐶𝐷0 + 𝑘𝐶𝑑

(
𝐶𝐿0 + 𝐶𝐿𝛼

𝛼
)2

𝐶𝑌𝛽 𝛽

𝐶𝐿0 + 𝐶𝐿𝛼
𝛼

 . (6)
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Where, in addition to the aerodynamic coefficients, the air density is given by 𝜌, the airspeed by 𝑉 and the wing
surface area by 𝑆.

Similarly, the aerodynamic moments expressed in the body frame are calculated using:

𝑏𝑴𝑎 =
1
2
𝜌𝑉2𝑆


𝑏

(
𝐶𝑙0 + 𝐶𝑙𝛽 𝛽 + 𝑏

2𝑉

(
𝐶𝑙𝑝 𝑝 + 𝐶𝑙𝑟 𝑟

))
𝑐
(
𝐶𝑚0 + 𝐶𝑚𝛼

𝛼
)

𝑏2

2𝑉

(
𝐶𝑛𝑝

𝑝 + 𝐶𝑛𝑟 𝑟

)
 , (7)

where 𝑝, 𝑞 and 𝑟 are the roll, pitch and yaw rates. Additionally, the wingspan is represented by 𝑏 and the mean
aerodynamic chord by 𝑐.

None of the propeller-wing interaction models mentioned in the introduction generalized well to the tilt-rotor
quad-plane, as they all neglect the case in which the rotors are able to tilt. This led to the adoption of a global error
correction polynomial. This polynomial will be used to correct the dimensionless roll moment coefficient for the
propeller-wing interactions. The reason behind using polynomials lies in the fact that they are simple to implement and
troubleshoot, but any other approximation method could also be used.

For now, it is assumed that the roll moment correction is a function of the propeller rotational velocity Ω, the
airspeed 𝑉 and the propeller elevation angle 𝑏:

Δ𝐶𝑀𝑥 = 𝑓 (Ω1-4, 𝑉, 𝑏1-4) , (8)

which can be modelled by subtracting the roll moment coefficient generated by the wingless quad-plane from the
roll moment coefficient generated by the regular quad-plane:

Δ𝐶𝑀𝑥 (Ω1-4, 𝑉, 𝑏1-4) = 𝐶𝑀𝑥wing − 𝐶𝑀𝑥wingless . (9)

Finally, the error correction term can be added in straightforward fashion to Equation 7:

𝑏𝑴𝑎,new = 𝑏𝑴𝑎 +
1
2
𝜌𝑉2𝑆


𝑏Δ𝐶𝑀𝑥

0
0

 . (10)

This process can easily be generalized to the other moment components as outlined in section IV.

C. Propulsive Model
The 5-component propeller model derived by Gill et al. [12] was implemented to replace the static thrust model

used previously. This model maps the propeller forces and moments to the propeller rotational speed Ω, airspeed 𝑉 and
inflow angle 𝑖𝑝 by assuming a specific blade geometry and treating the aerodynamics of the propeller blades as linear.

The aerodynamic properties of the propeller airfoil are described by 𝑐𝑙0 , 𝑐𝑙𝑎 , 𝑐𝑑0 , 𝑐𝑑𝑎 , 𝑐𝑚0 and 𝑐𝑚𝑎
. 𝛿 represents the

fraction of the propeller blade which is not useful, 𝜃𝑡𝑖 𝑝 is the propeller pitch angle at the tip and 𝑐𝑡𝑖 𝑝 is the propeller tip
chord.

First, the propeller radius 𝑅, rotational speed of the propeller, airspeed, and inflow angle are related to the climb
ratio 𝜆𝑐 and advance ratio 𝜇:

𝜆𝑐 =
𝑉 cos

(
𝑖𝑝

)
Ω𝑅

(11)

𝜇 =
𝑉 sin

(
𝑖𝑝

)
Ω𝑅

(12)

Additionally, the propeller model depends on the solidity ratio 𝜎:

𝜎 =
𝑁𝑏𝑐𝑡𝑖 𝑝

𝜋𝑅
, (13)

and the induced inflow 𝜆𝑖:

6

D
ow

nl
oa

de
d 

by
 T

ec
hn

is
ch

e 
U

ni
ve

rs
ite

it 
D

el
ft

 o
n 

Ja
nu

ar
y 

7,
 2

02
5 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
02

5-
21

29
 



(14)
𝜆𝑖 (𝜆𝑐, 𝜇) =

1
8

(
−4𝜆𝑐 + 𝑐𝑙,𝑎𝜎 (𝛿 − 1) +

(
16𝜆2

𝑐 + 8𝑐𝑙,𝑎 (𝛿 − 1)𝜆𝑐𝜎

+
1
𝛿

(𝛿 − 1)𝜎
(
−8𝑐𝑙,0𝛿 (1 + 𝛿) + 𝑐𝑙,𝑎

(
𝑐𝑙,𝑎 (𝛿 − 1) 𝛿𝜎 − 8

(
2𝛿 + 𝜇2

)
𝜃𝑡𝑖 𝑝

))
− 8𝑐𝑙,0𝜇2𝜎 ln (𝛿)

) 1
2
)

,

which can be summed with the climb ratio 𝜆𝑐 to obtain the total inflow 𝜆:

𝜆 = 𝜆𝑐 + 𝜆𝑖 . (15)

The propeller thrust and drag coefficients are then computed as functions of the total inflow, and advance ratio and
the propeller blade parameters:

𝐶𝐹𝑇 (𝜆, 𝜇) =
𝜎

2𝛿

(
(1 − 𝛿)

(
𝑐𝑙,0𝛿 (1 + 𝛿) − 2𝑐𝑙,𝑎𝛿

(
𝜆 − 𝜃𝑡𝑖 𝑝

)
+ 𝑐𝑙,𝑎𝜇

2𝜃𝑡𝑖 𝑝

)
− 𝑐𝑙,0𝛿𝜇

2 ln (𝛿)
)

, (16)

𝐶𝐹𝑋 (𝜆, 𝜇) =
𝜇𝜎

2𝛿
(
(1 − 𝛿)

(
2𝑐𝑑,0𝛿 + 𝜃𝑡𝑖 𝑝

( (
𝑐𝑙,𝑎 − 2𝑐𝑑,𝑎

)
𝜆 + 2𝑐𝑑,𝑎𝜃𝑡𝑖 𝑝

) )
− 𝑐𝑙,0𝛿𝜆 ln (𝛿)

)
. (17)

Similarly, the roll, pitch, and yaw moment coefficients are computed:

𝐶𝑀𝑅 (𝜆, 𝜇) =
1
2
(1 − 𝛿) 𝜎𝜇

(
𝑐𝑙,0 (𝛿 + 1) − 𝑐𝑙,𝑎

(
𝛿 − 2𝜃𝑡𝑖 𝑝

) )
(18)

𝐶𝑀𝑃 (𝜆, 𝜇) =
𝑐𝑡𝑖 𝑝

2𝛿𝑅
𝜎𝜇

(
𝑐𝑚,𝑎 (𝛿 − 1)

(
𝛿 − 2𝜃𝑡𝑖 𝑝

)
− 2𝑐𝑚,0𝛿 ln (𝛿)

)
(19)

(20)

𝐶𝑀𝑄 (𝜆, 𝜇) =
1
6

(1 − 𝛿)𝜎
©«2𝑐𝑑,0

(
1 + 𝛿 + 𝛿2

)
+ 3𝑐𝑙,0 (𝛿 + 1)𝜆 + 6

(
𝑐𝑑,𝑎

(
𝜆 − 𝜃𝑡𝑖 𝑝

)
− 𝑐𝑙,𝑎𝜆

) (
𝜆 − 𝜃𝑡𝑖 𝑝

)
+

3𝜇2
(
𝑐𝑑,0𝛿 + 𝑐𝑑,𝑎𝜃

2
𝑡𝑖 𝑝

)
𝛿

ª®®¬
The propeller forces and moments, as defined in Figure 4, are expressed as functions of the aforementioned force

and moment coefficients: 

𝐹𝑇

𝐹𝑥

𝑀𝑄

𝑀𝑅

𝑀𝑃


=



𝐶𝐹𝑇 (𝜆, 𝜇) 1
2 𝜌𝑅

2 (Ω𝑅)2

𝐶𝐹𝑋 (𝜆, 𝜇) 1
2 𝜌𝑅

2 (Ω𝑅)2

𝐶𝑀𝑄 (𝜆, 𝜇) 1
2 𝜌𝑅

3 (Ω𝑅)2

𝐶𝑀𝑅 (𝜆, 𝜇) 1
2 𝜌𝑅

3 (Ω𝑅)2

𝐶𝑀𝑃 (𝜆, 𝜇) 1
2 𝜌𝑅

3 (Ω𝑅)2


. (21)

The resulting equations are computationally efficient due to their explicit nature. Nevertheless, the model accuracy
heavily relies upon a set of nine parameters:[

𝑐𝑙0 𝑐𝑙𝑎 𝑐𝑑0 𝑐𝑑𝑎 𝑐𝑚0 𝑐𝑚𝑎
𝛿 𝜃𝑡𝑖 𝑝 𝑐𝑡𝑖 𝑝

]
.

Gill proposed two methods to estimate these parameters. The first method, which is considered more accurate,
consists of fitting the parameters to wind tunnel data using nonlinear optimization. As this method requires dedicated
wind tunnel time, it was instead decided to go with the second method.

The second method assumes certain values based on observations made by Gill et al. during the making of their
paper, which reduces the optimization problem into two separate root finding problems. This root finding problem only
requires the static thrust and moment coefficient of the propellers, which had already been determined during initial
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developments of the drone. A root finding algorithm is then used to determine the two remaining parameters, consisting
of 𝑐𝑙𝑎 and 𝑐𝑑𝑎 .

Figure 4 Counter-clockwise rotating propeller force and moment definitions [12]. For a clockwise rotating
propeller, the direction of assumed positive 𝑀𝑄 and 𝑀𝑃 are inverted.

The forces and moments computed by the propeller model are expressed in the propeller reference frame and need
to be converted to the Earth reference frame:

𝑒𝑭𝑝 =
4∑︁
𝑖=1

𝑒𝑅𝑖
𝑏

𝑏𝑅𝑖
𝑝


− 𝑝𝐹𝑖

𝑥

0
− 𝑝𝐹𝑖

𝑇

 . (22)

Likewise, the propeller moments expressed in the body frame can be computed:

𝑏𝑀𝑝 =
4∑︁
𝑖=1

©«

𝑙𝑖𝑥

𝑙𝑖𝑦

𝑙𝑖𝑧

 ×
(
𝑏𝑅𝑖

𝑝𝐹
𝑖
𝑝

)
+ 𝑏𝑅𝑖

𝑝


(−1)𝑖 𝑀 𝑖

𝑅

𝑀 𝑖
𝑃

(−1)𝑖+1 𝑀 𝑖
𝑄


ª®®¬ , (23)

where 𝑙𝑖 represents the distance between center of gravity and the ith propeller reference frame.

D. Computation of the Inflow Angle
As discussed in the previous section, part of the propeller model relies on the inflow angle 𝑖𝑝 . The inflow angle is a

function of propeller orientation and airspeed vector, and it can be determined using the definition of the angle between
two vectors:

cos
(
𝑖𝑖𝑝

)
=

𝑽 · − 𝑏𝒛𝑖𝑝

∥𝑽∥
− 𝑏𝒛𝑖𝑝

 , (24)

sin
(
𝑖𝑖𝑝

)
=

𝑽 × − 𝑏𝒛𝑖𝑝

∥𝑽∥
− 𝑏𝒛𝑖𝑝

 · 𝑏 �̂�𝑖𝑝 . (25)

Multiplying with 𝑏 �̂�𝑖𝑝 in Equation 25 is necessary to distinguish between positive and negative elevation angles.
Note that cos

(
𝑖𝑝

)
and sin

(
𝑖𝑝

)
are used directly by the propeller model, making it unnecessary to invert the expressions

to obtain 𝑖𝑝 itself.
However, these definitions are only valid for non-zero airspeed. Luckily, the outcome of the propeller model does

not depend on the inflow angle when the airspeed is zero. Therefore, 𝑖𝑝 can be assumed zero when the airspeed is zero.
Alternatively, it is possible to leverage certain implementations of the arctan2 function to bypass the need for special
treatment when the airspeed is zero. The definition of the inflow angle then becomes:

𝑖𝑖𝑝 = arctan2
((
𝑽 × − 𝑏𝒛𝑖𝑝

)
· 𝑏 �̂�𝑖𝑝 , 𝑽 · − 𝑏𝒛𝑖𝑝

)
. (26)
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The sideslip angle can be discarded in the calculation of the inflow angle to further simplify the equations used in
the real time control allocation:

𝑖𝑖𝑝 = 𝑏𝑖 +
𝜋

2
+ 𝛼, (27)

where the 𝜋
2 offset is necessary, as the elevation angle and inflow angle are offset by 90 degrees due to the definition

of 𝑏𝑖 given in Figure 3.

E. Wind Tunnel Experiment
A wind tunnel test was carried out to identify the Δ𝐶𝑀𝑥

term used to model the roll moment generated due to
propeller-wing interactions. This wind tunnel experiment was performed in TU Delft’s Open Jet Facility.

The experiment contains four independent variables: airspeed, propeller rotational speed, front propeller elevation
and rear propeller elevation. To reduce the number of test cases, and because the vehicle is symmetric, only the right side
rotors were tilted. Additionally, propellers were all spun at the same RPM during each of the test cases. Furthermore,
the setup was fixed at an angle of attack of six degrees, regardless of the velocity, as this is a representative angle of
attack for the tested flight regime.

Figure 5 shows the test setup, including body and sensor reference frames.

SxSy

Sz

By

Bz

Bx

Figure 5 Wind tunnel experiment setup of the quad-plane, with sensor and body frames shown. Note that the
drone is mounted upside down.

During testing, the wind tunnel velocity was varied between 9 and 15 meters per second in steps of three meters per
second. The rotational velocity of the propellers was varied between 600 and 1000 radians per second. Cases in which
the rotors could not produce more thrust than to overcome the drag caused by the quad-plane were discarded from the
experiment to save time. The front and rear propellers were deflected from -120 to +20 degrees in increments of 10
degrees. Refer to Figure 2 and Figure 3 for a definition of these tilt angles. Unfortunately, the propeller elevation range
had to be reduced to [-120, -60] degrees, when rotational velocities were equal to or exceeded 900 radians per second.
This was done to limit the heat produced by the motors, as prolonged testing would eventually lead to a weakening of
the Polylactic Acid (PLA) motor mount. An overview of the experiment matrix can be found in Table 1.

This experiment matrix was run twice, once with the complete drone and once without the wing, as shown in
Figure 5 and Figure 6, respectively.

As mentioned previously, all propellers were spun at the same RPM. Consequently, it will not be possible to derive a
model containing both front and rear propeller RPM as input. However, it is assumed that the front propellers dominate
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Table 1 Range of propeller elevation angles tested during the wind tunnel experiment given certain wind tunnel
and rotor speed combinations. Propeller elevation angles were varied in ten degree increments, and cases which

were not tested are labelled N.T.

600 [rad/s] 700 [rad/s] 800 [rad/s] 900 [rad/s] 1000 [rad/s]

9 [m/s] [-120, 20] [-120, 20] [-120, 20] [-120, -60] [-120, -60]
12 [m/s] N.T. N.T. [-120, 20] [-120. -60] [-120, -60]
15 [m/s] N.T. N.T. N.T. [-120, -60] [-120. -60]

Figure 6 Wind tunnel experiment setup of the quad-plane skeleton.

the propeller-wing interactions, which is supported by subsection III.B. As such, it is unnecessary to include the RPM
of the rear propeller in the derivation of the model. Additionally, only the right side propellers were tilted. Therefore,
Equation 9 will be computed in two parts. First, the roll moment error coefficient as a function of right side propeller tilt
(𝑏2, 𝑏3) and front right propeller rotational speed (Ω2) is computed:

Δ𝐶𝑀𝑥𝑟 (Ω2, 𝑉, 𝑏2, 𝑏3) = 𝐶𝑀𝑥wing − 𝐶𝑀𝑥wingless . (28)

Then, the roll moment error coefficient as function of left side propeller tilt (𝑏1, 𝑏4) and front left propeller rotational
speed (Ω1) is computed using the same function and simply inverting the sign:

Δ𝐶𝑀𝑥𝑙 = −Δ𝐶𝑀𝑥𝑟 (Ω1, 𝑉, 𝑏1, 𝑏4) . (29)

Both terms can then be added to give rise to the final term used in Equation 9:

Δ𝐶𝑀𝑥 = Δ𝐶𝑀𝑥𝑟 + Δ𝐶𝑀𝑥𝑙 . (30)

F. Multivariate Orthogonal Function Modelling
To find suitable expressions for the error correction term Δ𝐶𝑀𝑥 , multivariate orthogonal function (MOF) modelling

was employed. MOF modelling was chosen over regular polynomial fitting, due to MOF’s ability to easily determine
which terms are most relevant in modelling the response [19]. This is important due to the computational requirements
imposed by the controller, to prevent overfitting, and to reduce the time spent searching for important terms. The
QR-decomposition based method of generating orthogonal functions, described by Morelli et al. [20], will be outlined
in this paper. Alternatively, the Gram-Schmidt procedure has also been used to generate orthogonal functions [19].

The first step is to settle on a set of suitable candidate modelling functions. Subsequently, the regular least squares
problem is solved for all candidate modelling functions:

𝒛 = 𝑿𝚯 + 𝜖 , (31)
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where 𝒛 is the N dimensional system response, 𝚯 the M dimensional vector of unknown parameters, 𝑿 the 𝑁 × 𝑀

dimensional matrix of candidate modelling functions and 𝝐 the N dimensional vector of equation errors.
The unknown parameter vector 𝚯 can be estimated by minimizing the least squares cost function:

𝐽 (𝚯) =
1
2
(𝒛 − 𝑿𝚯)𝑇 (𝒛 − 𝑿𝚯) , (32)

which has the solution:

�̂� =
(
𝑿𝑇𝑿

)−1
𝑿𝒛𝑇 . (33)

Conventionally, the output of the regular least squares model is computed using:

�̂� = 𝑿�̂�. (34)

However, the goal is to find a smaller subset of basis functions to model the error correction term. Therefore, the
vector of modelling functions 𝑿 can be orthogonalized using a QR decomposition:

𝑿 = 𝑸𝑹, (35)

where 𝑸 has the same dimensions as the matrix of modelling functions 𝑿 and 𝑹 is a square upper triangular matrix.
The general form of a MOF model is equal to that of the least squares model given in Equation 31. However, the

matrix of modelling functions, 𝑿, is now replaced with the orthonormal matrix 𝑸 obtained from QR decomposition:

𝒛 = 𝑸𝒂 + 𝝐 , (36)

where 𝒂 is the unknown vector of orthogonal parameters.
The jth term of the unknown vector of orthogonal parameters, �̂� 𝑗 , is computed using the jth column of the orthonormal

matrix 𝑸:

�̂� 𝑗 = 𝒒𝑇𝑗 𝒛. (37)

To determine which terms will be discarded, two metrics will be considered. First, the orthonormal modelling
functions are chosen to minimize the Predicted Squared Error (PSE) [20]:

𝑃𝑆𝐸 =
1
𝑁

(
𝒛𝑇 𝒛 −

𝑛∑︁
𝑗=1

(
𝒒𝑇𝑗 𝒛

)2
)

+ 𝜎2
𝑚𝑎𝑥

𝑛

𝑁
, (38)

where 𝑛 is the number of considered candidate functions, and the maximum model fit error variance 𝜎2
𝑚𝑎𝑥 can be

estimated using [20]:

𝜎2
𝑚𝑎𝑥 = 25�̂�2 = 25

(𝒛 − �̂�)𝑇 (𝒛 − �̂�)
𝑁 − 𝑛

. (39)

The first term in Equation 38 is also referred to as the mean squared fit error (MSFE), whereas the second term is an
overfit penalty, which is proportional to the number of chosen modelling functions. The PSE function has one global
minimum, because the MSFE term decreases with each addition of a new function, whereas the overfit penalty increases
with each addition of a new function [19]. The PSE criterion can further be reduced to:(

𝒒𝑇𝑗 𝒛
)2

> 𝜎2
𝑚𝑎𝑥 , (40)

because 𝒛𝑇 𝒛, 𝜎2
𝑚𝑎𝑥 and 𝑁 solely depend on the dependent variable data [20].

Additionally, the orthogonal modelling functions are chosen such that they have a meaningful contribution to
modelling the variation around the mean. This is done by computing the Δ𝑅2 achieved through addition of each new
function. The Δ𝑅2 is computed using:

Δ𝑅2
𝑚𝑖𝑛 ≤

(
𝒒𝑇
𝑗
𝒛
)2(

𝒛𝑇 𝒛 − 𝑁 𝒛
) , (41)
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where a Δ𝑅2
𝑚𝑖𝑛

cut-off of 0.005 was chosen [20].
Furthermore, due to the procedural nature of the orthogonalization algorithm, the order in which functions are

introduced can greatly change the number of terms which are selected [21]. Since each orthogonal function depends on
the previous function to form a basis, non-significant terms which appear before the final significant term must also be
kept.

The least squares cost function for the orthogonal functions is given by:

𝐽 ( �̂�) =
1
2

(
𝒛𝑇 𝒛 −

𝑛∑︁
𝑗=1

(
𝒒𝑇𝑗 𝒛

)2
)

, (42)

where only
(
𝒒𝑇
𝑗
𝒛
)2

is dependent on the chosen functions. Therefore, to reduce the dependence on the order of terms,

terms should be sorted by their contribution to
(
𝒒𝑇
𝑗
𝒛
)2

and they should be introduced in that order. All orthogonal
functions which satisfy both the PSE and the Δ𝑅2 requirement are then chosen as the basis for the polynomial model.
Finally, to obtain a physically meaningful polynomial, the ordinary least squares procedure is repeated, this time
containing only the subset of 𝑚 selected terms:

�̂� = 𝑿𝑚�̂�𝑚. (43)

G. Controller Implementation of the New Aero-Propulsive Model
The quad-plane controller is based on an Incremental Nonlinear Dynamic Inversion (INDI) framework, wherein the

nonlinear dynamic inversion is achieved through a Sequential Quadratic Programming (SQP) algorithm [3]. The cost
function used in the nonlinear optimization is given by:

𝐶 (𝒖) = ∥𝑊𝜈 ( 𝑓 (𝑥, 𝑢) − 𝜈)∥2 +
𝛾 1

2𝑊𝑢 (𝑢 − 𝑢𝑑)
2

, (44)

where 𝑓 (𝑥, 𝑢) are the nonlinear equations of motion of the vehicle expressed in the control reference frame, 𝜈 are
the desired global accelerations, and 𝑢 are the actuator inputs. The remaining terms are weights used to fine tune the
solution.

As this scheme makes use of the nonlinear vehicle dynamics to find the solution to the CA problem, it is possible to
integrate the derived aerodynamic model into the control allocation algorithm, provided that it does not increase the
computational requirements beyond a certain threshold.

Upon implementing the new aero-propulsive model into the nonlinear controller, it was noticed that the CA algorithm
prioritized tilting the rotors over increasing the angle of attack in some climb and straight flight conditions. Due to the
model’s dependence on airspeed and inflow angle, and the inclusion of the RPM in the cost function, the minimization
of the cost function would result in a condition where the propellers were tilted excessively. The reason being that
propellers generate larger forces at increasing inflow angles, given that RPM is kept constant. Therefore, the nonlinear
program would converge to a solution which tilts the propellers to reduce the RPM. To solve this issue, the secondary
objective term related to RPM was replaced by the motor power, as it is also a function of the inflow angle:

𝑃𝑖
𝑚𝑜𝑡𝑜𝑟 = 𝑀 𝑖

𝑄

(
𝑖𝑖𝑝 ,Ω

𝑖 , 𝑉

)
Ω𝑖 , (45)

where 𝑀𝑄 is the magnitude of the propeller yaw moment as given by Equation 20. The motor power was then
normalized to keep the magnitude similar to other terms used in the optimization, effectively limiting the range to:

0 ≤ 𝑃𝑠 ≤ 2. (46)

The change in the secondary objective of Equation 44 is reflected by:𝛾 1
2𝑊Ω (Ω −Ω𝑑)

2
→

𝛾 1
2𝑊𝑃 (𝑃𝑠 − 𝑃𝑑)

2
, (47)

where 𝑊𝑃 is a new weight related to the power.
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III. Results

A. Polynomial Fit of Experimental Data
First, a set of basis functions was chosen, which were used to fit the wind tunnel data:[

𝑉𝑠 Ω𝐹,𝑠 sin (𝑏𝐹) cos (𝑏𝐹) sin (𝑏𝑅) cos (𝑏𝑅)
]

, (48)

where the subscripts 𝐹 and 𝑅 refer to the front and rear propellers respectively. The airspeed and propeller rotational
velocity were scaled such that they stay within the range [0, 2]. Although there is no certain upper bound for the
airspeed, it was assumed to be fifteen meters per second for this quad-plane. The rotational speed of the rotors are
limited by the system to 1000 radians per second. The subscript 𝑠 will be used whenever scaled values are used.

Then, both the data pertaining to the wing and wingless configuration were fit to a global fourth order polynomial.
The full fourth order polynomial with six variables, including cross terms and a bias term, consists of 210 terms.
However, the order of individual variables was limited to two to resolve issues with diverging polynomials, reducing the
number of possible terms to 168. Table 2 shows the Root-Mean-Square Error (RMSE) of the polynomial fit, as well as
the 𝑅2 value. Additionally, the number of terms used in the MOF shortened polynomial are shown. Both shortened, and
full polynomials show good agreement with the experiment data, with high 𝑅2 values above 0.97 in all cases. Most
importantly, the RMSE of the roll moment coefficient (𝐶𝑀𝑥

) is small, as the experiment was tailored around finding the
influence of tilt on the roll moment.

Table 2 Comparison of the full and shortened fourth order polynomial fit of wing experimental data.

RMSE full 𝑅2 full RMSE short 𝑅2 short 𝑛𝑡𝑒𝑟𝑚𝑠

𝐶𝑀𝑥
0.000939 0.998 0.00313 0.983 6

𝐶𝑀𝑦
0.00876 0.999 0.0392 0.977 9

𝐶𝑀𝑧
0.00118 0.997 0.00357 0.975 10

Similarly, the polynomials related to the wingless configuration show good agreement with the experimental data,
with high 𝑅2 values and low RMSE as shown in Table 3.

Table 3 Comparison of the full and shortened fourth order polynomial fit of skeleton experimental data.

RMSE full 𝑅2 full RMSE short 𝑅2 short 𝑛𝑡𝑒𝑟𝑚𝑠

𝐶𝑀𝑥
0.000817 0.999 0.00317 0.989 6

𝐶𝑀𝑦
0.00647 0.999 0.0391 0.974 10

𝐶𝑀𝑧
0.00107 0.998 0.00453 0.972 10

Since the error term is a function of the wing and wingless polynomial, it is possible to obtain the coefficients exactly,
as both polynomials can be subtracted from each other. This means that the resulting error terms have similar accuracy.

B. Roll Moment Investigation
The six terms which model the shortened roll moment coefficient polynomial for tilting the right side propellers are:

(49)Δ𝐶𝑀𝑥𝑟 = 𝑐1Ω2𝑠 cos (𝑏2) + 𝑐2Ω2𝑠 sin (𝑏3) cos (𝑏2)2 + 𝑐3𝑉
2
𝑠Ω2𝑠 cos (𝑏2)

+ 𝑐4Ω2𝑠 sin (𝑏2) cos (𝑏3)2 + 𝑐5Ω2𝑠 sin (𝑏3) cos (𝑏3)2 + 𝑐6Ω
2
2𝑠 cos (𝑏2) ,

with the coefficients given in Table 4.
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Table 4 Shortened roll moment coefficients for tilting right side propellers.

Coeff. 𝑐1 𝑐2 𝑐3 𝑐4 𝑐5 𝑐6

Value 0.012 -0.0040 -0.021 0.0045 -0.0065 0.0075

Note that there was no sensitivity analysis carried out with respect to choosing suitable PSE and Δ𝑅2
𝑚𝑖𝑛

values.
The roll moment can be plotted as a function of airspeed, propeller rotational speed and propeller elevation angle.

Figure 7 shows the experimental data in a slow flight condition of nine meters per second, where the propellers are
spinning at 600 radians per second. Clearly, using the front propellers to generate a rolling moment is inefficient when
the wing is mounted. On the other hand, the presence of the wing has a negligible effect on the roll moment generation
of the rear propellers.

The same holds true if the propeller rotational speed is increased to 1000 radians per second, as shown in Figure 8.
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Figure 7 Rolling moment as a function of right side
front (𝑏2) and rear (𝑏3) propeller elevation, Ω = 600

rad/s and V = 9 m/s. Zero degrees elevation
corresponds to the hover configuration, and -90 to

forward flight.
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Figure 8 Rolling moment as a function of right side
front (𝑏2) and rear (𝑏3) propeller elevation, Ω = 1000

rad/s and V = 9 m/s. Zero degrees elevation
corresponds to the hover configuration, and -90 to

forward flight.
The effect becomes slightly less pronounced at a higher airspeed of fifteen meters per second. Nevertheless, the rear

propellers are still at least twice as effective in generating a roll moment as shown in Figure 9.
It is likely that the front propellers induce a downwash on the wing, which in turn reduces the lift produced by the

wing section located behind the propellers. The local reduction in lift generates a roll moment which opposes the moment
generated by front propellers, effectively reducing the total roll moment. This confirms the existence of non-negligible
propeller-wing interactions, which result in an inaccurate estimation of the front rotor actuator effectiveness.

C. Determination of Propeller model parameters
As the propellers were not independently tested during the wind tunnel campaign, the propeller model parameters

were obtained through the second method described by Gill et al. [12]. This method requires that the propeller was
previously tested on a static test bed to determine the static thrust 𝐶𝑇 and torque 𝐶𝑄 coefficients. Where the static
propeller model is given by:

𝑇 = 𝐶𝑇Ω
2, 𝑄 = 𝐶𝑄Ω

2. (50)

The drone is using T-motor carbon fiber 10x5.5 propellers with a static thrust coefficient of 0.95 · 10−5[𝑘𝑔 · 𝑚] and
a static moment coefficient of 1.31 · 10−7[𝑘𝑔 · 𝑚2], obtained from static propeller testing. Additionally, the propeller tip
chord was measured to be eleven millimeters, and the pitch at the propeller tip can be obtained using [12]:
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Figure 9 Rolling moment as a function of right side front (𝑏2) and rear (𝑏3) propeller elevation, Ω = 1000 rad/s
and V = 15 m/s. Zero degrees elevation corresponds to the hover configuration, and -90 to forward flight.

𝜃𝑡𝑖 𝑝 =
1.25𝑃
2𝜋𝑅

, (51)

where 𝑃 and 𝑅 are the propeller pitch and radius, respectively. Furthermore, as there is no information present on
the propeller airfoil, Gill recommends the usage of standard values for the following aerodynamic properties: the lift
coefficient at zero angle of attack 𝑐𝑙0 , the moment coefficient at zero angle of attack 𝑐𝑚0 and the moment coefficient
derivative with respect to alpha 𝑐𝑚𝑎

should all be assumed equal to 0. The drag coefficient at zero angle of attack 𝑐𝑑0 , is
set to 0.05. Finally, 𝛿 is assumed to be equal to 0.2. This reduces the problem to two separate root finding problems to
determine the propeller 𝑐𝑙𝑎 and 𝑐𝑑𝑎 :

find 𝑐𝑙𝑎s.t. 𝐹𝑇
(
Ω, 𝑉 = 0, 𝑖𝑝 = 0

)
= 𝐶𝑇Ω

2, (52)

find 𝑐𝑑𝑎s.t. 𝑀𝑄

(
Ω, 𝑉 = 0, 𝑖𝑝 = 0

)
= 𝐶𝑄Ω

2. (53)

The parameters obtained through the static propeller model and root finding are shown in Table 5.

Table 5 Propeller model parameters obtained using static propeller thrust and moment coefficient.

𝐶𝑙0 𝐶𝑙𝑎 𝐶𝑑0 𝐶𝑑𝑎 𝐶𝑚0 𝐶𝑚𝑎
𝛿 𝜃𝑡𝑖 𝑝 𝑐𝑡𝑖 𝑝

0.0 3.42 0.05 0.32 0 0 0.2 0.22 0.011

D. Force-Torque comparison between Simulation and Wind tunnel Experiment
The aero-propulsive models including and excluding the roll moment correction were tested against the wind tunnel

data, to ensure that adding the difference polynomials and propeller model had a positive effect on model accuracy.
Table 6 shows the RMSE and error distributions of the new and old model in relation to the wind tunnel test data.
Besides the vertical force, 𝐹𝑧 , all forces and moments saw an improvement in the RMSE value. 𝐹𝑥 saw an extreme
improvement due to the new propeller model. Most importantly, the RMSE, mean and standard deviation of the error in
𝑀𝑥 improved with the addition of the polynomials. It is expected that the roll behavior of the vehicle will improve due
to the reduction of error in 𝑀𝑥 .
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Table 6 RMSE, and error distributions of the original model using pure stability derivatives and a static
propeller model, and the new aero-propulsive model including Δ𝑀𝑥 and Gill’s propeller model [12] with respect

to wind tunnel data. 𝜇 is the mean error and 𝜎 is the standard deviation.

Case Δ𝑀𝑥 and Gill prop Pure stability derivs.
RMSE 𝜇 𝜎 RMSE 𝜇 𝜎

𝐹𝑥 [N] 2.6 0.80 2.4 10 9.6 4.3
𝐹𝑧 [N] 4.1 -3.4 2.3 3.3 -2.4 2.3
𝑀𝑥 [Nm] 0.31 -0.13 0.28 0.70 -0.31 0.63
𝑀𝑦 [Nm] 0.77 0.44 0.64 0.91 0.37 0.84
𝑀𝑧 [Nm] 0.36 -0.090 0.35 0.51 0.44 0.26

Similar to subsection III.B, further discussion of the simulation will be limited to the roll moment, as it is the
primary focus of this study.

To show the effect of all the additions made to the aero-propulsive model, a comparison can be made between the
wind tunnel data, the original aero-propulsive model which does not take into account Δ𝑀𝑥 , and the new aero-propulsive
model which does takes into account Δ𝑀𝑥 . By taking the wind tunnel data as a ground truth, the accuracy of the models
can be determined. Instead of directly using the wind tunnel data, the 168 term unshortened polynomial approximation
described in subsection III.A was used as the ground truth to generate the contour plots in Figures 10-15. The rationale
behind this decision was the need for perfectly spaced samples in the Matlab plotting functions.

Figure 10 shows the roll moment as a function of 𝑏2 and 𝑏3 at an airspeed of nine meters per second. Clearly, the
inclusion of the error correction polynomial and the new propeller model resulted in a closer fit to the wind tunnel data.
Additionally, the greater effectiveness of the rear rotors (𝑏3) in producing a roll moment is captured by the inclusion of
Δ𝑀𝑥 .

Nonetheless, there are still has some considerable errors, as shown in Figure 11. The worst mismatch between wind
tunnel data and the new model occurs when the inflow angle of the front and rear rotors are larger than ninety degrees.
This is expected, as the propellers experience inflow from behind the propeller disk in this region, which likely has a
highly nonlinear effect on their performance. Despite this shortcoming, there is still a much larger low error region
compared to purely using stability derivatives.
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Figure 10 Comparison between experimental data,
new aero-propulsive model and old model at V=9m/s

and Ω = 600 rad/s.
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Figure 11 New and old aero-propulsive model error
at V=9m/s and Ω = 600 rad/s.

Figure 12 shows the case in which the drone is flying at nine meters per second and the propellers are operating at
maximum power. While the errors in the new model are still smaller than those of the original model, it is clear that
even the model including Δ𝑀𝑥 fails to capture some nonlinearity exhibited by the experimental data. As the experiment
data looks very predictable, it is possible that a polynomial which includes a few extra terms is capable of modelling this
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region more accurately.
Once again, the regions of largest errors lie at the edges of the domain, as shown in Figure 13. Due to the limitations

experienced during the wind tunnel test as mentioned in subsection II.E, only a small region of the total tilt mechanism
envelope was covered for high RPM operations. Based on the experience with Figure 11, it is reasonable to assume that
the error will only grow in the region beyond in which data was gathered. Therefore, it is likely that the difference
polynomials misrepresent reality for high RPM and large elevation angles given the current data.
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Figure 12 Comparison between experimental data,
new aero-propulsive model and old model at V=9m/s

and Ω = 1000 rad/s.
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Figure 13 New and old aero-propulsive model error
at V=9m/s and Ω = 1000 rad/s.

Figure 14 considers the case in which the drone is flying at fifteen meters per second and the motors are operating at
1000 radians per second. The outcome is similar as before, the model fails to capture some of the nonlinearity. However,
compared to the previous case, the error grows much quicker in the direction of rear propeller elevation (𝑏3) as shown in
Figure 15.
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Figure 14 Comparison between experimental data,
new aero-propulsive model and old model at V=15m/s

and Ω = 1000 rad/s.
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Figure 15 New and old aero-propulsive model error
at V=15m/s and Ω = 1000 rad/s.

Overall, the global roll error correction polynomial reduces the difference between simulated and measured roll
moments. Yet, in some cases the error remains substantial and due to the higher order nature of the polynomials the
error might grow even faster outside the bounds in which wind tunnel testing was conducted.
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E. Flight Test Analysis
The goal of the flight tests is to prove if the quad-plane can fly in common conditions without the use of aerodynamic

surfaces. Three test flights were conducted. First a flight which included the roll moment correction polynomial and the
propeller model developed by Gill et al. [12], however the drone was not allowed to use the ailerons. The second flight
used the same controller, but the drone was allowed to use the ailerons. Finally, the same track was flown with the
original model containing neither the error correction polynomials nor Gill’s propeller model. The quad-plane was also
allowed to use the ailerons during the last flight.

All flight tests followed the same circuit, consisting of four waypoints to form a lemniscate (also known as a figure 8
trajectory), as shown in Figure 19. Additionally, the drone had to track a constant airspeed of fifteen meters per second.
The flight using the roll moment corrections without the ailerons shows some oscillations around the reference trajectory,
mostly in the segment p1-p2. However, it should be noted that there was wind on the day of testing, reaching up to eight
meters per second. The quad-plane experienced cross winds in segment p1-p2. An estimate of the forward component of
the wind can be seen in Figure 16. Taking the wind into consideration, the quad-plane tracked the lemniscate adequately.

#Mx and Gill prop model,
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Pure stability derivatives,
ailerons enabled

0

1

2

3

4

5

6

7

8

F
or

w
ar

d 
co

m
po

ne
nt

 o
f w

in
d 

[m
/s

]

Figure 16 Absolute value of estimated wind speeds during each of the test flights.

1. Flight Path and Attitude Tracking
Through visual inspection of the flight path, it was already noted in the previous section that the flight not using

ailerons showed some additional oscillations. To further compare the accuracy with which the drone tracks the circuit, a
comparison between desired and actual XY-accelerations in the control reference frame can be made. Figure 17 shows
very similar XY-acceleration tracking for all models using ailerons. However, when the drone is not using ailerons, a
slight increase in lateral acceleration error is observed. This is visible at 4 and 16 seconds into the lemniscate trajectory,
respectively. The flight in which no ailerons were used had the highest tracking error, as observed in Table 7.
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Figure 17 X- and Y-acceleration tracking of all models for one round of the lemniscate trajectory.

In addition to the linear acceleration, it is important to assess the attitude tracking of the drone with the model
additions. Figure 18 shows the roll and pitch angle data collected throughout the flight tests. At a first glance, pitch
angle tracking is similar between all models. This is further confirmed by the RMSE given in Table 7. More importantly,
the worst roll angle tracking was observed in the case of no ailerons. This should be expected as the propellers are
fully responsible for roll actions making them subject to saturation, whereas previously roll was fully delegated to the
ailerons. The topic of actuator saturation will be further discussed in subsubsection III.E.2. Additionally, at 53 seconds,
a sharp change in reference roll angle is observed. This happens as a result of experiencing a (near) negative angle of
attack during a turn. This is an issue with the angle of attack estimation and should be investigated. If this artifact is
removed, the RMSE across the flight test would decrease to 9.9 degrees, which would put it on par with the original
model using ailerons. It should also be noted that the new model performed significantly better in tracking the roll angle
when allowed to use ailerons, as shown in Table 7.
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Figure 18 Roll and pitch angle tracking during lemniscate trajectory for all models.

On average, the quad-plane flew slower than the desired fifteen meters per second, regardless of the model used in
control. The new model tracked airspeed slightly better, with a mean airspeed of 14.4 meters per second in both cases,
and the original configuration with an average of 14.2 meters per second. Though, the RMSE are almost equal as shown
in Table 7. The measured airspeed, wind speed and ground speed can be seen in Figure 20.

Table 7 Flight path and attitude tracking RMSE during lemniscate trajectory.

Incl. Δ𝑀𝑥 ailerons disabled Incl. Δ𝑀𝑥 ailerons enabled Original

X-acc [m/s2] 1.38 1.10 1.15
Y-acc [m/s2] 1.44 0.75 0.96
𝜃 [deg] 1.8 1.8 1.4
𝜙 [deg] 12.7 6.5 10.3
V [m/s] 1.0 0.9 1.1

2. Actuator Commands
Intuitively, not using the ailerons requires more frequent deflections of the propellers, which can be seen in Figure 21.

Compared to the other test flights, the propellers were deflected to a much higher degree, even leading to some saturation.
This saturation is most noticeable at four seconds into the flight, and aligns with a worsening of the lateral acceleration
tracking, as mentioned in the previous section.

Besides the short spike at 37 seconds, the elevation of the propellers remains much more limited in both cases where
the quad-plane is allowed to use the ailerons. Additionally, the changes to the cost function mentioned in subsection II.G
appear to lead to a more independent tilting of the rotors compared to the original.

No significant differences were observed in the desired motor speed commands given during the different flights, as
shown in Figure 22. There are a few fluctuations in the commanded motor speed towards the end of the lemniscate
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Figure 19 Flown path comparison of different models for one round of the lemniscate trajectory.

when the use of ailerons is prohibited, the reason of which is the issue with the angle of attack estimation mentioned in
the previous section.

3. Impact on Computational Time
Finally, the impact of the error correction polynomials and more complex propeller model on the computational

requirements of the control allocation algorithm can be assessed. To preface this discussion, it should be mentioned that
the control allocation onboard the drone is performed in C, however the cost function is first derived in Matlab and
subsequently converted to C code using the Matlab Coder† library. The process in which the cost function is derived was
improved, resulting in fewer repeated computations in the new model. However, this optimization was not implemented
for the original model, making a direct comparison unfair. The addition of equations to the model certainly contributes
extra terms to the cost function, which means that in a fair environment, computation cost would also be increased.

In all cases the constraints imposed on the control allocation were equal, namely a time limit of 0.005 seconds,
maximum number of cost function evaluations of 1000 and a maximum number of iterations of 200. Where an iteration
occurs when the solver chooses a new point to evaluate. Table 8 gives an overview of the controller performance during
the test flight. It is obvious that the time constraint is the dominant factor in terminating the optimization. Only in the
case where no ailerons were used did the control allocation manage to have a slightly higher average frequency than the
absolute minimum of 200 Hertz. It also had the largest amount of iterations and function evaluations. A more direct
comparison can be made between the original model and the case in which the new model is allowed to use ailerons,
as both are limited by the time constraint. On average, the original model achieved 6.0% more function evaluations.
Although the new model computes slower than the original when ailerons are activated, the penalty in performance is
not significant enough to hinder control of the quad-plane.

Table 8 Controller statistics

Incl. Δ𝑀𝑥 ailerons disabled Incl. Δ𝑀𝑥 ailerons enabled Original

Mean freq. [Hz] 208 200 200
Mean func. evals 200 167 177
Mean iterations 95 79 88

†https://mathworks.com/products/matlab-coder.html
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Figure 20 Airspeed tracking during lemniscate trajectory for all models.
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Figure 21 Propeller elevation states during lemniscate trajectory for all models. With 𝑏1 being the front left
propeller, 𝑏2 the front right, 𝑏3 the rear right and 𝑏4 the rear left propeller.
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Figure 22 Motor speed states during lemniscate trajectory for all models.

IV. Conclusions
This paper highlights the importance of characterizing the propeller-wing interactions in vehicles using tilting

rotors as the sole means of control. In the case of the dual-axis tilting rotor quad-plane designed by Mancinelli et al.,
wind tunnel testing showed that the propeller-wing interactions caused the front rotors to generate a two to four times
weaker roll moment compared to an equal tilt of the rear rotors. The control allocation algorithm was not aware of this,
preventing the drone from performing certain maneuvers in its aerodynamic-surface-free configuration.

By including the propeller-wing interactions in the new aero-propulsive model, the drone was able to track a figure 8
maneuver without ailerons. A small decrease in lateral acceleration and roll angle tracking accuracy was observed when
compared to the flights using ailerons, but this decrease in accuracy was not significant enough to hinder operations.
However, saturation of the tilt mechanism was observed, which could be a concern in certain circumstances, such as
heavy gusts.

Propeller-wing interactions were approximated by a global polynomial obtained through multivariate orthogonal
function (MOF) modelling. Although the global error-correction polynomials fulfilled their intended purpose of granting
the drone the ability to fly without the use of ailerons, they still lack in accuracy due to their global nature. A sensitivity
analysis with respect to Predicted Squared Error (PSE) and Δ𝑅2

𝑚𝑖𝑛
cut-off values could still be carried out to find a

better trade-off between accuracy and number of polynomial terms. Lastly, it was difficult to obtain a set of polynomials
which extrapolated well over the entire flight envelope and actuator space, as the wind tunnel experiment only covered
flight between nine and fifteen meters per second.

Future research efforts could be directed at investigating the influence of the relative position between the wing and
front rotors to minimize or even benefit from the effect of the propeller-wing interactions.

Appendix: Generalization of Error Correction Polynomials
Similarly to the roll moment coefficient, the pitch, and yaw correction coefficients can be expressed as functions of

Ω, 𝑉 and the propeller elevation:
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Δ𝐶𝑀𝑥

Δ𝐶𝑀𝑦

Δ𝐶𝑀𝑧

 = 𝑓 (Ω1-2, 𝑉, 𝑏1-4) . (54)

These coefficients are then related to the moment coefficients using the following expression:
Δ𝑀𝑥

Δ𝑀𝑦

Δ𝑀𝑧

 =


1
2 𝜌𝑉

2𝑆𝑏Δ𝐶𝑀𝑥

1
2 𝜌𝑉

2𝑆𝑐Δ𝐶𝑀𝑦

1
2 𝜌𝑉

2𝑆𝑏Δ𝐶𝑀𝑧

 , (55)

where 𝑐 is the mean aerodynamic chord. The moment coefficients due to a tilt of the right hand side propellers
are once again obtained by subtracting the moment measurements of the wingless quad-plane from the moment
measurements of the full quad-plane:

Δ𝐶𝑀𝑥 (Ω1-4, 𝑉, 𝑏1-4)
Δ𝐶𝑀𝑦 (Ω1-4, 𝑉, 𝑏1-4)
Δ𝐶𝑀𝑧 (Ω1-4, 𝑉, 𝑏1-4)

 =


𝐶𝑀𝑥wing − 𝐶𝑀𝑥wingless

𝐶𝑀𝑦wing − 𝐶𝑀𝑦wingless

𝐶𝑀𝑧wing − 𝐶𝑀𝑧wingless

 , (56)

which can be incorporated into the moment equations as follows:

𝑏𝑴𝑎,new = 𝑏𝑴𝑎 +
1
2
𝜌𝑉2𝑆


𝑏Δ𝐶𝑀𝑥

𝑐Δ𝐶𝑀𝑦

𝑏Δ𝐶𝑀𝑧

 . (57)

The pitch and yaw tracking was already sufficient prior to adding the error correction coefficients and including
them would consume unnecessary computational resources, hence they were excluded from the controller. The pitch
and yaw coefficients were however included in simulation, but did not significantly increase the accuracy of the model,
as shown in Table 6.
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