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Summary
In this research OpenFOAM is used to model and determine the complex hydrodynamic behaviour of
a Homogeneous low-crested structure (HLCS) consisting of cubipod artificial concrete elements. The
validated model is used to gain insight in the design sensitivities of a two dimensional cross sectional
layout to reduce sea wall overtopping.

HLCS and Low-crested structure (LCS) in general dissipate energy from the incoming wave field by
wave breaking over the crest of the structure and porous flow through the structure. By energy dissi-
pation milder wave conditions are created inside the basin between the HLCS and the sea wall. Milder
wave conditions result in reduced hydrodynamic loads on the sea wall and reduced flood risk. How-
ever not only the milder wave conditions determine the amount of sea wall overtopping. Additionally
wave-induced water level set-up and basin hydrodynamics (i.e. seiching and resonance) contribute to
the amount of overtopping. The relative importance of these different hydrodynamic interactions on
sea wall overtopping depend on the main geometrical layout parameters of the system. The main geo-
metrical layout parameters that are analysed in this research are the crest height of the HLCS (𝑅፜), the
crest width of the HLCS (𝐵) and the basin length between the HLCS and the sea wall (𝐿፩፨፨፥). These
geometrical layout parameters can be used by the engineer to steer the hydrodynamic behaviour to-
wards the most cost effective design to reduce sea wall overtopping. However, due to the complexity of
physical processes involved and their interactions, theoretical analysis is cumbersome. Therefore ad-
vanced OpenFOAM Computational Fluid Dynamics (CFD) simulations are performed in this research.
These simulations are used to capture the complex hydrodynamics and gain more insight in the design
sensitivities of these types of hydrodynamic systems.

A coupled numerical model using both OceanWave3D and OpenFOAM has been set-up in this re-
search. Model dimensions are based on conducted physical model experiments to assess the amount
of wave transmission over HLCS as described in J. Medina et al. (2019). No raw data was available
from these physical model experiments. Therefore the wave flume hydrodynamics (i.e. irregular wave
characteristics) have been calibrated using a grid resolution study. In this study also simulations with
varying courant numbers have been performed. Both extracted statistical wave parameters of the cou-
pled model and a standalone OceanWave3D model have been compared. Additionally the separate
output of OceanWave3D and OpenFOAM within the coupled model have been compared. Grid con-
vergence has been found for increasing OpenFOAM grid resolution. The measured mean overtopping
discharges from the OpenFOAM model are validated against Eurotop 2018 prediction guidelines. The
grid which showed the most accurate results in comparison to the required computational time has
been selected for the remainder of the study. This OpenFOAM grid is characterized a grid resolution
of Δ፱,፬፰፥ =Δ፲,፬፰፥ =𝐻፬/10.

In order to assess the hydrodynamic behaviour related to wave transmission for HLCS, the van
Gent (1995) parameterization of the extended Darcy Forchheimer equation has been used to model
the amount of flow resistance that is exerted on the flow by the HLCS. Based on the differences be-
tween conventional rubble mound low-crested structures and HLCS a detailed analysis on the input
parameters of the van Gent (1995) parameterization (i.e. the 𝐷፧኿ኺ , 𝐾𝐶, 𝑛፩ and the closure coefficients
𝛼 and 𝛽) has been conducted. Large porosity gradients are found near the boundaries of the artifi-
cial cubipod elements. This effect has been implemented in the numerical model using two numerical
layers with different porosity values resulting from the derived porosity distribution for artificial cubipod
concrete elements. Additionally the effect of numerical outer layer schematization has been addressed.
Both numerical additions only show to have minor effect on the modelled wave transmission behaviour
(i.e. < 2% on 𝐾፭). The closure coefficients 𝛼 and 𝛽 have been calibrated and validated based on the
conducted physical model experiments J. Medina et al. (2019). Additionally a sensitivity analysis is
included which can be used for the calibration of different artificial concrete elements. The best agree-
ment between the modelled transmission coefficient and the experimental transmission coefficient is
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vi Summary

found for 𝛼 = 500 and 𝛽 = 1.0.

A parametric study is performed using the validated OpenFOAMmodel including the HLCS and sea
wall to describe the complex hydrodynamic interactions within the hydrodynamic system and assess
the design sensitivities. For this parametric study multiple simulations on 6 parallel processors were
performed with a duration of 500 waves. Each simulation took approximately 48 hours to complete.

The most important findings and implications of the parametric study are in summary:

• Wave transmission is found to be the dominant over the water level set-up, seiching and reso-
nance inside the basin for the overtopping assessment of varying crest height and crest width
of the HLCS. The most striking result for wave transmission over HLCS is that HLCS shows a
constant trend in wave transmission for emergent structures (i.e. 𝑅፜ > 0). A further increase of
crest height does not result in reduced wave transmission, contrary to conventional rubble mound
LCS where a further reduction is observed.

• Furthermore a large dependency is found for varying basin length. The propagation of broken
waves (i.e. hydraulic bores) due to wave breaking over the crest of the HLCS result in a significant
increase inmean overtopping discharge. It is observed that these hydraulic bores die out for larger
basin length. Additionally low-frequency wave motion (i.e. seiching and resonance) is observed
for varying basin length. However this effect is smaller compared to the dissipating bores.

• For all varying geometrical parameters a decay in the form of an exponential function of the
mean overtopping discharge is found for increasing parameter value. The most influence on the
overtopping reduction is found for varying crest height of the HLCS.

• By comparing the estimated overtopping discharge using the Eurotop guidelines solely based on
the amount of wave transmission and the obtained overtopping discharge from the OpenFOAM
model a mean underestimation of 69% is found by only using the transmission coefficient for the
assessment of the amount of mean overtopping discharge. This concludes that the water level
set-up cannot be neglected for overtopping assessments. Furthermore the use of advanced CFD
modelling (e.g. using OpenFOAM) or physical modelling is of added value for the assessment
of the amount of overtopping for these complex hydrodynamic systems due to the influence of
dissipating bores, seiching and resonance inside the basin.

The ability of OpenFOAM to gain insight and to study the interactions for complex hydrodynamic
systems has been demonstrated. Moreover design sensitivities of the hydrodynamic system under con-
sideration are presented. These results can be used during early design stages for the assessment
of the most cost effective design for these types of hydrodynamic systems. Additionally the sensitiv-
ity of the geometrical layout parameters can be used by the engineer to make targeted adjustments.
Furthermore for comparable hydraulic boundary conditions (i.e. the same order of 𝐻፬, 𝐻፬/ℎ, ℎ/𝐿፩) and
the use of low-crested structures (i.e. 𝑅፜/𝐻፬,። ≈ 0) this OpenFOAM model can be used during design
stages without further calibration.
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1
Introduction

1.1. Context and background
Densely populated coastal areas around the world are commonly protected by vertical sea walls. Sea
walls can withstand highly energetic wave environments, only need limited construction space and are
good to use for recreation, leisure and sight seeing. However climate change causes a combination
of rising sea levels and increasing intensity of storms. This results in severe problems to the exist-
ing coastal infrastructure and increases flood risk of the hinterland as more waves are able to overtop
existing coastal structures. The increase in wave overtopping events leads to increasing risk of inun-
dation of the hinterland. Inundation leads to possible high amounts of life and economic losses and
should therefore be prevented. Flood risk reduction can be achieved by either increasing the strength
of existing coastal infrastructure or reducing the direct hydrodynamic load on the structure (i.e. waves
and water levels) (van den Bos & Verhagen, 2018). Nowadays the use of low-crested structures such
as detached breakwaters and artificial reef structures become very common for coastal protection and
hydrodynamic load reduction, sometimes also in combination with an artificial sand nourishment (Pi-
larczyk, 2003). A typical combination of a sea wall protected by a artificial reef, which is closely related
to a HLCS is presented in figure 1.1. The assessment of the hydrodynamic behaviour and amount of
overtopping reduction related to the geometrical layout of such a system is however a complex task.
The hydrodynamic system that is created is dominated by wave transmission, wave-induced water level
set-up and basin hydrodynamics related to reflecting wave energy (i.e. seiching and resonance). The
magnitude of these various hydrodynamic interactions are again influenced by the main geometrical
layout parameters of the system.

Figure 1.1: A typical combination of a sea wall protected by a LCS. Adopted from (Pilarczyk, 2003)

1



2 1. Introduction

1.1.1. Homogeneous low-crested structures
Low-crested structures modify the wave conditions but also allow for significant wave overtopping due
to their crest being around the SWL. These structures can be both emergent and submerged depend-
ing on the site specific tidal ranges and water level set-up during storm surges (Ciria et al., 2007). Like
other detached coastal structures (e.g. coast parallel breakwaters and artificial reefs), these struc-
tures interact with the incoming waves and reduce transmitted energy to the lee side of the structure
through energy dissipation (e.g. through wave breaking and porous resistance) and energy reflection.
Detached LCS have the advantage of enhanced water circulation, reduced visual impact (e.g. for aes-
thetic purposes), increased biodiversity and lower material costs compared to an emergent detached
structure (Ciria et al., 2007). A typical cross-section of a detached LCS with corresponding geometrical
and hydraulic parameters is presented in figure 2.3.

Homogeneous low-crested structures (HLCS) are a typical form of low-crested structures made of
stable pre-cast concrete elements without a core. In the absence of suitable (armour) quarry stone or
in case of heavy design conditions, the only suitable alternative is the use of artificial concrete elements
for these types of detached LCS. Additionally the advantages of HLCS consisting of stable pre-cast
concrete elements compared to a conventional rubble mound LCS are the reduced environmental
impact, the clean construction phase, the easy dismantling and re-use and increased biodiversity of
marine life around the structure (J. Medina et al., 2019). Due to the porous structure of the elements
a wide range of different light intensities between the individual elements is accommodated which
enhances their value as multi-purpose green infrastructure according to (Odériz et al., 2018).

1.1.2. Numerical modelling of coastal structures
For the past decades, generally the initial design of complex hydrodynamic systems is made using
(semi-) empirical prediction formulas for governing isolated wave structure interactions. However theo-
retical analysis is cumbersome due to the complexity of the physical processes that play a role in these
hydrodynamic systems. Therefore physical or numerical modelling or a combination of both is neces-
sary to define site-specific interactions between the wave climate and the HLCS and iterate towards a
final design. Nowadays it is of great interest to use advanced CFD models based on the Navier Stokes
equations during the design iteration phase. The use of CFD models results in achievement of most
cost-effective optimization and quicker iteration during the design phases, especially since computer
processing power is increasing.

In order to investigate the hydrodynamic behaviour of complex hydrodynamic coastal protection
systems, detailed CFD modelling using the CFD package OpenFOAM can give very useful insights. It
can help to assess design sensitivities in the geometrical layout of the system to optimise overtopping
reduction (i.e. structural parameters and location of the HLCS). OpenFOAM is an advanced open-
source CFD code based on the Reynolds Averaged Navier-Stokes (RANS) equations which combined
with the waves2Foam toolbox shows great potential for the use of coastal engineering applications
due to its ability to model complex hydrodynamics in and around coastal structures (i.e. wave breaking
and porous flow). It has already been used to validate several types of permeable coastal structures,
for which the reader is referred to the work of (Higuera et al., 2014a,b; Jacobsen et al., 2018, 2017,
2015; Jensen et al., 2014; Molines et al., 2019) and more. The ability of OpenFOAM to help during the
different design phases is large but still more experience should be gained in the use of OpenFOAM
to model all types of coastal structures and provide validated results.

1.2. Problem description
The construction of HLCS in front of a sea wall is one possible solution to reduce flood risk and stim-
ulate the coastal environment by boosting marine life in the coastal region. However the prediction
of overtopping reduction by the construction of a HLCS in front of a sea wall is not a straightforward
task. There are empirical design guidelines for wave transmission over conventional rubble mound
LCS, water level set-up behind conventional rubble mound LCS and overtopping discharges over sea
walls. However, due to the complexity of the system, the use of separate design guidelines altogether
cannot capture the complex behaviour of the hydrodynamic system. Also the geometrical layout starts
to play a role which will influence the interactions itself and their mutual interactions. To understand
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the complex hydrodynamics of this system and to be able to make design recommendations for the
optimisation of overtopping reduction, physical- or numerical modelling is required. Due to the large po-
tential of OpenFOAM for these types of complex hydrodynamic coastal engineering applications within
the coastal engineering community and the availability of this CFD code at Van Oord this numerical
model is utilized for this research. However in contrary to conventional rubble mound structures no
validated porous media resistance parameters exist for the use of large artificial concrete elements in
OpenFOAM.

1.3. Research objective and questions
It is the aim of this research to shed light on the use of detached HLCS consisting of cubipod artificial
concrete elements in OpenFOAM by analysing the implementation of such structures in OpenFOAM
and addressing the porousmedia resistance coefficients for the use of large artificial concrete elements.
Furthermore the ability to model HLCS in OpenFOAM assists in the main objective of this thesis; to
describe and quantify the effect of the most important 2D geometrical layout parameters on the hy-
drodynamics to asses the design sensitivities of such hydrodynamic systems (i.e. using a detached
homogeneous low-crested structure) to reduce sea wall overtopping. All of this can be summarized in
the following research objective:

”To verify and demonstrate the ability of OpenFOAM to capture the hydrodynamic interactions of
HLCS consisting of cubipod artificial concrete elements and gain insight in the design sensitivities to
optimise the two dimensional cross sectional layout using a HLCS to reduce sea wall overtopping.”

Based on this research objective the following research questions are formulated:

1. What type of relevant hydrodynamic interactions play a role in a system using a HLCS consisting
of cubipod artificial concrete elements and what are the main geometrical layout parameters that
can be adjusted within this system to reduce sea wall overtopping?

2. How can OpenFOAM be used to model the hydrodynamic behaviour of HLCS related to wave
transmission?

3. What are the design sensitivities in the cross-sectional layout of a hydrodynamic system using a
HLCS consisting of cubipod artificial concrete elements to reduce sea wall overtopping and how
can they be optimised?

1.4. Research methodology
In this section the research methodology is presented that has been followed to structurally answer the
research question. The considered steps of the research methodology are represented by the chapters
of the thesis which concludes the thesis outline as presented in figure 1.2.

• Chapter 1 presents a general introduction to the context of the research itself, the use of HLCS,
numerical modelling of coastal structures and the research objective and questions.

• In chapter 2 a literature study is provided where knowledge is obtained regarding properties and
structural parameters of HLCS and LCS in general. Moreover the influence of the geometrical
parameters for wave transmission, wave-induced water level set-up, seiching and overtopping
is discussed and well-known empirical prediction formulas are elaborated to be able to draft hy-
pothesis regarding the hydrodynamics of the system investigated in this research.

• In chapter 3 the cubipod physical model experiments have been described that have been used
to calibrate and validate the OpenFOAM model.

• Chapter 4 describes the numerical framework of a coupled OceanWave3D and OpenFOAM
model that is used in this research including mathematical equations, numerical procedures and
theoretical aspects.

• In chapter 5 the numerical model set-up is elaborated where the numerical flume, the used nu-
merical grids, resolutions, system characteristics and boundary conditions are described.
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• Chapter 6 describes the calibration and validation procedure of the wave flume hydrodynamics
including the effect of grid- and temporal resolution on the coupling of both numerical models and
an overtopping validation by comparing predicted overtopping discharges to the 2018 Eurotop
manual. Additionally the effect of the ventilated boundary condition on overtopping discharges is
analysed and the chapter concludes with a sensitivity analysis.

• In chapter 7 a detailed analysis is performed to the input parameters of the van Gent (1995) pa-
rameterization used by OpenFOAM to describe the porous hydrodynamic behaviour of the HLCS.
The influence of structure schematization and addition of a schematized porosity distribution is
analysed and the hydrodynamic behaviour of HLCS consisting of cubipod artificial concrete el-
ements is calibrated and validated using the physical model experiments described in chapter
3. Additionally a sensitivity analysis is included which can be used to assess the calibration of
hydrodynamic behaviour for structures using different artificial concrete elements.

• Chapter 8 elaborates on the design sensitivities in the geometrical layout of the hydrodynamic
system that is created using a HLCS to reduce sea wall overtopping. First the model set-up is
described and the adaptations of the numerical model for varying geometrical layouts are elabo-
rated. The methods applied to extract the wave and hydrodynamic characteristics are described.
Subsequently an initial parametric study is performed using practical limits of the geometrical
parameters after which a more detailed analysis is provided based on the three identified main
geometrical parameters. Next a practical assessment is performed by assessing the uncertainty
related to solely predicting the overtopping discharge for the hydrodynamic system based on
the transmitted wave height over the HLCS. Based on the obtained knowledge related to the
main geometrical layout parameters, design recommendations for this hydrodynamic system are
presented that can be used during design assessments of the main geometrical layout.

• In chapter 9 the results and research methodology are discussed and conclusions are drawn
based on the research questions formulated in chapter 1. Additionally recommendations related
to numerical modelling in OpenFOAM and recommendations for future research are presented.

Figure 1.2: Thesis outline



2
Literature study

2.1. Introduction
This chapter discusses the concept of homogeneous low-crested structures including the geometrical
and structural parameters that influence the hydrodynamic behaviour of these structures. Moreover
important hydrodynamic wave structure interactions and basin hydrodynamics are elaborated and well
known prediction guidelines are presented.

2.2. Homogeneous low-crested structures
According to van der Meer & Pilarczyk (1991) LCS can be divided into three categories: Dynami-
cally stable reef breakwaters, statically stable low-crested breakwaters and statically stable submerged
breakwaters. A general structural layout of each of these types of LCS is presented in figure 2.2. A
reef breakwater is a homogeneous pile of stones without a filter layer or core and is allowed to reshape
under design wave conditions. Statically stable low-crested structures on the other hand are stable
under design storm conditions and generally consist of a rubble mound core protected by an armour
layer, including possible filter layers. Due to their crest level relative to SWL, energy can pass over
the crest of the structure which increases their stability. Statically stable submerged breakwaters are
submerged and allow for high amounts of wave transmission due to their crest level relative to SWL.
HLCS are similar to reef breakwaters but contrary to reef breakwaters form a statically stable structure
due to the stability of the large units which are therefore able to withstand extreme storm wave condi-
tions.

TheHLCS consisting of cubipod artificial concrete elements was seen to enhance certain ecosystem
services and facilitate marine ecosystem restoration (J. Medina et al., 2019). If used as a detached
structure they protect the coastline in the sameway as conventional LCS. However due to the difference
in internal porous structure and use of stable concrete elements HLCS have minimized environmental
impacts, a relatively clean construction phase, are re-usable and can easily be dismantled if necessary.
These structures have considerable potential in the sustainable improvement of marine habitats and

Figure 2.1: Impression of an artificial concrete cubipod element and layered placement

5
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Figure 2.2: The 3 categories of low-crested structures. a. a reef type breakwater. b. a low-crested breakwater. c. a submerged
breakwater. Adopted from van der Meer & Pilarczyk (1991)

coastal protection according to (Odériz et al., 2018). In figure 2.1 the cubipod artificial concrete element
is presented which is used as construction material for the HLCS in this research.

2.2.1. Structural parameters
In this section various structural parameters and characteristics of HLCS and low-crested structures in
general are elaborated. Additionally different methods to model these parameters and the effect hereof
are examined. Moreover parameters with high influence on the hydrodynamic behaviour are outlined.
Figure 2.3 shows a typical schematized cross-section of a LCS with some of the main geometrical
parameters (i.e. structure height (ℎ፜), water depth (ℎ), freeboard (𝑅፜) and crest width (𝐵)).

Figure 2.3: Typical cross section of a LCS including important parameters related to hydrodynamic behaviour. Adopted from
(Ciria et al., 2007)

Structure crest height (ℎ፜)
The most important parameter related to the hydrodynamic behaviour of LCS is found to be the struc-
ture freeboard (𝑅፜) which is directly related to the structure crest height (ℎ፜). Van der Meer & Daemen
(1994) already noted that the correct definition of the crest level is crucial if the size of the armour layer
is large and the crest level is close to SWL (i.e. low-crested structures). This has a large influence
on the hydrodynamic behaviour for these types of structure configurations, see also section 2.3. The
definition of the crest level of the structure should therefore be precisely examined.

However the precise definition of the crest level is ambiguous due to the natural roughness of the
elements. This makes it not a straightforward task as described in (SBRCURnet, 2014). In order to
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(a) (b)

Figure 2.4: a. Different reference levels and associated layer thickness dependent on the type of measurement technique used,
adopted from (SBRCURnet, 2014). b. The principle of the ’Deltagoot’ method and comparison to the conventional 3D profiler
method, adopted from (Hofland & van Gent, 2010)

eliminate this ambiguity SBRCURnet (2014) prescribes three standard definitions for the reference
level of a rubble mound layer which can be used to assess the crest level of rubble mound structures
and layer thicknesses:

• The level that is measured by a 3D profiler staff with a semi spherical foot having a diameter of
equal to half the nominal stone diameter of the rock grading examined.

• The level that connects to the top of the stones which follows form the survey using a plate which
is sometimes larger than the stone size.

• The level which follows from the layer thickness calculated using the dumped stone mass per𝑚ኼ.

Figure 2.4a shows large differences that can be obtained using different measurement techniques
to access the reference level of a rubble mound layer. The HLCS examined in this research is made
out of large artificial concrete cubipod elements, for which similarities can be observed to the concrete
cubes used during the Maasvlakte 2 project. The method adopted during the Maasvlakte 2 project
uses the concept of the highest point in the theoretical design envelope to calculate the crest height
(Hofland & van Gent, 2010). Both a conventional 3D profiler and a 3D profiler with a larger diameter
(e.g. the ’Deltagoot’ method) are adopted and differences are reported in figure 2.4b. Based on both
figures the introduced uncertainty on the assessment of the crest height for the numerical modelling of
such structures is visualised.

One can imagine that the determined reference level during modelling of such structures also affects
the porosity of the structure near the outer layer which is also an important input value for the model.
If the modelled crest level is chosen using the highest point method the outer layer has larger porosity
compared to modelling of structures where different methods are adopted. Based on this observation
the relation of crest level and porosity is further analysed in the next section.

Porosity (𝑛፩)
Porosity is the amount of empty space within the porous structure. Porosity has a large influence on the
hydraulic performance of structure and is closely related to the permeability of the structure. Porosity
affects the hydraulic performance of the structure because of energy dissipation occurring in the voids
and ability of flow to go through the structure. This in turn affects wave reflection, wave transmission,
stability, run-up and overtopping. Porosity is defined as the percentage of voids between the elements
within the structure using a arbitrary control volume as presented in equation 2.1.

𝑛፩ =
𝑉ፕ
𝑉 (2.1)

In equation 2.1 𝑉ፕ is the volume of voids and 𝑉 is the total control volume for which the porosity
is derived. The porosity mainly depends on the type, grading, shape and placement method of the
material. Typical values of porosity for rubble mound and concrete armour units range from 30-55%.
Homogeneous low-crested structures consisting of concrete elements generally have higher porosity
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(a) (b)

Figure 2.5: a. Porosity distribution over a rubble mound layer, with indicated layer thickness (Bosma et al., 2003). b. Porosity of
a rock layer on a sandy bed (SBRCURnet, 2014)

values compared to rubble mound structures due to the size of the elements and the amount of inter-
locking of the elements. One can can imagine that the porosity in the outer layer is not homogeneous
but shows large heterogeneity as a result of boundary effects due to the variability of the elements
and the random placement. This heterogeneity results in a distribution of porosity over the height of a
layer. The porosity calculated using equation 2.1 is a homogeneous porosity which does not take the
boundaries of the structure into account.

Numerical models only consider a homogeneous value for the porosity within the computational cells
enclosed by the boundary of the surface defined by the user thus lacking knowledge on the boundary
effects. Especially for large artificial elements (e.g. cubipods in this research), larger porosity gradients
are found over the elements and the upper and lower surfaces of the layer also have a larger contribution
to the total layer thickness (SBRCURnet, 2014). This increases the importance of the boundaries to
the total porosity. In order to obtain insight in this boundary effect and the relation to the crest level a
closer look at the porosity distribution is needed. For rubble mound layers this distribution has already
been explored by (Bosma et al., 2003).

Porosity distribution
An example of a porosity distribution for a rubble mound layer is presented in figure 2.5a. In here the
porosity reduces from 100 percent at the top of the layer to the mean porosity and then increases back
to 100 percent at the bottom of the layer. In order to remove this variability most engineering manuals,
like the rock manual (Ciria et al., 2007), introduce a mean porosity and layer thickness (𝑇፭) to asses the
porosity of a layer. The mean porosity is defined as the porosity of the rock layer excluding the open
spaces near the upper and lower surfaces of the layer (SBRCURnet, 2014). The mean porosity trans-
forms the actual porosity profile to a block function with a specified layer thickness related to nominal
diameter of the material and the number of layers, see figure 2.5a.

The first ideas to describe this transition boundary layer is found in the area of road construction by
Knieß (1977), where the porosity values in the transition of a filter layer on top of a rubble mound layer
are prescribed. A different average porosity is defined for each layer including the transition layers,
as presented in figure 2.5b. The outer layer was defined as 1/6 of the total layer thickness. However
these values are not provided with proof and are derived for rock layers in road constructions works.
The application of such a porosity model to rubble mound coastal structures has been conducted by
Bosma et al. (2003). In here the thickness of the transition layers, related to the nominal diameter,
and the porosity that belongs to these transition layers for both single layer and double layer (armour
and filter layer) rubble mound layers are quantified. The outer armour transition layer was found to be
0.74𝐷፧኿ኺ for rubble mound layers.
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2.3. Wave transmission
Wave transmission is the wave structure interaction where incoming wave energy is transmitted to the
lee side of the structure where it creates transmitted waves. Energy can be transmitted by either going
over the structure (i.e. overtopping) or going through the structure (i.e. porous flow). Wave transmis-
sion by energy going through the structure is enhanced when the core of the structure is very permeable
and the wave period is relatively long (van den Bos & Verhagen, 2018). For emerged structures less
water can overtop and wave transmission is mostly generated by energy going through the structure
whereas for low crested structures the largest amount of transmitted energy comes from energy going
over the structure (e.g. overtopping). Submerged structures are a special form of a low crested struc-
tures while they have a crest level below SWL and are therefore continuously overtopped.

An important concept used in the description of the wave mitigation process of HLCS is the law
of conservation of energy. This law describes the balance of energy (e.g. incoming energy, reflected
energy, dissipated energy and transmitted energy) over a control volume around the HLCS. In formulae
form:

𝐸። =𝐸፫+𝐸፝+𝐸፭ (2.2)

In which 𝐸። is the incoming energy, 𝐸፫ is the reflected energy, 𝐸፝ is the dissipated energy and 𝐸፭ is
the transmitted energy.

According to Goda (2010), the propagation of the transmitted waves behind the structure propagates
in a pattern similar to that of the incident waves, but with reduced wave heights. This results in the
concept that wave transmission can be measured in terms of the transmission coefficient. For an
irregular wave field the definition of the transmission coefficient is usually based on the significant
wave height (𝐻፬) or the spectral wave height (𝐻፦ኺ). In this research the significant wave height is used
which results in the following transmission coefficient:

𝐾፭ =
𝐻፬,፭
𝐻፬,።

(2.3)

Because the wave height is also related to the amount of wave energy, the transmission coefficient

can also be written in terms of the amount of incoming and transmitted energy (i.e. √ፄᑥ
ፄᑚ
) (Ciria et al.,

2007). Rewriting equation 2.2, the wave transmission coefficient can be reduced to ፄᑥ
ፄᑚ
= 1− ፄᑣ

ፄᑚ
− ፄᑕ

ፄᑚ
,

which suggests that the wave transmission coefficient implicitly includes the sum of the dissipation and
reflection coefficients. The limits of the wave transmission coefficient are zero for no energy transmis-
sion and one for complete energy transmission without dissipation. For low crested structures with a
crest level around SWL generally transmission coefficients in the range of 0.5 are found.

Figure 2.6: Governing wave transmission parameters. (van der Meer et al., 2005)

Various hydraulic boundary conditions and structural conditions influence the amount of transmitted
wave energy. The most important parameters related to wave transmission are found to be the free-
board 𝑅፜ and the crest width of the structure 𝐵. Therefore the definition of the crest level is crucial for
the assessment of wave transmission. All literature studies to wave transmission for artificial concrete
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elements examined in this research use a plane through the upper edge of the armour units to define
the crest height, see (Hirose, N; Watanuki, A; Saito, 2002) and (Hofland & van Gent, 2010). The crest
width influences the amount of wave breaking on the crest of the structure and the total resistance
on the flow through the structure due to the longer flow path. In figure 2.6 the most used structural
and hydraulic parameters are presented that are used in literature to describe the wave transmission
phenomena.

Table 2.1 presents the most used empirical wave transmission formulas in engineering practice and
their validity ranges. In this table also the wave transmission formula derived by J. Medina et al. (2019)
for HLCS is presented for a 1, 3 and 5 layer cubipod HLCS. The formulas are based on the formula of
D’Angremond et al. (1996) and are derived based on experimental data presented in J. Medina et al.
(2019), Odériz et al. (2018). Only the data corresponding to the 5 layered cubipod HLCS is used in this
research which is described in more detail in chapter 3. The most striking result from the experiments
conducted by J. Medina et al. (2019) for a 5 layered cubipod HLCS is that a constant wave transmission
coefficient is predicted for emergent structures where a decreasing transmission coefficient is found for
conventional rubble mound structures. For a more in depth review and origin of the empirical formulas
presented in table 2.1, the reader is referred to appendix A.

Table 2.1: Relevant literature regarding wave transmission

Author Formulae Validity range
𝐾፭ =0.8 −2.0 < 𝑅፜/𝐻። <−1.13

(Van der Meer, 1990) 𝐾፭ =0.46+0.3𝑅፜/𝐻። −1.13 < 𝑅፜/𝐻። <1.2
𝐾፭ =0.1 1.2 < 𝑅፜/𝐻። <2.0

𝐾፭ =𝑎
ፑᑔ
ፃᑟᎷᎲ

+𝑏 −2<𝑅፜/𝐷፧኿ኺ <2
(Van der Meer & Daemen, 1994) 𝑎 = 0.031 ፇᑤ,ᑚ

ፃᑟᎷᎲ
−0.24 1 <𝐻፬,።/𝐷፧኿ኺ <6

𝑏 =−5.42𝑠+0.0323 ፇᑤ,ᑚ
ፃᑟᎷᎲ

−0.0017( ፁ
ፃᑟᎷᎲ

)
ኻ.ዂኾ

+0.51 0.01 < 𝑠፨፩ <0.05

(D’Angremond et al., 1996) 𝐾፭ =−0.4
ፑᑔ
ፇᑤ,ᑚ
+0.64( ፁ

ፇᑤ,ᑚ
)
ዅኺ.ኽኻ

(1−𝑒ዅኺ.኿᎛) −2.5 < 𝑅፜/𝐻፬,። <2.5
𝐵/𝐻፬,። <10

(Briganti et al., 2003) 𝐾፭ =−0.35
ፑᑔ
ፇᑤ,ᑚ
+0.51( ፁ

ፇᑤ,ᑚ
)
ዅኺ.ዀ኿

(1−𝑒ዅኺ.ኾኻ᎛) −2.5 < 𝑅፜/𝐻፬,። <2.5
10 <𝐵/𝐻፬,። <50

𝐾፭ =−0.4
ፑᑔ
ፇᑤ,ᑚ
+0.64( ፁ

ፇᑤ,ᑚ
)
ዅኺ.ኽኻ

(1−𝑒ዅኺ.኿᎛) 𝐵/𝐻፬,። <8
(van der Meer et al., 2005) Linear interpolation between both formulae 8<𝐵/𝐻፬,። <12

𝐾፭ =−0.35
ፑᑔ
ፇᑤ,ᑚ
+0.51( ፁ

ፇᑤ,ᑚ
)
ዅኺ.ዀ኿

(1−𝑒ዅኺ.ኾኻ᎛) 12 >𝐵/𝐻፬,። >50

0<𝐵𝑅፜/(𝐿፩𝐷፧኿ኺ) < 7.08

(Seabrook & Hall, 1998) 𝐾፭ =1−[𝑒
ዅኺ.ዀ኿ ᑉᑔ

ᐿᑞᎲ,ᑚ
ዅኻ.ኺዃᐿᑞᎲ,ᑚᐹ +0.047 ፁፑᑔ

ፋፃᑟᎷᎲ
−0.067ፑᑔፇᑞᎲ,ᑚፁፃᑟᎷᎲ

] 5 < 𝐵/𝐻፦ኺ,። <74.47
0 < 𝑅፜𝐻፦ኺ,።/𝐵𝐷፧኿ኺ <2.14
0.3 < 𝐵/𝐻፬,።𝐿ኼኺ <10.5

(Buccino & Calabrese, 2007) 𝐾፭ =
ኻ

ኻ.ኻዂ(ᐿᑤ,ᑚᑉᑔ
)
Ꮂ.ᎳᎴ

ዄኺ.ኽኽ(ᐿᑤ,ᑚᑉᑔ
)
Ꮃ.Ꮇ
⋅ ᐹ

√ᐿᑤ,ᑚᑃᎲ

1/0.5 < 𝑅፜/𝐻፬,። <1/1.2

𝐾፭ = [min(0.74;0.62𝜉ኺ.ኻ዁፨፩ )−0.25 ⋅min(2.2; ፁ
√ፇᑤ,ᑚፋᎲ

)]
ኼ

𝑅𝑐/𝐻፬,። =0

J. Medina et al. (2019) 𝐾፭ =0.45−0.3
ፑᑔ
ፇᑤ,ᑚ

1 layer cubipod HLCS
−1.47 ≤ 𝑅𝑐/𝐻፬። ≤0.00

J. Medina et al. (2019) 𝐾፭ =0.60−0.35
ፑᑔ
ፇᑤ,ᑚ

3 layer cubipod HLCS
−0.43 ≤ 𝑅𝑐/𝐻፬። ≤0.63

J. Medina et al. (2019) 𝐾፭ =𝑚𝑎𝑥[0.54;0.54−0.40
ፑᑔ
ፇᑤ,ᑚ

] 5 layer cubipod HLCS
−0.36 ≤ 𝑅𝑐/𝐻፬። ≤0.89
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2.3.1. The concept of breaker travel distance
The crest width (𝐵) of the breakwater is important for the wave breaking process on the crest of the
structure. Waves approaching the structure do not break instantaneously on the front slope of the
structure but travel a certain distance while breaking. In the Shore Protection Manual (Shore Protection
Manual, 1984) a method to calculate the breaker travel distance on a sloping beach is presented. The
breaker travel distance is the distance from incipient breaking to the plunge of the breaking wave, see
figure 2.7a for a definition sketch. In this method to calculate the breaker travel distance it is suggested
that the breaker travel distance is related to the breaker wave height (𝐻፛) and the nearshore slope of the
beach (𝑚). For low-crested structures wave breaking is initiated at the seaward slope and eventually
breaks on the horizontal crest of the structure. The following formula to calculate the breaker travel
distance for plunging breakers is presented by (Shore Protection Manual, 1984):

𝑥፩ = (4.0−9.25 ⋅𝑚) ⋅𝐻፛ (2.4)

In which 𝑥፩ is the breaker travel distance, 𝑚 is the foreshore slope and 𝐻፛ is the breaker wave
height which can be calculated from the graph (i.e. see figure 2.7b) using the the deep water wave
height and steepness if the nearshore slope is known. If the crest width of the structure is longer than
the breaker travel distance calculated using equation 2.4 it can be reasoned that almost all incoming
waves will break on the crest of the structure, which can indicate an optimal crest width related to
energy dissipation by wave breaking.

(a) (b)

Figure 2.7: a. Definition sketch of breaker height and breaker travel distance. b. Graph to calculate the breaker height depending
on offshore wave characteristics. Both adopted from (Shore Protection Manual, 1984)

2.4. Wave-induced water level set-up
Wave-induced water level set-up at the lee side of a low-crested structure is an increase of the water-
level relative to SWL. It is induced by a combination of wave momentum release due to wave breaking
and the conservation of mass transport of water over the crest by overtopping and through the structure
by porous flow. These processes in combination with a usually impermeable shoreline (e.g. a beach
or a sea wall) result in accumulation of water at the lee side of the structure. This increase in waterlevel
behind the structure induces pressure differences (hydraulic head) over the structure that result in flow.
The magnitude of the flow depends on the flow resistance in the direction of the flow (Calabrese et al.,
2008). For a 2D situation (i.e. a continuous alongshore LCS) water level set-up can be restored by
water flowing over the crest of the LCS (usually cyclic due to waves going over the crest in opposite
direction) and through the core of the LCS (which largely depends on the flow resistance of the LCS).
The additional increase in water level is found to play a key role in the erosive processes of sea bed
material behind LCS Calabrese et al. (2008). Moreover, the increase in SWL effectively reduces the
freeboard of structures behind the LCS an therefore results in larger overtopping events for the same
wave characteristics.
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(a) (b)

Figure 2.8: a. Governing parameters for wave-induced water level set-up, adopted from (Soldini et al., 2009). b. Effect of
structure crest level and nominal diameter on water level set-up. Adopted from (Loveless et al., 1998)

The most important parameter related to water level set-up is the crest freeboard (𝑅፜) which has
a large influence on the wave breaking processes on the structure and the water restoring capacity.
Other important parameters are the porosity of the structure and crest width. Figure 2.8a presents the
most used structural and hydraulic parameters that are used in literature studies to describe the wave-
induced water level set-up phenomena. Table 2.2 presents the most used empirical wave-induced
water level set-up formulas for 2DV situations in engineering practice and their validity ranges. Most
empirical formulas are based on conducted physical model experiments but also theoretical approxi-
mations are included. For a more in depth review and origin of these empirical formulas, the reader is
referred to appendix A.

Table 2.2: Relevant literature regarding water level set-up behind low-crested structures

Author Formulae Validity range

(Longuet-Higgins, 1967) 𝛿 = ፇᎴᑚ (ኻዄፊᎴᑉ)፤Ꮃ
ዂsinh(ኼ፤Ꮃ፡Ꮃ)

− ፇᎴᑚ ፊᎴᑥ ፤Ꮄ
ዂsinh(ኼ፤Ꮄ፡Ꮄ)

(Diskin et al., 1970) ᎑
ፇᑚ
=0.6 ⋅exp[−(0.7− ፑᑔ

ፇᑚ
)
ኼ
] −2.0 < 𝑅፜/𝐻። <1.5

0.10 < ℎ/𝐻። <0.83

(Loveless et al., 1998) ᎑
ፁ =

(ᐿᑚᑃᑙᑋ )
Ꮄ

ዂ፠ፃᑟᎷᎲ
exp[−20(ፑᑔ፡ᑔ )

ኼ
]

(Calabrese et al., 2003) 𝛿 = 𝛿፦፟+𝛿፜
𝛿፦፟ =0.5(−𝑏+(𝑏ኼ−4𝑐)

ኺ.኿)

𝛿፜ =
( Ꮃ
ᎳᎸፇ

Ꮄ
ᑚ √

ᑘ
ᑙ )

Ꮄ

ኾኺኺ|ፑᑔ|ᎳᎲ/Ꮅ
⋅𝐵+ℎ፜ ctg(𝛼፨፟፟)

𝑏 = (2ℎ−𝑎)
𝑎 = (1+ ፱ᑓዄፁ

ፋᑤ
)ℎ፜−

፱ᑓ
ፋᑤ
(ℎ፛+𝑅፜)

𝑐 =− ኽ
ኻዀ𝐻

ኼ
። (1−𝐾ኼ፭ )

ℎ፛ =ℎኺ.ኼ (
ፇᑚ

ኺ.኿ዀ፞Ꮅ.Ꮇtan(ᎎᑠᑗᑗ)
)
Ꮆ
Ꮇ

Work of (Loveless et al., 1998) did not explicitly include the effect of porosity of the structure. How-
ever, they report the effect of the nominal diameter on the wave-induced water level set-up which can
be used as a crude approximation of the effect of porosity. Figure 2.8b presents the effect of both
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relative freeboard and nominal diameter. From this figure water level set-up is found to be maximum
for crest levels around SWL and reduces for emergent and submerged structures.

2.5. Seiching
Seiches are long-period standing oscillations in an enclosed basin or in a locally isolated part of a basin
(Rabinovich, 2009). These type of free surface oscillations in basins like harbours, lakes or the sloshing
effect in coffee cups are directly related to the natural resonant periods of the basin and can result in
enhanced overtopping near the boundaries of the system (e.g. sea wall in this research). The eigen
frequencies (periods) of the seiching motion are a fundamental property of a particular basin depending
on the depth and the geometry of the basin and are independent of the external forcing. The amplitude
of the oscillations on the other hand strongly depend on the external forcing. Resonance occurs when
the dominant frequencies of the external forcing match the eigen frequencies of the basin. Resonance
influences the individual overtopping events due to an increase in temporal water level set-up by this
enhanced low-frequency motion.

2.5.1. Theoretical assessment
The theory behind seiche oscillations is similar to theory related to free and forced oscillations of me-
chanical, electrical and acoustical systems (Rabinovich, 2009). Free oscillations occur at the natural
frequency of the system when it is disturbed beyond its equilibrium. The system responds by develop-
ing a restoring force to re-establish the equilibrium. Without additional forcing, these free oscillations
exponentially reduce in amplitude due to energy dissipation until equilibrium is restored. In case of
periodic forced vibrations the system responds with amplitudes depending on the friction of the system
and the proximity of the frequency of the forcing to the natural frequency of the system. In case the
frequency of the forcing is within close proximity of one of the natural frequencies of the system, reso-
nance can occur (Rabinovich, 2009).

In order to derive the eigen frequencies of the basin, the trigonometric function which describes
a standing wave within an enclosed basin can be used. This function is valid for a closed, long and
narrow non-rotating rectangular basin of length (𝐿፛ፚ፬።፧) and water depth (ℎ) and is given by Rabinovich
(2009) as:

𝜁(𝑥,𝑡) = 𝐴cos(𝑘𝑥)cos(𝜔𝑡) (2.5)

In here 𝜁 is the free sea level elevation, 𝐴 is the wave amplitude, 𝑥 is the along-basin coordinate,
𝑡 is time, 𝑘 = 2𝜋/𝜆, 𝜆 is the wave length, 𝜔 = 𝑘 ⋅ 𝑐 is the angular wave frequency, 𝑇 = 𝜆/𝑐 is the wave
period, 𝑔 is the gravitational acceleration and 𝑐 is the long wave phase speed 𝑐 = √𝑔ℎ. Using the no
flow boundary condition at both ends of the basin (𝑥 = 0 and 𝑥 = 𝐿፛ፚ፬።፧) results in the following wave
numbers:

𝑘 = 𝜋
𝐿፛ፚ፬።፧

, 2𝜋
𝐿፛ፚ፬።፧

, 3𝜋
𝐿፛ፚ፬።፧

, ....., 𝑛 ⋅𝜋𝐿፛ፚ፬።፧
(2.6)

in which 𝑛 is an integer corresponding to the modes presented in figure 2.9 for a closed basin.
The fundamental mode (n=1) is anti symmetric and has a wave length equal to twice the length of the
basin. Higher modes have a wave length equal to one half, one third etc. of the fundamental mode.
In figure 2.9, the different resonance modes for both a fully enclosed basin and a partially enclosed
(open ended) basin are presented. Using equation 2.6 and the relations for the angular frequency, the
long wave speed and wave number the well known Merian’s formula for the eigen periods of natural
resonance modes in a rectangular closed basin of uniform depth can be derived, which is given as
(Rabinovich, 2009):

𝑇፧ =
2⋅𝐿፛ፚ፬።፧
𝑛 ⋅√𝑔ℎ

(2.7)

The fundamental mode corresponding to n=0 has the largest period, and the higher frequencies
(overtones) have shorter periods. All the odd modes corresponding to a closed basin are anti symmet-
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ric while even modes show symmetric behaviour.

Figure 2.9: Surface profiles for the first four seichemodes in closed and open-ended rectangular basins of uniform depth, adopted
from (Rabinovich, 2009)

2.6. Wave overtopping
Wave overtopping is a wave structure interaction where waves pass over the crest of the structure in
the form of a continuous sheet of water, plumes or splashes. Wave overtopping is an extremely com-
plex and non uniform process. Sea walls are often fronted by shallow water which might expose these
structures to breaking waves (impulsive conditions). A distinction in calculation procedure is made for
impulsive wave breaking conditions and non-impulsive conditions. On steep walls with relatively small
waves in relation to the local water depth non-impulsive conditions prevail. Under these conditions the
waves are not significantly influenced by the structure toe or foreshore. The overtopping waves run up
and over the wall which give rise to smoothly varying loads and green water overtopping. Impulsive
conditions occur when waves are relatively large in relation to the local water depth. The waves might
shoal over the foreshore or toe of the structure and some waves break violently on the structure. This
will cause large impulsive loads and a violent up-rushing jets of water and splashing overtopping.

Most of the time average overtopping discharges are used for the design assessment of coastal
structures. The coastal structures and the drainage system of the hinterland have to be able to with-
stand certain amounts of overtopping without structural damage or flooding. There are several em-
pirical formulas and neural networks developed during large scale funded projects to estimate mean
overtopping discharges under varying structural and hydraulic parameters. During the Crest Level As-
sessment of Coastal Structure by full scale monitoring neural network prediction and Hazard analysis
on permissible wave overtopping (CLASH) a database of 10532 tests from 163 independent test series
on wave overtopping by means of 31 parameters was set-up (Steendam et al., 2004). The intention
of this database was the use for the development of a neural network that could predict overtopping
discharges at all sorts of coastal structures.

There is also a variety of empirical formula based on physical model tests to predict overtopping
discharges. These empirical formulas have different ranges of applicability and use different param-
eters based on different hydraulic or structural conditions. The most used empirical formulas used in
the engineering industry are described in the Eurotop manual (Van der Meer et al., 2018). In figure
2.10 the definition sketch is given for wave overtopping of a steep vertical wall as investigated in this
research.

For vertical walls without a mound structure in front, impulsive conditions (ℎኼ/𝐻፦ኺ𝐿፦ዅኻ,ኺ < 0.23)



2.7. Conclusion 15

prevail. The mean overtopping discharge using the mean value approach can be predicted by eq. 7.7
and 7.8 from the Eurotop Manual. These equations differ in the adopted crest freeboard of the sea
wall. Equation 7.7 for from the Eurotop is given as (Van der Meer et al., 2018) :

𝑞
√𝑔𝐻ኽ፦ኺ

=0.011( 𝐻፦ኺ
ℎ𝑠፦ዅኻ,ኺ

)
ኺ.኿
(𝑒ዅኼ.ኼ

ᑉᑔ
ᐿᑞᎲ ) (2.8)

This equation is valid for 0< 𝑅፜/𝐻፦ኺ <1.35. For the design overtopping rate the factor 0.011 should
be added with one standard deviation which results in the factor 0.0155. For 𝑅፜/𝐻፦ኺ >1.35 the mean
overtopping discharge for impulsive conditions can be calculated using equation 7.8 of the Eurotop
which is given as:

𝑞
√𝑔𝐻ኽ፦ኺ

=0.0014( 𝐻፦ኺ
ℎ𝑠፦ዅኻ,ኺ

)
ኺ.኿
( 𝑅፜𝐻፦ኺ

)
ዅኽ

(2.9)

This equation is valid for 𝑅፜/𝐻፦ኺ > 1.35. For the design overtopping rate the factor 0.0014 should
be added with one standard deviation which results in the factor 0.0020. The use of 𝑠፦ዅኻ,ኺ for impulsive
conditions results in more weight for the longer wave periods in the spectral domain.

On the other hand, for vertical walls under non-impulsive conditions (ℎኼ/𝐻፦ኺ𝐿፦ዅኻ,ኺ > 0.23) the
mean value approach overtopping discharge can be predicted by eq. 7.5 from the Eurotop Manual
which is given as (Van der Meer et al., 2018):

𝑞
√𝑔𝐻ኽ፦ኺ

=0.05(𝑒ዅኼ.዁ዂ
ᑉᑔ
ᐿᑞᎲ ) (2.10)

This equation is valid for 0 < 𝑅፜/𝐻፦ኺ < 2.8. For the design overtopping rate the factor 0.05 should
be added with one standard deviation which results in the factor 0.062 and the factor -2.78 should be
replaced with the factor -2.61.

Figure 2.10: Definition sketch for assessment of overtopping at plain vertical walls (Van der Meer et al., 2018)

2.7. Conclusion
There are no integrated design formulas for the prediction of overtopping discharges using a detached
structure to protect vertical coastal structures. Only prediction formulas exist for the evaluation of the
effect of various separate wave structure interactions for rubble mound structures. For the use of HLCS
J. Medina et al. (2019) presented a prediction formula for wave transmission over cubipod HLCS how-
ever in here only the crest freeboard is used as input parameter. The effect of crest width on wave
transmission and the effect of HLCS on water level set-up behind the structure is still unknown. On
the other hand more widely applicable separate prediction formulas exist for rubble mound structures.
However using these separate formulas the effect of HLCS cannot be evaluated as important structural
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parameters separating HLCS from conventional rubble mound structures (i.e. porosity) are missing.
Some prediction formulas include porosity using the nominal diameter of the elements however the
applicability using this method is questionable for the large artificial concrete elements found in the
HLCS used in this research. Overall the applicability of separate design formulas to predict overtop-
ping discharges for these types of complex hydrodynamic systems is questionable and the use of CFD
simulations can be very use full. However the modelling of hydrodynamic behaviour of HLCS using
large artificial concrete elements in OpenFOAM still forms a niche.

2.7.1. Hypotheses
Based on the lacking empirical prediction formulas for the prediction of overtopping discharges using
HLCS in front of a sea wall hypotheses have been drafted for the different hydrodynamic characteristics
eventually leading to overtopping. Hypotheses related to differences between HLCS and conventional
rubble mound LCS including a core and armour layer are elaborated. Additionally the effect of the main
geometrical parameters are also included.

Wave transmission
All literature studies of wave transmission that have been reported in table 2.1 are based on conven-
tional rubble mound LCS with a core and armour layer. Compared to conventional rubble mound LCS,
HLCS have a different internal geometry. Consequently the values for porosity, roughness of the ele-
ments and nominal diameter (𝐷፧኿ኺ) are not comparable. Increasing the porosity of the structure results
in different wave breaking behaviour on the crest according to Hattori & Sakai (1994). The amount of
energy dissipation by wave breaking increases for larger crest width as continuous wave breaking is
expected over the crest which in turn reduces the amount of transmitted energy. Furthermore as noted
by (Buccino & Calabrese, 2007), a higher porosity results in enhanced energy transmission through the
structure which increases the amount of wave transmission. Concluding, for HLCS compared to con-
ventional LCS more wave transmission is expected by both differences in wave breaking and porous
flow.

For increasing crest width, the amount of wave transmission is expected to reduce which also holds
for increasing crest height of the HLCS. The combined effect of enhanced wave breaking on the crest
of the structure and the increased resistance of the flow through the porous structure results in more
energy dissipation. More energy dissipation leads to less wave transmission. For increasing free-
board of the structure a reduction in energy going over the structure is expected which reduces the
amount of wave transmission by overtopping. Moreover, increasing the crest height of the structure
results in more energy going through the structure. Additionally maintaining the same structure slope
also increases the cross-sectional area of the structure for increasing crest height which increases the
resistance of the flow that goes through the structure. The exact effect of the trade off between the
enhanced dissipation by porous flow or the reduced dissipation by wave breaking is not known. For
differences in basin length a constant wave transmission is expected because no changes are made
to the HLCS itself resulting in no differences in the dissipation processes.

Wave-induced water level set-up
The effect of using HLCS compared to conventional LCS is that the wave-induced water level set-up is
expected to reduce. The amount of wave-induced water level set-up depends on the amount of wave
momentum that is released by wave breaking and the restoration capacities of the excess water at the
lee side of the LCS. Important parameters are the freeboard of the LCS and the porous ability of the
LCS to restore the water level set-up by water flowing trough the structure. Following observations
by (Hattori & Sakai, 1994), increased porosity reduces the wave-induced water level set-up because
less wave breaking is expected due to the shift in location of incipient breaking. Secondly, increased
porosity is expected to have better water level restoring capacity (higher permeability) and therefore
reduces the wave-induced water level set-up Calabrese et al. (2008); Zanuttigh et al. (2008).

For increasing crest width the amount of water level set-up is expected to increase due to the
increase of wave breaking on the crest of the structure which results in more momentum release and
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thusmore water level set-up within the basin. Also increasing the crest width increases the resistance of
back flow through the structure which also results in more water level set-up. Additionally for increasing
crest height of the structure the water level set-up is expected to increase due to enhanced wave
breaking on the slope of the structure but more importantly a reduced cross section available for back
flow. However according to Loveless et al. (1998) the water level set-up is largest for zero freeboard
of the structure. For crest height larger than SWL less water overtops the structure which reduces the
set-up. For varying basin length the mean water level set-up is expected to be lower for larger basin
length. Due to the available storage volume inside the basin a reducing speed at which the set-up
increases is expected which reduces the mean water level set-up. This however also depends on the
structural characteristics of the HLCS which determine the restoring abilities.

Overtopping
Ultimately an increase/decrease of expected overtopping discharges results from the combined effect
of all hydrodynamic characteristics. Wave transmission, water level set-up and additional basin hydro-
dynamic (e.g. seiching and resonance) within the basin can result more overtopping.

For an increase in crest width less wave transmission yet a higher water level set-up is expected. For
an increase in structure height an optimum is expected between the amount of wave transmission and
the water level set-up. The wave transmission is expected to reduce for larger crest height whereas
the mean water level set-up is expected to have an optimum for a crest height around SWL. It is
expected that the reduction in wave transmission weighs more than the increase in water level set-up.
Therefore less overtopping for increasing crest width is expected and less overtopping for increasing
crest height is expected. The effect of the basin length is expected to be small due to the homogeneous
water level-setup behind the HLCS. Moreover wave transmission is also almost independent on the
basin length for constant water depth due to the small resistance of the sea bed which affects the
transmitted waves. Only for wave breaking within the basin (e.g. for wave breaking on a perched
beach), a reduction of overtopping is expected. However, if the eigen frequencies of the basin coincide
with the forcing frequency of the waves, resonance of seiching behaviour can start to play a role (see
chapter 2.5). It is expected that resonance of seiching behaviour considerably increases the expected
overtopping discharges.
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3
Cubipod physical model experiments

3.1. Introduction
The numerical model set-up used in this research is based on the performed 2D physical model experi-
ments described in J. Medina et al. (2019); Odériz et al. (2018). The scale of the conducted experiments
is 1/37.5 (i.e. 𝑛ፋ = 37.5). In this section the performed physical model experiments at Instituto de In-
genieria of the Universidad Nacional Autónoma de México (II-UNAM) in Mexico are introduced. The
physical wave flume set-up is explained and the used hydrodynamic- and cubipod characteristics are
elaborated. Three types of structures were examined, 1, 3 and 5 layers of cubipods. This chapter
mainly focuses on the experiments conducted for the 5 layer cubipod HLCS used for the calibration
and validation of the OpenFOAM model.

3.2. Experimental set-up
The wave flume at II-UNAM is 29 m long, 0.4 m wide and 0.59 m deep. During the physical model
experiments 20 minute long irregular wave trains (JONSWAP spectrum with a peak enhancement
factor 𝛾 = 3.3) were generated. A piston-type wave generation system equipped with a dynamic wave
absorption system is used. Each HLCS that has been tested was placed on a 0.1𝑚 elevated horizontal
platform with a foreshore slope of 2% (i.e. 𝑚 = 0.02). A total of 8 wave gauges were installed in the
flume measuring the free surface elevation at a frequency of 100𝐻𝑧. Of these 8 wave gauges, three
wave gauges were placed in front of the HLCS to measure the wave reflection and three wave gauges
were placed behind the HLCS to measure the wave transmission. Also one wave gauge was placed
just behind the wave paddle to measure the generated waves and one wave gauge on top of the crest
of the HLCS. A passive absorption gravel beach was placed at the end of the flume to prevent wave
reflection interference. The used cubipod units have a mass density 𝜌፜ of 2280𝑘𝑔/𝑚ኽ and a nominal
diameter 𝐷፧኿ኺ of 4.35𝑐𝑚.

Figure 3.1: Longitudinal cross-section of wave flume used for the cubipod experiments, adopted from Odériz et al. (2018)

From a top-view, the cubipods were placed in a triangular grid configuration as presented in figure
3.2b. The positioning of the cubipod grid is described based on the mean distance between subse-
quent cubipods measured in 𝐷፧኿ኺ. The mean distances between F-lines and C-lines are 1.27𝐷፧኿ኺ and
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1.58𝐷፧኿ኺ respectively. From side view the 5 layered structure has lines of 11,9,7,5 and 3 cubipods per
layer, also presented in figure 3.1.

3.3. Experimental characteristics
The range of tested hydraulic and structural boundary conditions are significant wave heights (𝐻፬,።) in
the range of 4.50-11.60cm, a spectral peak period (𝑇፩,።) ranging from 1.27-1.91s and a structure free-
board (𝑅፜) ranging from -1.0 - 4.0cm. The structure freeboard is defined as the distance from the water
level to the crest of the structure. A positive freeboard resulting in an emergent structure and negative
freeboard in an submerged structure respectively. Figure 3.2a presents the obtained wave transmis-
sion results from the experiments compared to the estimation of the transmission coefficient using the
formula derived by D’Angremond et al. (1996) for conventional rubble mound structures. For 1 and 3
layer cubipod structures a reduction in wave transmission trend is observed for increasing structure
height. The 5 layer cubipod structure however predicts a constant wave transmission coefficient for
emergent structures. Wave transmission coefficients found for those experiments show a wave trans-
mission coefficient independent of the crest freeboard for 𝑅፜ >0.

Extracted wave transmission coefficients reported in J. Medina et al. (2019) are used to calibrate
the OpenFOAM model based on statistical validation. From figure 3.2a the measured transmission
coefficients corresponding to the experiments for a 5 layer cubipod HLCS are extracted using a data
extracting algorithm. From these transmission coefficients the transmitted wave height is calculated
using 𝐾፭ =𝐻፬,፭/𝐻፬,።. Table 3.1 presents the conducted experiments for the 5 layer cubipod HLCS and
the complementary extracted wave transmission coefficients.

Table 3.1: Experimental characteristics of structure B with corresponding extracted wave transmission coefficients

Test ID 𝐻፬,።[𝑐𝑚] 𝑇፩,።[𝑠] 𝑅፜[𝑐𝑚] 𝑅፜/𝐻፬,። 𝐾፭,፞፱፭፫ፚ፜፭፞፝ 𝐻፬,፭[𝑐𝑚]
B5bLH 4.50 1.27 4.00 0.89 0.58 2.60
B5bLM 5.00 1.27 3.00 0.60 0.53 2.60
B5bLL 4.90 1.27 1.00 0.20 0.60 2.90
B5bMH 9.80 1.63 4.00 0.41 0.58 5.70
B5bMM 9.90 1.71 1.00 0.10 0.47 4.70
B5bML 10.30 1.71 -1.00 -0.10 0.53 5.50
B5bHH 10.40 1.91 4.00 0.39 0.48 5.00
B5bHM 10.30 1.91 1.00 0.10 0.55 5.70
B5bHL 11.60 1.91 -1.00 -0.09 0.60 7.00

(a) (b)

Figure 3.2: a. Measured coefficient of transmission Ct (full symbols) of the 1 layer cubipod structure (black), 3 layer cubipod
structure (blue) and 5 layer cubipod structure (red) compared with estimated Ct from D’Angremond et al. (1996) valid for con-
ventional LCS (open symbols) and the newly derived transmission formula by J. Medina et al. (2019) for cubipod HLCS (solid
lines). b. Forward triangular-type placement grid for the cubipod HLCS. The white arrow indicated the direction of the incoming
waves. Adopted from Odériz et al. (2018)



4
Numerical model

4.1. Introduction
The use of CFD for engineering applications is of great interest as physical modelling is expensive
and can be time consuming. By simulating a wave flume on a computer, geometrical shapes can
be easily adapted and detailed information can be extracted at every location in the numerical grid
which can stimulate and accelerate different design iterations. This section describes the basic princi-
ples (i.e. mathematical equations, theoretical principles, numerical methods) of CFD modelling using
Open source Field Operation And Manipulation (OpenFOAM) and various other software additions
used in this research including the coupling with OceanWave3D. First the numerical framework is ad-
dressed in which the various OpenFOAM software packages (i.e. additions) are discussed as well
as the advantage of coupling with OceanWave3D. Additionally the hydrodynamic equations (i.e. the
RANS and Volume Averaged Reynolds Averaged Navier-Stokes (VARANS) equations), the implemen-
tation of porous structures using the extended Darcy-Forchheimer equation, handling turbulence, the
Volume Of Fluid (VOF) method to track the free water surface, the generation and absorption of free
surface water waves and the ability to extract wave forces and overtopping volumes in OpenFOAM are
discussed.

4.2. Numerical framework
The numerical framework that is used in this research is composed of various packages (i.e. additions)
of OpenFOAM which is coupled to OceanWave3D and results in an advanced numerical framework
able to solve complex coastal wave structure interactions while being numerically attractive.

The core of the used numerical framework is the OpenFOAM toolbox (foam-extend 3.1), which is an
open-source CFDC++ library provided by a general public license (GNU). TheOpenFOAM toolbox con-
tains a method for solving two-phase free surface Newtonian fluids using the RANS equations coupled
with a VOF method. With this method OpenFOAM can track magnitudes of pressures and velocities
in any point of the grid and is therefore able to model overturning and breaking waves. OpenFOAM
first suffered from the inability to accurately generate and absorb free surface waves. This problem
has been resolved in Jacobsen et al. (2012) in which the plug-in waves2Foam toolbox was developed.
This toolbox allows the generation and absorption of free surface water waves using wave relaxation
zones. Consequently this opened up the possibility to use these relaxation zones for coupling of dif-
ferent wave generation models (e.g. OceanWave3D) to OpenFOAM, increasing numerical efficiency.
Additionally to use OpenFOAM for coastal engineering applications the ability of OpenFOAM to model
the interaction of free surface waves with permeable coastal structures was implemented by (Jensen et
al., 2014), who transformed the RANS equations in the waves2Foam toolbox. The transformation was
achieved by volume averaging the momentum equation and solving the additional resistance terms
using an extended Darcy-Forchheimer equation.

All these additions (e.g. waves2foam, coupling to OceanWave3D, permeable interactions) to the
core OpenFOAM toolbox allow the coastal engineering community to use detailed CFD to model
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the coastal zone environment. Additionally several non open source Joint Industry Project (JIP) im-
provements (i.e. tools and processing utilities) developed during the JIP CoastalFOAM program, are
compiled with the wave2Foam toolbox. The JIP CoastalFOAM is a collaboration between Van Oord,
Boskalis, Royal HaskoningDHV and Deltares. The ambition of this JIP is to validate and expand the
use of OpenFOAM as a coastal engineering design tool. The additional JIP improvements for example
are related to improvements of the numerical schematization of structures and the implementation of
a method to extract wave forces under impulsive conditions, referred to as the ventilated boundary
condition. A lot of progress has been made over the last years in validating and improving OpenFOAM
as a design tool. OpenFOAM, in combination with the waves2Foam toolbox, has already been vali-
dated for the ability to model free surface water waves and their interactions with permeable coastal
structures on wave overtopping, wave reflection, wave damping, wave forces, and sediment transport
in open granular filters. For more information on these topics the reader is referred to research work
described in (Higuera et al., 2014a,b; Jacobsen et al., 2018, 2017, 2015; Jensen et al., 2014) and more.

Figure 4.1: Numerical flume layout with nested OpenFOAM domain within the OceanWave3D domain

4.2.1. Coupling with OceanWave3D
In this research the waves are generated by OceanWave3D and applied at the OpenFOAM inlet re-
laxation zone as boundary condition. This results in numerical flume where a OpenFOAM domain
is nested within a larger OceanWave3D domain, visualised in figure 4.1. The main reason of using
OceanWave3D is that this creates a more numerically attractive solution by the different numerical
methods that both models use.

OceanWave3D is developed by Engsig-Karup et al. (2009) in Denmark and is a wave transforma-
tion model based on potential wave theory. It can compute fully nonlinear three-dimensional water
waves under validity of the potential flow theory (see section A.4.1) and is therefore not able to model
wave overturning, wave breaking and porous flow interaction. However, potential flow solvers are
orders of magnitude faster than Navier-Stokes/VOF solvers like OpenFOAM (Paulsen et al., 2014)
which combined with the the introduction of the wave relaxation zones in the waves2foam toolbox
opened up possibility to achieve a more computational efficient solution by using a coupled Ocean-
Wave3D/OpenFOAM approach. If OpenFOAM is used along the entire domain from the wave paddle
to the structure the computational time is very large. Therefore it is computationally interesting to model
the offshore waves from the paddle to the vicinity of the coastal structure using OceanWave3D where
the potential flow assumption is valid and couple OceanWave3D to the OpenFOAM model which then
describes the complex wave breaking and wave structure interactions around the coastal structure(s).

The coupling between OceanWave3D and OpenFOAM is implemented in the waves2Foam toolbox
using the relaxation zones technique described by Paulsen et al. (2014). For the mathematics and
details behind the coupling the reader is referred to section 4.6. For more detailed information on the
use of OceanWave3D and the mathematical equations behind OceanWave3D to generate, transform
and absorb free surface water waves the reader is referred to (Engsig-Karup et al., 2009).
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4.3. Reynolds-averaged Navier Stokes equations
In OpenFOAM version foam-extend-3.1 the RANS equations are implemented for the hydrodynamic
computations of flow velocities and pressures for two-phase flow. These equations are based on the
Reynolds averaging process which decomposes the time series of turbulent fluctuations into a mean
parameter value and a random fluctuation. The flow velocity and pressure are separated in a time
averaged component and a turbulent component which in equations is presented by 𝑢 = 𝑢̄ +𝑢ᖣ and
𝑝 = 𝑝̄+𝑝ᖣ. This procedure however introduces additional terms (i.e. Reynolds stresses) in the momen-
tum equation which have to be dealt with. This can be done by a turbulence model of choice (e.g. 𝑘−𝜖,
𝑘−𝜔, RNG). The RANS equations are used for CFD computations in OpenFOAM because solving the
short turbulent fluctuations comes at a very high computational cost and this detailed information on
turbulent fluctuations is not important for most engineering purposes.

Figure 4.2: Volume averaging method, adopted from Losada et al. (2016)

The RANS equations do not allow to solve the hydrodynamics (i.e. flow velocities and pressures)
inside porous structures. For coastal engineers the interaction of porous structures with the hydrody-
namics is of great interest for the design of coastal structures (e.g. breakwaters, scour protection and
permeable sea bottoms). The most intuitive way to solve flow through a porous material is the micro-
scopic approach in which each element of the porous structure is individually assessed. This technique
however requires advanced techniques to determine the actual geometry of the porous structure and
this level of detail also comes at a high computational costs. This microscopic approach is not practical
for coastal engineering applications, and a macroscopic approach seems more functional since the
bulk parameters of the structure are of greater interest for coastal engineers Losada et al. (2016). A
macroscopic approach based on a description of bulk parameters is introduced by (Jensen et al., 2014)
in the so called VARANS equations. The VARANS equations consider the porous media to be contin-
uous and characterized by its macroscopic properties instead of a detailed description of the complex
internal geometry Losada et al. (2016). Volume averaging of the RANS equations result in replacing
the velocity in the filter velocity, which describes the average direction and magnitude of the velocity in
the control volume of the porous structure, visualised in figure 4.2. However these adaptations to the
momentum equation result in additional resistance terms which are solved using the extended Darcy-
Forchheimer equations, described in section 4.4.

The VARANS equations have been validated for various coastal structures and their applications
by (Jacobsen et al., 2015), (van Gent, 1995) and others. The VARANS equations as presented by
(Jensen et al., 2014) are given in equation 4.1 and 4.2 as:

(1+𝑐፩)
𝜕
𝜕𝑡
𝜌u
𝑛፩
+ 1
𝑛፩
∇ 𝜌𝑛፩

u uፓ =−∇p∗+g ⋅x∇𝜌+ 1
𝑛፩
∇ ⋅𝜇∇u−F፩ (4.1)
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∇ ⋅u=0 (4.2)

Where 𝐶፦ is the added mass coefficient, 𝑡 is time, 𝜌 is the density of the fluid, u is the vector of
the filter velocity in cartesian coordinates, 𝑛፩ the porosity, ∇ = (𝜕/𝜕𝑥,𝜕/𝜕𝑦,𝜕/𝜕𝑧) is the differential op-
erator, 𝑝∗ = 𝑝−𝜌gx is the excess pressure, 𝑝 is the total pressure, g is the vector of acceleration due
to gravity, 𝑥 = (𝑥,𝑦,𝑧) is the Cartesian coordinate vector, 𝜇 is the dynamic viscosity and F፩ represents
the flow resistance due to the interaction with the porous structure. In the next section (section 4.4) the
resistance term F፩ is elaborated.

4.4. Flow resistance
The resistance term introduced by the VARANS equations for the interaction of flow with the porous
structure needs to be quantified and parameterized in order to become practical. This is done in this
research using the parameterization of van Gent (1995). However first the theoretical principles behind
flow through porous structures are explained.

Porous structures are permeable structures that allow flows induced by waves and currents to pass
through. The flow that flows trough a porous structure experiences friction from the interaction with
the solids inside the porous structure. This interaction is quantified using empirical formulas that de-
scribe the friction of the flow depending on various hydraulic and structural parameters and empirical
coefficients. Therefore the success of the modelling largely depends on the used empirical formulas
and empirical coefficients (Losada et al., 2016). The classical formulation used in modelling practice
is known as the extended Darcy-Forchheimer equation which uses a combination of inertial and drag
forces for non-stationary flow conditions to describe a hydraulic gradient that can be used to assess
the amount of friction. The extended Darcy-Forchheimer equation is presented in equation 4.3:

𝐼 = 𝑎፩𝑢፝+𝑏፩𝑢፝ ∣ 𝑢፝ ∣ +𝑐፩
𝜕𝑢፝
𝜕𝑡 (4.3)

In which 𝐼 is the hydraulic gradient and 𝑎፩,𝑏፩ and 𝑐፩ are empirical coefficients related to the porous
flow conditions. The first two terms represent the drag forces and the last term represents the inertia
force of the flow. The drag force is subdivided in a linear component to account for the viscous forces
and a nonlinear component to account for turbulent fluctuations. For very low Reynolds numbers, the
linear component dominates and the nonlinear component does not influence the total flow resistance.
The opposite is the case for high Reynolds numbers, which is most common for the interaction of waves
with porous coastal structures.

In van Gent (1995) a parameterization for 𝑎፩ and 𝑏፩ has been derived based on the extended Darcy-
Forchheimer equation. In here the hydraulic gradient, as presented in equation 4.3, is used to describe
the flow resistance term (F፩) in the VARANS equations (i.e. in equation 4.1. This parameterization is
themost extended and used parameterization found in coastal engineering applications and is therefore
also adopted in this research. The flow resistance term as adopted in the momentum equation is given
as:

F፩ =𝑎፩𝜌u+𝑏፩𝜌‖u‖ኼu (4.4)

In here 𝑎፩ and 𝑏፩ are drag force resistance coefficients which according to the parameterization by
van Gent (1995) are given as:

𝑎፩ =𝛼
(1−𝑛፩)

ኼ

𝑛ኽ፩
⋅ 𝜇
𝜌𝐷ኼ፧኿ኺ

(4.5)

𝑏፩ =𝛽(1+
7.5
KC

) ⋅
1−𝑛፩
𝑛ኽ፩

1
𝐷፧኿ኺ

(4.6)

Where 𝐷፧኿ኺ is nominal diameter of the porous layer, 𝑛፩ is the porosity of the porous layer, 𝐾𝐶 is
the Keulegan-Carpenter number and 𝛼 and 𝛽 are closure coefficients. In agreement with the originally
derived parametrization of van Gent (1995) the nominal diameter 𝐷፧኿ኺ is used in contrary to the 𝐷኿ኺ
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adopted by Jensen et al. (2014).

The 𝛼 and 𝛽 are the empirical porous media drag coefficients used in equation 4.5 and 4.6. The
𝛼 and 𝛽 coefficients depend not only on the material properties like grading, shape, aspect ratio and
orientation but also on the flow regime within the porous structure. The determination of 𝛼 and 𝛽 is
traditionally done based on one of three approaches:

1. Based on a best fit using experimental data from laboratory experiments.

2. Based on analytical considerations.

3. Using calibration based on numerical computations.

Originally van Gent (1995) derived these values using laboratory experiments as 𝛼 = 1000 and
𝛽 = 1.1, and reported ranges of 0< 𝛼 < 2780 and 0.36 < 𝛽 < 1.33 to account for different material prop-
erties. However, there is no predictive methodology to determine 𝛼 and 𝛽 coefficients in advance for
various material properties, and flow regimes so calibration has to be performed as was noticed by (del
Jesus et al., 2012). This results in a large range of 𝛼 and 𝛽 values found in literature, based on various
approaches, structure and material types and flow conditions. Also not one combination of 𝛼 and 𝛽
exist but multiple different combinations of 𝛼 and 𝛽 can be used resulting in similar behaviour (Jensen
et al., 2014). In Losada et al. (2016) a detailed summary of all proposed literature values of 𝛼 and 𝛽 is
presented. However, the authors note that more study should be conducted on how the shape and na-
ture (natural rocks or artificial armour units) affect the drag forces and therefore the closure coefficients.

The KC number describes the relative importance of drag and inertia forces on a object under
oscillatory flow. It is included by van Gent (1995) to account for the effect of oscillatory flow (i.e. cyclic
wave action) on the flow boundary layers and small eddies that are formed and continuously destroyed
on the interface of the flow with the porous structure. This destruction requires an extra amount of
momentumwhich is larger if the flow is inertia dominated related to the turbulence term. This is inversely
proportional to the KC number which is therefore introduced in the parametrization of (van Gent, 1995).
The KC number is defined as:

𝐾𝐶 = 𝑢፦𝑇
𝑛፩𝐷፧኿ኺ

(4.7)

In which 𝑢፦ is the maximum velocity and 𝑇 is the characteristic wave period. The 𝐾𝐶 number is
hard to estimate because under irregular wave action it is highly dynamic both in space and in time
(Jacobsen et al., 2015). The maximum velocity varies in time and because of the rapid damping of the
wave energy through the porous structure the KC number should also be spatially varying. In other
words, the KC number should preferably have a temporal an spatial distribution depending on the
changing cyclic hydrodynamics. In this research a simplified method is adopted following the approach
described in (Jacobsen et al., 2015). The 𝐾𝐶 number at the toe of the structure is calculated by taking
the maximum orbital velocity based on linear wave theory as an approximation of the velocity in the top
part of the filter.

𝐾𝐶 = 𝐻፦ኺ2 √𝑔ℎ
1.1𝑇፦ዅኻ,ኺ
𝐷፧኿ኺ

(4.8)

Finally the parameterization of vanGent (1995) describes the inertial force, the third term of equation
4.3 (𝑐፩), by adding an added mass term on the momentum equation (see equation 4.1) which is given
as:

𝑐፩ = 𝛾፩
1−𝑛፩
𝑛፩

(4.9)

In which 𝛾፩ is an empirical coefficient which value is often taken as 0.34. Jacobsen et al. (2015)
analysed the sensitivity of this value by setting it to zero and practically no difference was observed. In
line with most numerical studies the originally derived coefficient of 0.34 is adopted in this research.
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4.4.1. Turbulence
Wave breaking and turbulent flow through porous media are sources of turbulence which,if necessary,
can be modelled using additional turbulence models. Including a turbulence model results in shorter
time steps and higher mesh resolutions which will reduce numerical efficiency. However, it is argued
by Jensen et al. (2014) and Jacobsen et al. (2015) that for many engineering applications, with little
wave breaking, the implementation of additional turbulence closure models is not necessary because
the expected amount of turbulence does not influence the bulk hydrodynamics (free surface elevations,
wave reflection, overtopping) and thus create no added value.

Jensen et al. (2014) argues that the turbulence generated inside the porous media can best be
modelled via the resistance coefficients in the Darcy-Forchheimer equation without a separate turbu-
lence model. This is a valid method if the actual turbulence levels inside the porous media are of minor
interest (Jensen et al., 2014). The Darcy-Forchheimer equation is in fact a closure model for handling
porous media resistance forces which cannot be resolved directly in the model. Therefore the effect of
turbulence can be included in this closure model without affecting the bulk hydrodynamics. The porous
media closure coefficients 𝛼 and 𝛽 should be defined/altered as such that these turbulence influences
are integrated within the coefficients. However if the applied 𝛼 and 𝛽 are obtained from physical mea-
surements, the resistance terms already include all dissipative effects among which also turbulence
(Jensen et al., 2014). If an additional turbulence model would be applied the dissipative turbulent ef-
fects are overestimated by the numerical model (Jacobsen et al., 2015). Therefore re-calibration of the
𝛼 and 𝛽 is needed. Overall re-calibration of 𝛼 and 𝛽 is highly recommended due to the uncertainties
related to site specific conditions and the wide range of values found for these closure parameters (see
section 4.4).

4.5. Tracking of free surface
OpenFOAM solves two-phase free surface Newtonian fluids (i.e. water and air) using the VOF method
which is necessary to track the highly non-linear interface between both fluids. Other types of free sur-
face tracking methods adopted by other types of models (e.g. potential wave theory) are not applicable
for overturning and wave breaking processes that OpenFOAM is able to solve using the VOF method.

The VOF method tracks the free surface based on an indicator field 𝐹. The nature of the VOF
method is that the interface is not explicitly computed but that it emerges from the indicator field which
takes a value between 0 and 1 for each computational cell. If the indicator field (𝐹) has a value of 1 the
computational cell is completely filled with water, if the indicator field has a value of 0 it is completely
filled with air and also arbitrary values between 0 and 1 are found if the computational cell is partly
filled with fluid (Jacobsen, 2017). The temporal behaviour of the indicator field is calculated using an
advection algorithm for multi-phase fluids which is used to describe the relative volume fraction of the
two-phases (i.e. water and air) in each computational cell per time step. OpenFOAM by default uses
an explicit advection algorithm called MULES (Multidimensional Universal Limiter with Explicit Solution)
to asses the advection of the indicator field.

(Jensen et al., 2014) adapted the original transport equation of the indicator field in OpenFOAM to
correctly account for permeable structures by adding the 1/𝑛፩ term (see equation 4.10). This factor
consequently limits the amount of fluid in a computational cell to the available porous volume within the
porous structure and thereby ensures mass conservation. The transport equation of the indicator field
that is introduced by Jensen et al. (2014) is given as:

𝛿𝐹
𝛿𝑡 +

1
𝑛፩
[∇ ⋅u𝐹+∇ ⋅u፫(1−𝐹)𝐹] = 0 (4.10)

In which 𝐹 is the indicator field which is defined as the volume ratio of water to air per computational
cell and 1/𝑛፩ is the factor included by Jensen et al. (2014) to ensure mass conservation for fluid mo-
tion through permeable structures. In order to keep a sharp interface using the indicator field a relative
velocity 𝑢፫ is introduced which artificially compresses the solution at the interface. For more detailed
information the reader is referred to (Berberović et al., 2009).
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The indicator field (𝐹) is used to compute the spatial variation of fluid properties (e.g. density and
viscosity) per computational cell in which the computational cell is either air, water or a mixture of both.
The spatial variation of for instance density and viscosity can be calculated using the indicator field
function, see equation 4.11.

𝜌 = 𝐹𝜌ኻ+(1−𝐹)𝜌ኺ 𝜇 = 𝐹𝜇ኻ+(1−𝐹)𝜇ኺ (4.11)

The sub-indices 1 and 0 in these equations refer to water and air respectively. These obtained
densities and viscosities per computational cell are used in the VARANS equations to calculate subse-
quent time steps which are then used to re-evaluate the indicator function for which the process starts
all over again. The higher the spatial resolution around the SWL the more accurately the VOF method
is able to assess the correct surface elevation.

4.6. Generation and absorption of free surface waves
OpenFOAM uses wave relaxation zones to generate and absorb free surface water waves which is
made possible by the waves2Foam toolbox Jacobsen et al. (2012). The advantage of using relaxation
zones is that it behaves like an active sponge which removes (spurious) wave reflections within the
numerical simulation, as well as that it takes care of compensation of the inward stokes drift preventing
water accumulation within the numerical flume.

In this research irregular fully non-linear free surface water waves are generated by the external
wave generation model OceanWave3D. Details on the reasons why OceanWave3D is used as wave
generation model can be found in section 4.2.1. The generated and transformed waves within the
OceanWave3D domain are transferred to the OpenFOAM domain using a coupling relaxation zone at
a location in the vicinity of the structure where potential wave theory is still valid. The relaxation zone
technique updates the velocity field and the water volume fraction (i.e. indicator field) at each time step
in the coupling zone based on a weighting method between a set target solution and the numerical
solution of the indicator field and velocity field within the OpenFOAM domain (see equation 4.12 and
4.13). The target solution can for instance be given by a potential flow solver, a fluctuating linear su-
perposition signal based on a target wave spectra (i.e. wave generation by the waves2Foam toolbox)
or by a constant value (i.e. outlet relaxation zone).

The indicator field 𝐹 and velocity field u within the relaxation zone are updated at each time step
replacing them by the 𝜙 in equation 4.12 and using a weighing function (Jacobsen, 2017). Three
different methods to calculate the specified weighting 𝜒 are implemented in the waves2Foam package.
The default is the exponential weight (equation 4.13 but also the free polynomial weight and the third
order polynomial weight can be used. In equation 4.12 the 𝜙 is used to calculate both the indicator field
𝐹 as well as the velocity field u. Both equations are solved to correct the indicator- and velocity field
prior to the pressure-velocity coupling. Because OceanWave3D does not model two-phase fluids, the
target solution of the air phase is simply set to zero while the solution is independent of this parameter
according to (Paulsen et al., 2014).

𝜙 = 𝜒𝜙computed +(1−𝜒)𝜙target (4.12)

𝜒(𝜁) = 1− exp(𝜁Ꭶᑉ)−1
exp(1)−1 (4.13)

In which 𝜔ፑ is a shape factor which is by default 3.5, 𝜒 is the weighting factor applied in equa-
tion 4.12 and 𝜁 is a local coordinate which is zero at the end of the relaxation zone where only the
computed values are present and 1 at the end of the relaxation zone where only the target solution
is present Jacobsen (2017). Based on the weighing between the target solution and the computed
numerical solution a gradual adaptation (i.e. coupling of information) is created from the potential flow
solution (OceanWave3D) to the Navier-Stokes/VOF solution (OpenFOAM).
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4.7. Measuring overtopping and wave forces
In the following sections the ability of OpenFOAM in combination with the waves2Foam plug in to
capture overtopping volumes is described and the ventilated boundary addition is elaborated.

4.7.1. Measuring overtopping
The amount of overtopping water at a structure can be measured using the waves2Foam toolbox by
defining an overtopping face which covers multiple cell faces and calculates the amount of water going
through the face (Jacobsen, 2017). The overtopping has to be measured in run-time (i.e. at every time
step) as the process of overtopping is very rapid and large fluctuations are found in time. Three types
of fluxes are available during the simulation:

𝜙= The flux of fluid across a face [𝑚ኽ/𝑠]
𝜙᎞= The flux of fluid across a face multiplied with the density of the fluid [𝑘𝑔/𝑠]
𝜙ፅ= The flux of fluid across a face multiplied with the indicator function F [𝑚ኽ/𝑠]

The combination of 𝜙 and 𝜙ፅ would be perfect for the evaluation of the flux of water across a face.
However this is not possible as 𝜙ፅ is not available at the time when the function is evaluated. The flux
of water across a face is therefore estimated by the use of 𝜙 and 𝜙᎞ (Jacobsen, 2017):

𝜙ፅ =
𝜙᎞−𝜌ፅ዆ኺ𝜙
𝜌ፅ዆ኻ−𝜌ፅ዆ኺ

(4.14)

It should be noted that 𝜙 and 𝜙᎞ are not based on the same volume flux at the time of evaluating
𝜙ፅ and therefore only an estimation is possible. Assuming that the fluid is water when 𝐹 = 1, the
overtopping discharge q over a set of faces ϝ can now be calculated as (Jacobsen, 2017):

q=∑
፟∈ϝ
𝜙ፅ,፟

s፟
‖S፟‖ኼ

(4.15)

In which q[𝑚ኽ/𝑠] is the overtopping volume flux and S፟ is the non-unit normal vector to the face. 𝜙ፅ
is positive in the direction of the normal vector and negative in the opposite direction. The combination
of both will give the directional overtopping.

4.7.2. Measuring wave forces
OpenFOAM is able to measure the generated pressures and translate these into forces. OpenFOAM
is a two-phase model in which both air- and water flow are described. During wave impact in closed
cavities, air will mix and become entrapped in the water. It was observed that this air entrapment
resulted in much larger force predictions compared to situations where air was able to escape and
re-enter (Jacobsen et al., 2018, 2015). An approach where small mesh tubes were installed in the
boundary was found to be computationally not attractive as high velocities were observed in the tube
which restricts the time step. The proposed solution for this problem is developed by Jacobsen et al.
(2018) and uses a ventilated boundary condition. This method allows for air ventilation while enforcing a
pre-defined head loss characteristic without restricting the time step of the simulation. For the pressure
drop over the structural element a classical head loss relations ship is used. For the full derivation of
the ventilated boundary condition the reader is referred to (Jacobsen et al., 2018). The final boundary
condition for the ventilated boundary condition reads:

𝜌
2
𝜉፩
𝑒ኼ፩
𝑢⏊𝐴𝐷,𝑓∇𝑏⏊𝑝𝑏∗+𝑝𝑏∗ = 𝑝∗፫፞፟+

𝜌
2
𝜉፩
𝑒ኼ፩
𝑢⏊𝑢⏊∗ (4.16)

The openness and the head loss coefficient can be adjusted for calibration purposes.(Jacobsen et
al., 2018) validated that an openness of 3% and a head loss coefficient of 1.5 correctly reproduced the
force prediction for a crown wall on top of a rubble mound breakwater.
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Numerical model set-up

5.1. Introduction
The geometrical scale of the numerical experiments is 𝑛ፋ = 37.5. All values presented in this report
relate to model scale, unless stated otherwise. First the numerical wave flume layout is discussed after
which both numerical grids will be presented and the boundary conditions and measurement devices
within the numerical model are explained. For more detailed information (i.e. considerations, obser-
vations, choices) related to the numerical flume layout dimensions and both numerical grid resolutions
the reader is referred to appendix B.

5.2. Numerical wave flume layout
The numerical wave flume used in this research is composed of a nested OpenFOAM model within a
larger Oceanwave3D model, see figure 5.1. The numerical wave flume starts at 𝑥 = 0𝑚 and ends at
𝑥 = 25.08𝑚. The height of the numerical flume is 0.59𝑚. The use of both OceanWave3D and Open-
FOAM increases numerical efficiency of the numerical framework as previously elaborated in section
4.2.1. Both OpenFOAM and OceanWave3D use relaxation zones to generate, couple and absorb free
surface waves. Details on the generation, coupling and absorption of waves can be found in chapter
4.2.1 and section 4.6. Both numerical models run side by side and information can be extracted from
both models at any point within the numerical flume.

A platform is used to create the bottom slope which starts at 𝑥 = 6.58𝑚, is 0.1𝑚 high and has a
foreshore slope of 2% (i.e. 𝑚 = 0.02) in correspondence with the physical model experiments. In
yellow and red both the OceanWave3D and OpenFOAM relaxation zones are presented respectively.
According to Paulsen et al. (2014) there is a dependence on the location of the relaxation zone and the
solution in the vicinity of the structure. Once the interaction between the incoming waves and reflected
waves can be neglected the inner domain can be truncated according to (Paulsen et al., 2014). This is
done using relaxation length based on the peak wave length (𝐿፩) calculated using linear wave theory.
Waves are generated at 𝑥 = 0𝑚 (i.e. the OceanWave3D wave generation zone) and travel in positive
𝑥 direction. At 𝑥 = 5𝑚 information on free surface elevation is coupled from OceanWave3D to the
OpenFOAM domain where also the HLCS and sea wall are implemented. OpenFOAM models the
wave interaction with the HLCS and sea wall from which the data is extracted. At 𝑥 = 17𝑚 the waves
within OpenFOAM are absorbed using the outlet relaxation zone and at 𝑥 = 21𝑚 also the waves within
OceanWave3D are absorbed using the outlet relaxation zone based on pressure damping.

5.2.1. Measurement devices
In order to extract wave characteristics within the numerical flume 9 wave gauges have been manually
placed, see figure 5.1 for the positions of these wave gauges. These wave gauges correspond to the
exact location of the wave gauges that have been used in the physical model experiments described in
chapter 3. Additionally, 81 wave gauges have been placed with increments of 0.1m starting at x=17.0.
These wave gauges are referred to as bulk wave gauges and are used for the parametric study.
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Figure 5.1: Numerical flume layout including the OceanWave3D domain and the OpenFOAM domain (not to scale)

5.3. Grid design
The computational grid is the foundation of a numerical model. The computational grid should be de-
signed as such that physical processes are well described and realistic results are obtained in areas
of interest. Moreover, the grid should be designed to have the most efficient relation between com-
putational efficiency and accuracy/level of detail. For both numerical models used in this research,
OceanWave3D and OpenFOAM, the design of the numerical grid is described. Additionally the imple-
mentation of the sea wall is elaborated. The implementation of the HLCS is separately treated and can
be found in section 7.3.

5.3.1. OceanWave3D
OceanWave3D uses a structured cartesian finite difference grid in horizontal direction, determined by
a grid size Δ𝑥. In vertical direction also a finite differences grid is used prescribed by a user selected
number of layers. Based on a preliminary Oceanwave3D study and recommendations by Paulsen et
al. (2014) 10 numerical layers have been used with vertical stretching near the free surface to increase
accuracy near regions of interest. Moreover it was found that the horizontal resolution is normative for
the performance of OceanWave3D, especially for expected high levels of non-linear wave behaviour.
Therefore the grid has been designed using 40 grid cells per peak wave length (𝐿፩) for the smallest
expected wave length during all numerical experiments.

5.3.2. OpenFOAM
In order to generate and refine the OpenFOAM numerical grid the blockMesh and snappyHexMesh
utility are used in this research. The use of orthogonal grid cells with an aspect ratio of 1 (Δ𝑥 = Δ𝑦)
where the free surface is expected is recommended. This is found to have significant effect on the wave
propagation performance of OpenFOAM as described in (ITTC, 2011; Jacobsen et al., 2012; Roenby et
al., 2017). A mesh structure of rectangular grid cells has been designed over the complete numerical
domain using blockMesh. Moreover, refinements were applied using snappyHexMesh to regions of
interest and regions where larger gradients were expected in order to achieve affordable computational
costs without losing accuracy in these regions. The regions of interest that were selected were those
near the free surface, near the HLCS and near the sea wall. Near regions of interest grid cells were
resized up to 1/4 of the original size, see figure 5.2 for the applied refinements. The grid cells that
coincide with the prescribed dimensions of the sea wall are removed using snappyHexMesh. A sea
wall with a freeboard of 0.06m is implemented. Moreover an overtopping face on top of the sea wall
and a front face are applied to measure the overtopping volumes and wave forces respectively. The
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implementation of the HLCS is separately treated in section 7.3.

Figure 5.2: Part of the used OpenFOAM numerical grid with refinements near the regions of interest. In red and blue the cells
which only contain water or air respectively are visualised. Additionally the sea wall and HLCS are presented.

Grid resolution
For the calibration of the numerical model (i.e. the grid resolution study) the grid resolutions presented
in table 5.1 are used. These resolutions follow from analysed literature sources and other research
related to numerical modelling of coastal structures in OpenFOAM. It was found that the number of
grid points per significant wave height was normative. The hydrodynamics (i.e. wave overtopping,
wave transmission and water level set-up) of the system are mostly governed by the larger and longer
waves. These waves should be prescribed well by the numerical model. However also the smaller
waves should be correctly captured by the numerical model. To achieve both accurate results and a
computationally efficient numerical simulation the significant wave height is used instead of the max-
imum wave height. All the 4 presented grid resolutions in table 5.1 are used for the calibration of the
wave flume hydrodynamics which can be found in chapter 7.4.

Table 5.1: Investigated grid resolutions and dimensionless characteristics

Grid ID 𝑁፱ 𝑁፲ #𝑜𝑓𝑐𝑒𝑙𝑙𝑠[−] Δ፱,፬፰፥ =Δ፲,፬፰፥[𝑚]
ፇᑤ

ጂᑪ,ᑤᑨᑝ
ፋᑡ

ጂᑩ,ᑤᑨᑝ

501 1462 54 111771 0.0055 20 418
502 731 27 27982 0.011 10 209
504 512 19 13721 0.016 7 148
503 366 14 7290 0.022 5 105

5.4. Temporal resolution
Numerical models can use explicit or implicit time integration methods to calculate the state of system
in time for a given grid design and resolution. Explicit time integration schemes can directly calculate
the state of the system at following time steps using the previous time step. Implicit time integration
schemes on the other hand find solutions by solving equations that include both the current and the
later state(s) of the system. These type of time integration schemes do not have stability requirements
but can become computationally very expensive. Explicit time integration methods are in general faster
than implicit time integration methods but require stability requirements to prevent the solution to be-
come unstable. Both OceanWave3D and OpenFOAM use an explicit time integration method. In order
to obtain a stable solution for an explicit time integration numerical scheme the CFL condition is used
which is further explained in the next section (i.e. section 5.4.1).

5.4.1. CFL condition
The CFL (Courant, Friedrichs and Lewy) condition is a necessary condition for the convergence of a
finite difference scheme to a (non)linear hyperbolic partial differential equation (Zijlema, 2015). This
means that in order for the numerical scheme to approach the exact solution of the physical equations
the CFL condition should be met. This limits the time step that can be used to solve the methematical
system. If the CFL condition is not met the solution of the numerical model can become unstable
and eventually blow up to infinity. The CFL condition can be explained using the concept of domain of
dependence. The numerical domain of dependence must contain the analytical domain of dependence
(Zijlema, 2015). This means that information must not travel faster than one computational cell per time
step. For a one dimensional numerical model the CFL condition takes the following form:



32 5. Numerical model set-up

∣ 𝜎 ∣≡ ∣ 𝑢 ∣ ⋅Δ𝑡Δ𝑥 ≤ 𝐶 (5.1)

5.4.2. OceanWave3D and OpenFOAM
The limiting time step for OceanWave3D used in this research is based on the CFL condition with a max
courant of 0.8 based on the expected velocity within the maximum wave height during the simulations
which results in a time step of 0.01s. It was found that once OceanWave3D is coupled to OpenFOAM,
OpenFOAM adjusts the time step of Oceanwave3D as well due to the coupling of both models. How-
ever it was found that due to the higher courant restriction of OpenFOAM this did not jeopardize the
numerical stability of OceanWave3D.

The temporal resolution in OpenFOAM is based on the limiting max courant number (𝜎) which is
prescribed by the user of the model and has a default value of 0.35. OpenFOAM, in contrary to Ocean-
Wave3D uses an adaptive time stepping method which aims to increase the time step up to the limiting
time step for every time step of the simulation in such a way that the time step corresponds to the
maximum prescribed courant number. This adjustment method is based on computational efficiency
while maintaining numerical stability. However also very low flow velocities can be present in the flume
(e.g. during the start of the simulation) resulting in nonphysically very large time steps which is pre-
vented by setting a maximum time step restriction of 0.001s. The max courant number has a large
influence on the total computational time (i.e. numerical efficiency) and is therefore analysed in more
depth. Larsen et al. (2019) studied the interFOAM solver and concludes that in order to increase the
accuracy of the numerical prediction it is computationally more efficient to reduce the maximum courant
number in stead of increasing the resolution of the grid. Moreover, Roenby et al. (2017) studies 2D
wave propagation for the interFOAM solver and concluded that a maximum courant number of 0.1-0.2
shows good results regarding wave propagation. Additionally a numerical trick is analysed which uses
additional iterations around the interface of water and air in order to allow for a larger limiting time step
without compromising the numerical stability. The effect of different combinations of courant number
and grid resolution on the numerical prediction of OpenFOAM have been analysed in section 7.4 for
the wave flume hydrodynamic calibration.

5.5. Boundary conditions
In this section the applied boundary conditions are elaborated that have been used for the calibration
and validation of the wave flume hydrodynamics as well as for the analysis of the geometrical layout
of the system. The applied boundary conditions are reported in table 5.2. Irregular wave trains of
500 waves are generated and absorbed in relaxation zones, which form the inlet and outlet boundary
condition in horizontal direction. The use of 500 waves is appropriate for overtopping simulations ac-
cording to recommendations by (Romano et al., 2015). In vertical direction the wave flume is restricted
by the bottom of the flume on which a slip boundary condition is applied and the top of the flume an
atmospheric boundary condition is applied. For the atmospheric boundary condition water and air can
flow out but only air can enter the flume which can result in water losses if the height of the flume is
not adequately chosen related to the computational efficiency. The sea wall is implemented using the
slip boundary condition. On the front face of the sea wall the ventilated boundary condition is applied
to measure the wave forces. The boundary conditions prescribed for the HLCS are elaborated in more
detail in chapter 7, the reported values in table 5.2 are the validated values which are described in more
detail in chapter 8.

For the parametric study, hydraulic boundary conditions resulting in severe overtopping (i.e. a pro-
totype overtopping ≈300 l/s/m) are applied for which the HLCS remains stable (i.e. no movement of
cubipod elements). The Hudson stability condition is used combined with a 𝐾𝐷 value of 12, which is
valid for truck stability of a single cubipod armour layer (J. R. Medina et al., 2010). For multiple layers of
cubipod even higher 𝐾𝐷 values are found due to the stabilizing effect of interlocking layers. A resulting
limiting significant wave height of 13𝑐𝑚 is obtained. The generated hydraulic boundary conditions have
a significant wave height of 11.24𝑐𝑚 near the HLCS and therefore the HLCS is assumed to be stable
during the simulations thus resulting in a physically sound numerical prediction for a stable HLCS.
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Table 5.2: Applied boundary conditions and system characteristics to the OpenFOAM model

Input Symbol Value Unit

Hydraulic Spectral type Jonswap
Peak enhancement factor 𝛾 3.3 [-]
Water depth in basin ℎ 23 [cm]
Offshore boundary wave height 𝐻፬ 11 [cm]
Offshore boundary peak period 𝑇፩ 1.63 [s]
Offshore boundary wave steepness 𝑠፨፩ 0.027 [-]
Peak wave length in basin 𝐿፩ 230 [cm]
Number of waves 500 [-]

Front face sea wall Openness 𝑒፩ 3 [%]
Head loss coefficient 𝜉፩ 1.5 [-]

HLCS Alpha 𝛼 500 [-]
Beta 𝛽 1.0 [-]
Core porosity 𝑛፩,፜፨፫፞ 50 [%]
Armour porosity 𝑛፩,፨፮፭፞፫ 75.2 [%]
Keulegan–Carpenter number 𝐾𝐶 13.15 [-]
Nominal diameter 𝐷፧኿ኺ 4.35 [cm]

System Simulation duration 680 [s]
Turbulence model Laminar [-]
Solver InterFOAM [-]
Number of cores 6 [-]
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6
Calibration and validation of wave flume

hydrodynamics

6.1. Introduction
In this chapter the calibration and validation of wave flume hydrodynamics is elaborated. First the
calibration and validation procedure is described after which the statistical methods adopted to perform
the calibration and validation are described. Subsequently the use and performance of a wave reflection
procedure is described which is used to derive the transmitted wave characteristics. Using a grid
resolution study including also varying courant numbers, the coupling between both numerical models
OceanWave3D and OpenFOAM is described on two locations in the flume (i.e. directly at the end of
the coupling zone and at a location further in the wave flume). Subsequently the predicted overtopping
discharges by OpenFOAM are compared to empirical prediction guidelines and conclusions are drawn.
Furthermore the effect of the ventilated boundary condition on the predicted overtopping by OpenFOAM
is analysed an a sensitivity analysis is included.

6.2. Calibration and validation procedure
Generally numerical studies present a calibration and validation procedure based on a surface eleva-
tion record or other data extracted from a physical model experiments by mimicking the same hydraulic
and structural boundary conditions. For these types of validation raw data on surface level elevation,
overtopping volumes, pressures or a steering paddle input signal is needed. However no such raw
data was available to the author. Therefore a more general approach has been followed to calibrate
and validate the coupled numerical model to be used to analyse the design sensitivities related to the
main geometrical layout parameters, which has been divided in two phases. The first one is the cali-
bration and validation of wave flume hydrodynamics, elaborated in this chapter (i.e. chapter 6). Where
wave flume hydrodynamics of the coupled numerical model are calibrated using a grid resolution study
including variability in courant number. Subsequently the adopted grids and courant numbers are vali-
dated on wave overtopping by comparing the extracted overtopping data to the Eurotop 2018 prediction
guideline for vertical structures. The second phase is the calibration and validation of the hydrodynamic
behaviour of the HLCS which has been elaborated in chapter 7. For this calibration and validation a
combination of significant wave height 𝐻፬ and peak period 𝑇፩ from a wave reflection procedure at a
wave gauge in front of the structure, behind the structure and the corresponding structural dimensions
of the HLCS are used to statistically compare the wave transmission behaviour.

The calibration and validation of wave flume hydrodynamics within the numerical model (this chap-
ter) is conducted following three steps. The first two steps are used for the calibration of the numerical
model and the third step is a validation step. The first two steps are conducted in an empty flume
without a sea wall (i.e. where only the platform representing the beach slope is included) and for the
third step the sea wall is implemented within the numerical model. The calibration and validation steps
are listed below:
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1. An analysis is performed to the direct coupling between both models on raw surface elevation
signals at the end of the coupling zone for different grid resolutions and courant numbers, see
section 6.3.1.

2. An analysis is performed to the wave propagation ability of OpenFOAM after the coupling zone,
see section 6.3.2. In here the surface elevation signals and statistical parameters are compared
between the output of a standalone OceanWave3D model (i.e. the reference output) and the
outputs of the coupled OceanWave3D-OpenFOAM model (i.e. the OceanWave3D output and
the OpenFOAM output of the coupled model) for varying grid resolutions and courant numbers.
The aim of this calibration phase is to have matching output (i.e. surface elevation signals and
statistical wave parameters between both coupled outputs and the reference output) at a loca-
tion within the validity range of both OceanWave3D and OpenFOAM to gain confidence in the
calibrated coupled numerical frame work.

3. An analysis is performed to the effect of different grid resolutions, courant numbers and the use
of different ventilated boundary condition parameters on the predicted overtopping by the cou-
pled OpenFOAM model, see section 6.4. A wave reflection analysis based on the work of Zelt
et al. (1993) is conducted to extract the incoming and reflected surface elevation signals. Addi-
tionally the predicted overtopping discharges by OpenFOAM are validated with empirical design
guidelines presented in the Eurotop 2018 Van der Meer et al. (2018).

6.2.1. Signal comparison methodologies
In order to access the goodness of the calibration several methodologies are adopted in order to com-
pare the surface elevation signals and statistical parameters. These methodologies are elaborated
in the following subsections. First two methodologies for comparison of surface elevation signals are
elaborated and subsequently two methodologies for the extraction of statistical wave parameters from
surface elevation time signals are described. Additionally the use of the wave reflection procedure by
Zelt et al. (1993) and the related uncertainties are presented.

Pearson Correlation Coefficient
For the goodness of fit between extracted surface elevation signals the Pearson Correlation Coefficient
(PCC) is used in this research. This method describes the correlation between two random time signals
using the co-variance between the two signals and the standard deviations of both signals. If the PCC
value is equal to 1, both signals are fully correlated and if the PCC value is equal to 0, both signals are
fully uncorrelated. The PCC value can be calculated using:

𝑃𝐶𝐶 = 𝐶𝑜𝑣(𝑋ኻ,𝑋ኼ)𝜎ፗᎳ ⋅ 𝜎ፗᎴ
(6.1)

In which 𝐶𝑜𝑣 is the co-variance between the two time signals and 𝜎 is the standard deviation of the
separate time signals.

Root Mean Squared Error
Additionally, the root mean squared error (RMSE) is used in this research to compare surface elevation
signals. The RMSE is a statistical parameter which like the PCC can be used to quantify the magnitude
of the error between two signals. If the RMSE is equal to 0, there is no difference between both signals
thus implying that both signals are identical. The RMSE can be calculated using:

𝑅𝑀𝑆𝐸 =√
∑ፍ።዆ኻ(𝑦̂።−𝑦።)ኼ

𝑁 (6.2)

In which 𝑦̂። is the predicted value, 𝑦። is the observed value and𝑁 is the number of observations within
the signal. The RMSE is used for the grid resolution study where the predicted value is set to the output
OpenFOAM value (i.e. surface elevation signal) and the observed value is the output OceanWave3D
value of the coupled model. Additionally the RMSE is used for validation of the wave transmission over
the HLCS where the predicted value is the transmission coefficient modelled by OpenFOAM and the
observed value is the transmission coefficient observed during the physical model tests.
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Significant wave height
In order to compute the significant wave height using wave by wave analysis a zero down crossing
analysis to distinguish individual waves has been carried out on the coupled model output of a surface
level elevation signal. The minimum and maximum surface elevation within each wave was identified
and the difference between the two were taken as individual wave heights. The highest 1/3 of wave
heights were collected and averaged to obtain the significant wave height (𝐻፬)). A sample plot of the
procedure for a certain wave field is presented in figure 6.1.

Figure 6.1: A sample of the minimum-maximum analysis used in this investigation. The red dots represent the maximum and
minimum surface elevations as detected by the used algorithm, while the blue curve represents the original surface elevation
time series.

Spectral wave height
The surface elevation time series that are extracted from the coupled numerical model are character-
ized by a variance density spectrum (𝐸(𝑓)). This spectrum describes the distribution of energy over
the various frequencies within the time series. The characteristic statistical wave parameters of the
spectrum can be described using spectral moments (𝑚፧) which can be described using equation 6.3
following Bosboom & Stive (2015):

𝑚፧ =∫
ጼ

ኺ
𝑓፧𝐸(𝑓)𝑑𝑓 𝑓𝑜𝑟 𝑛 = ...,−3,−2,−1,0,1,2,3, ... (6.3)

Next to the visualisation of the energetically dominant frequencies within the time series various
characteristic average wave parameters can be obtained from the spectral moments. Some examples
are the peak spectral period (𝑇፩), which is the period where most spectral energy is contained, the
mean period (𝑇፦ዅኻ,ኺ =𝑚ዅኻ/𝑚ኺ) and the spectral significant wave height (𝐻፦ኺ =4⋅ (𝑚ኺ)ኺ.኿).

Reflection procedure
When waves interact with a structure, part of the wave energy is reflected back offshore. The reflected
wave energy interferes with the incoming wave energy which creates a standing wave pattern de-
pending on the amount of energy within the incoming and reflecting waves. For this research a highly
reflecting vertical sea wall is used as shore ward boundary. In order to be able to compare the Open-
FOAM overtopping data with design guidelines presented in the Eurotop 2018 manual the incoming
wave field is extracted from the total wave field (i.e. into an incoming and reflected wave field). During
this research, the incoming wave field and reflected wave field are separated using the multiple wave
gauges procedure as described in Zelt et al. (1993). This procedure is based on linear wave theory
and uses Fourier analysis to separate the incoming and reflected surface level elevation signals. Ac-
cording to Zelt et al. (1993), the accuracy of the wave reflection separation increases when using more
wave gauges, especially for broad band wave spectra. Although a broad band spectra is expected for
wave transmission over LCS only three wave gauges are used to separate the incoming and reflected
waves corresponding to the same method adopted during the physical model experiments described
in section 3.
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Preferably, when comparing to the case without a structure in the flume, the exact same surface
level elevation distribution is produced by the reflection procedure. However, the wave reflection pro-
cedure is based on linear wave theory. The waves in the numerical model behave highly nonlinear
due to the slope within the flume and eventually also after wave breaking over the HLCS. Therefore
high levels of non linearity are found within the transmitted waves. Consequently the exact surface
level elevation cannot be produced by using a wave reflection procedure. This does not imply that the
wave reflection procedure cannot be used. Namely, the higher order non linearities that are found in
the wave field shift the surface level elevation towards higher peaks and lower troughs. It is observed
that the wave reflection procedure is not able to reproduce the steep non linear peaks of the wave and
the low troughs, even when using very high Fourier frequencies. However, both the additional non
linearities in the wave crest and the wave troughs can cancel out to give the same wave height during
wave analysis. The uncertainties related to using a wave reflection procedure have been elaborated
in section 6.6.2.

A wave reflection procedure requires a range of frequencies that should be resolved by the proce-
dure. From spectral analysis it is concluded that almost no energy is present for frequencies higher
than 2.5 Hz and lower than 0.1 Hz. Therefore this range of frequencies is adopted for the reflection
procedure during this study.

6.3. Coupling OceanWave3D and OpenFOAM
As previously described while explaining the calibration and validation procedure (in section 6.2) the
calibration of the wave flume hydrodynamics is performed using a grid resolution study including varying
courant numbers. Both the coupling between OceanWave3D and OpenFOAM at the end of the cou-
pling zone (i.e. using direct surface elevation comparison, elaborated in section 6.3.1) and the wave
propagation ability (i.e. using statistical comparison between wave parameters, elaborated in section
6.3.2) are described. For both these analysis the relative calculation time (i.e. 𝑇፜፥፨፜፤/𝑇፬።፦፮፥ፚ፭።፨፧) is
presented based on the simulation duration while using 1 processor to make a relative comparison
between the accuracy of the coupling and the computation effort required.

6.3.1. Coupling at the end of the coupling zone
The first step in the calibration procedure is based on a raw comparison of the surface elevation sig-
nals at the end of the coupling zone as outputted by OceanWave3D and OpenFOAM from the coupled
model. The coupling in raw surface elevation signal is compared using the Pearson Correlation Coeffi-
cient (PCC) and the Root Mean Square error (RMSE) between both signals at the end of the coupling
zone (i.e. at wave gauge 9, see figure 5.1). The results for different grid resolutions and courant num-
bers on the PCC and RMSE are presented in table 6.1. For run BC502A both the outputted surface
elevation signal of OceanWave3D and OpenFOAMwithin the coupled model as well as the correspond-
ing wave spectra are presented in figure 6.2.

(a) Time series comparison (b) Energy density spectral comparison

Figure 6.2: Time and frequency domain comparison of surface elevation signals of OpenFOAM and Oceanwave3D for the
coupled model at wave gauge 9 corresponding to run BC502A.
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Table 6.1: Comparison output of OceanWave3D and OpenFOAM from the coupled model at the end of the coupling zone (i.e.
at wave gauge 9) in order of reducing grid resolution

Run ID Wave type Grid ID 𝐶፦ፚ፱ [-] 𝑅𝑀𝑆𝐸 [cm] 𝑃𝐶𝐶 [-] ፓᑔᑝᑠᑔᑜ
ፓᑤᑚᑞᑦᑝᑒᑥᑚᑠᑟ

[min/s]

BC501 Irregular 501 0.35 0.2792 0.9951 82.0
BC501A Irregular 501 0.10 0.2612 0.9961 178.0
BC501B Irregular 501 0.50 0.2711 0.9956 76.0
BC502 Irregular 502 0.10 0.2804 0.9968 17.5
BC502A Irregular 502 0.20 0.2784 0.9968 10.3
BC504 Irregular 504 0.10 0.3739 0.9965 5.6
BC503 Irregular 503 0.10 0.3777 0.9953 2.7
BC503A Irregular 503 0.20 0.3523 0.9958 1.6

Analysis and conclusion
All grid resolutions perform well for the coupled model at the end of the coupling zone. The relative
simulation time (i.e. 𝑇፜፥፨፜፤/𝑇፬።፦፮፥ፚ፭።፨፧) reduce considerably for coarser grid resolution whereas on the
other hand the RMSE only slightly increases for coarser grid resolution. Therefore it is concluded that
the coupling between OceanWave3D and OpenFOAM is correctly set-up and that the coupling at the
end of the coupling zone does not play a role while determining the grid resolution of the numerical
model. More valuable is the wave propagation, which is elaborated in the next section (i.e. section
6.3.2).

6.3.2. Wave propagation
The surface elevation distribution computed by the coupled model (i.e. OceanWave3D and Open-
FOAM together) is compared with the standalone OceanWave3D model at a wave gauge where both
models are in their range of validity. Using the breaking limit presented in figure A.4 and the maximum
observed wave height in the time series, it is expected that the highest waves break between wave
gauge 2 and 3. Therefore wave propagation is compared at wave gauge 2 in order to evaluate the
ability to model the correct wave propagation for different mesh sizes and courant numbers. This wave
gauge corresponds to a wave gauge at a water depth of 0.252 m, see figure 5.1.

OceanWave3D uses a 4th order numerical method, which produces higher accuracy for the same
resolution compared to OpenFOAM. In order to obtain a grid independent solution a OceanWave3D
standalone run is used as target solution. In table 6.2 both the standalone Oceanwave3D (i.e. run id
OCW3D) and the coupled OceanWave3D with different grid resolutions and temporal resolutions of
OpenFOAM (i.e. BC50-) are presented. The 3 groups of simulations are sorted from highest to low-
est grid resolution. In this table the used grid, the adopted courant number, the outputted significant
wave height of the coupled model (i.e. both the OceanWave3D output and the OpenFOAM output of
the coupled model), the outputted spectral wave heights of the coupled model are presented. In the
9th column the difference in percent between the OceanWave3D output of the coupled model and the
standalone OceanWave3D run is presented and in the 10th column the difference in percent between
the OceanWave3D and OpenFOAM output of the coupled model is presented. Both values from these
columns are used to determine the best grid for this numerical study based on the convergence be-
tween the outputs of the coupled model as well as the convergence towards the target OceanWave3D
solution. Additionally the relative computation times are presented which are also used as a criteria for
the grid decision.

Please note that due to the enormous computational costs, runs BC501x have been cancelled after
230s (160 waves). This should be taken into account when comparing the statistical wave parameters
presented in table 6.2. The spectral and significant wave height of this grid namely shows higher val-
ues, a difference of 4.9% is observed for 𝐻፬,ፎፖ compared to the standalone OceanWave3D simulation.
However, this is most likely due to the larger ratio of higher waves in this part of the time series. For
completeness of this hypothesis the effect of the use of the shorter time series (0-230 s) from grid 501x
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is analysed for all grid resolutions. Using a time series of (0-230 s) for both grid 501x and 502x results
in a difference of only 0.2% which confirms that the significant differences of grid 501 are caused by use
of the shorter time series. Moreover, the 501x grid resolution is rejected from further analysis because
computational times are too large and not feasible for the intended uses. These runs can however
be used to compare the relative effect of courant number on the computation time and accuracy. For
reducing courant numbers the difference between the coupled model output (i.e. OceanWave3D out-
put and OpenFOAM output of the coupled model) reduces whereas the computation time increases
considerably.

Table 6.2: Wave characteristics analysis at wave gauge 2, water depth = 0.252 m. The runs are sorted from high to low resolution
per group

Run Wave Grid 𝐶፦ፚ፱ 𝐻፬,ፎፖ 𝐻፬,ፎፅ 𝐻፦ኺ,ፎፖ 𝐻፦ኺ,ፎፅ Δ𝐻፬,ፎፖ Δ𝐻፬,ፎፅ,ፎፖ
ፓᑔᑝᑠᑔᑜ

ፓᑤᑚᑞᑦᑝᑒᑥᑚᑠᑟ
ID type ID [-] [cm] [cm] [cm] [cm] [%] [%] [min/s]

OCW3D Irregular - - 11.18 - 10.43 - - - 0.1

BC501A Irregular 501 0.10 11.73 11.74 10.93 11.08 +4.9 +0.1 178.0
BC502 Irregular 502 0.10 11.25 11.36 10.56 10.77 +0.6 +1.0 17.5
BC504 Irregular 504 0.10 11.12 11.40 10.49 10.82 -0.5 +2.5 5.6
BC503 Irregular 503 0.10 11.09 11.49 10.48 10.92 -0.8 +3.6 2.7

BC501 Irregular 501 0.35 11.71 11.76 10.91 10.76 +4.7 +0.4 82.0
BC501B Irregular 501 0.50 11.72 11.53 10.95 10.67 +4.8 -1.6 57.0
BC502A Irregular 502 0.20 11.15 11.26 10.48 10.56 -0.3 +1.0 10.3
BC503A Irregular 503 0.20 11.07 11.45 10.47 10.72 -1.0 +3.4 1.6

Analysis and conclusion
Effect of the interaction between both numerical models is observed. A standalone run of Ocean-
wave3D shows the non-influenced OceanWave3D model for comparison, which is independent on the
OpenFOAM resolution and therefore included in figure 6.3 as a horizontal line. OceanWave3D uses a
high-order numerical method compared to OpenFOAM and therefore OpenFOAM needs significantly
more resolution for equivalently accurate results compared to OceanWave3D. OceanWave3D shows
very high accuracy in the input of the coupling but this accuracy is found to be degraded by the lack of
resolution in OpenFOAM to produce equivalent results further in the numerical domain.

Figure 6.3: Grid convergence analysis for different grid resolutions

Some observation from table 6.2 and figure 6.3 are presented below:

• By increasing the spatial resolution of OpenFOAM higher agreement is found between the spec-
tral and significant wave height of both models as well as higher agreement between the coupled
and standalone OceanWave3D output (i.e. convergence).
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• For grid 502 and 501 a reduction in courant number does not show an increase towards the target
solution, whereas grid 503 shows a convergence towards the target solution for lower courant
numbers.

• The coupled model OceanWave3D output shows an under-estimation of the spectral wave height
compared to the standalone model for every grid resolution. However, an increase towards the
target solution is found for increasing OpenFOAM grid resolution. This can be a result of the
smaller time steps of the coupled model due to courant number restrictions of the OpenFOAM
model which determines the subsequent time steps of the coupled model, which shows better
results in capturing the steep peaks.

• The ratio of ፇᑤ
ፇᑞᎲ

approaches values higher than one, which corresponds to values found in lit-
erature for (steep) shoaling waves according to chapter 4.2.4.5 of the Rock manual (Ciria et al.,
2007).

• A numerical trick to obtain the same wave characteristics yet decrease the computational costs
has been performed by adjusting the number of alpha cycles which has been described in the
appendix in section B.4.3. This run (i.e. run BC501B) shows a reduction of 68 % of computational
time compared to run BC501A. However, 3.7% is lost on the spectral wave height in OpenFOAM.
The reduced computation time is not considered to outweigh the loss in 𝐻፦ኺ. Additionally in sec-
tion 6.4 it is shown that 14% is lost on the predicted overtopping discharge. This is not considered
to outweigh the increase in computation time and this numerical trick is rejected from further anal-
ysis. The implications of this numerical trick on the porous flow behaviour is unknown as this grid
and resolution combination are not studied any further.

Based on analysis of figure 6.3 it is observed that for increasing grid resolution the difference be-
tween the output of the coupled model reduces as well as that convergence towards the target solution
is found. Run BC502A approaches to the target solution with only 0.3% difference between the output
of the OceanWave3D of the coupled model compared to the standalone OceanWave3D run. Further-
more run BC502A only shows a difference between the coupled model output of 1%. For this run the
coupling at wave gauge 2 in surface elevation and spectral analysis is presented in figure 6.4, which
shows an almost perfect match.

Generally it is observed that both increasing resolution and decreasing the courant number con-
vergence is found toward the target solution. The effect of decreasing the courant number on the
correlation with the target solution reduces for increasing OpenFOAM resolution. Therefore for high
spatial resolutions (+- 20 cells per significant wave height) the use of the default courant number is rec-
ommended in order to have reasonable computational costs for this numerical model setup. For lower
spatial resolutions (less than 10 cells per significant wave height) the use of lower courant numbers is
recommended to increase the accuracy of the coupled model. These conclusions are drawn based on
this model set-up however it is likely that these conclusions also hold for other similar model set-ups.
For this research 10 grid cells per significant wave height with a courant number of 0.2 have shown to
give the best results for wave propagation (i.e. corresponding to run BC502A).

(a) Time series comparison (b) Energy density spectral comparison

Figure 6.4: Time and frequency domain comparison of surface elevation BC502AOpenFOAM and Oceanwave3D at wave gauge
3
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6.4. Overtopping comparison and validation
In this section the various potential grid designs are compared, and the selected grid is validated based
on the predicted overtopping discharges against data from a large European funded overtopping project
CLASH and Eurotop 2018 prediction guidelines. Moreover the effect of the ventilated boundary condi-
tion is analysed. In order to compare predicted overtopping discharges to the Eurotop design guideline,
the incoming wave field has to be separated from the reflected wave field. The separation of the in-
coming and reflected waves is performed by the 3 gauge method described in Zelt et al. (1993), which
has been elaborated in section 6.2.1.

First various simulations with different grid resolutions and courant numbers are compared. Ta-
ble 6.3 presents the performed overtopping simulations for the various grid dimensions in descending
order. The adopted courant numbers are presented in the fourth column and predicted mean overtop-
ping discharges are presented in the fifth column. Additionally, the prototype overtopping values are
presented which have been calculated using Froude scaling. According to Froude scaling prototype
overtopping can be calculated using the specific discharge scale factor 𝑛ኻ.኿ፋ . Lastly, relative computa-
tion times are presented as a ratio of the number of minutes it takes to compute 1 second of simulation.

Table 6.3: Investigated grid resolutions and dimensionless characteristics, ፑ፜,፬፞ፚ፰ፚ፥፥ ዆ዀ፜፦

Run ID Grid ID Wave type 𝐶፦ፚ፱ [-] 𝑞፦፨፝፞፥ [l/m/s] 𝑞፩፫፨፭፨፭፲፩፞ [l/m/s]
ፓᑔᑝᑠᑔᑜ

ፓᑤᑚᑞᑦᑝᑒᑥᑚᑠᑟ
[min/s]

SW502 502 Irregular 0.1 1.32 302 21.1
SW502B 502 Irregular 0.2 1.28 298 15.1
SW502A 502 Irregular 0.5 (5 sub-cycles) 1.11 256 5.8
SW504 504 Irregular 0.1 1.28 294 8.3
SW503 503 Irregular 0.1 1.25 286 3.7

One can observe that on average OpenFOAM predicts higher mean overtopping discharges for
increasing grid resolution. This effect is probably related to numerical artefacts (i.e. truncation errors
and numerical diffusion) which are related to the size of the grid cells near the overtopping face that are
used to calculate the amount of overtopping. Comparing the effect of differences on mean overtopping
discharges for varying grid resolution it can be observed that when using sufficiently energetic wave
conditions the relative effect of grid resolution on the predicted mean overtopping discharge is small.
However the increase in computation time comparing grid 502 for a courant number of 0.2 and 0.1
shows that the additional gain in mean overtopping discharge for lower courant number does not out-
weigh the increase in computation time. Additionally the trick using 5 sub-cycles is not able to predict
the overtopping discharge in line with the other simulations, and under predicts the mean overtopping
discharge compared to the other simulations.

Looking at figure 6.5b, a large overtopping event is presented which shows the correct shape of an
overtopping event. Additionally a visual inspection of this large overtopping event from the simulation
is presented in figure 6.5c where a lot of spray is observed.

6.4.1. Validation
In this section the selected grid (i.e. grid 502 with a maximum courant number of 0.2) is validated by
comparing the predicted overtopping discharges against data from a large European funded overtop-
ping project CLASH and Eurotop 2018 prediction guidelines for impulsive overtopping conditions (i.e.
equation 2.8 and 2.9). Figure 6.6 presents simulations with grid 502 and a courant number of 0.2 for
different crest freeboard of the sea wall in order to validate the overtopping prediction for different crest
freeboard and gain confidence in the numerical framework. Also predicted overtopping discharges are
presented using comparable grid resolution yet a longer wave flume (i.e. where waves start in deep
water but with the same hydraulic boundary conditions, elaborated in appendix D, see figure D.1). High
agreement is found between the CLASH database and the predicted mean overtopping discharges by
OpenFOAM while all data points predicted by OpenFOAM lie close towards the prediction guideline
and between all CLASH database data points.
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(a)

(b) (c)

Figure 6.5: Overtopping analysis for run ID SW502B. a: Cumulative and instant overtopping discharges. b: Instant overtopping
at the largest wave overtopping event t=382 s. c: Visual overtopping for the largest wave overtopping event t=382 s.

Figure 6.6: Comparison between the CLASH database, the Eurotop 2018 empirical prediction formula (i.e. equation 2.8 and
2.9) and the numerical OpenFOAM prediction using grid 502. Data adopted from Van der Meer et al. (2018)

6.4.2. Effect of ventilated boundary condition on overtopping
The ventilated boundary condition is implemented by Jacobsen et al. (2018) to validate wave force
predictions by OpenFOAM. It implements the effect of air entrapment on the calculation of wave forces
on a crest wall element. The ventilated boundary condition makes use of a head loss coefficient (𝜉፩)
and a degree of openness (𝑒፩). For more detailed information on the use of the ventilated boundary
condition the reader is referred to section 4.7.2. Not only the wave force prediction is affected by the
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implementation of the ventilated boundary condition while it is found that this boundary condition also
affects overtopping discharges. The effect of the openness of the ventilated boundary condition on the
measured overtopping discharge is found to be significant, differences of 42.7% on mean overtopping
discharges are reported in Moretto (2020). In here the same model set-up as used by Jacobsen et
al. (2018) was adopted. In Jacobsen et al. (2018) an openness ranging from 0-6 % was adopted and
it was concluded that 3% openness performed best for the validation of the wave forces on a crest
element. Moretto (2020) found that a lower degree of openness of 0.5 %, results in a 42.7 % higher
overtopping discharge compared to a degree of openness of 3%.

In order to quantify the effect of the ventilated boundary condition on overtopping discharges it has
been analysed by adapting the openness of the boundary condition on the front face of the sea wall and
replacing it by a default No slip boundary condition. Table 6.4 shows the different boundary conditions
on the front face of the sea wall and their corresponding effect on the mean overtopping discharge for
grid design 502 with a courant number of 0.2. Moreover a temporal comparison is presented in figure
6.7 for the different boundary conditions.

Table 6.4: Different boundary conditions on the front face of the sea wall and the effect on the measured mean overtopping
discharge of the sea wall

Run ID Alpha U P 𝑒፩ [%] 𝜉፩ 𝑞፦፨፝፞፥ [l/m/s]
Zero gradient PressureInletOutletVelocity Ventilated 3.0 1.5 1.296
Zero gradient PressureInletOutletVelocity Ventilated 0.5 1.5 1.378
Zero gradient No Slip Zero gradient - - 1.409

Figure 6.7: Cumulative overtopping discharges for different front face sea wall boundary conditions. 2 Different openness of the
ventilated boundary condition and a no slip boundary condition and the effect on the overtopping discharge

Based on table 6.4 and figure 6.7 it is concluded that the effect of the ventilated boundary condition
on the overtopping discharges is present but much less pronounced compared to the crest wall case.
By reducing the default openness of 3% (blue line) to 0.5% (orange line) an increase of overtopping
discharge of 6.3% is found. And by removing the ventilated boundary condition and replacing it by
a no slip boundary (green line) an increase of overtopping discharge of 8.7 % is found. This can be
explained by the fact that a lower degree of openness results in a ”less permeable” structure. Less
air is drained by the front face of the structure which increases the pressure near the front face and
therefore increases the water flux in upward direction. This results in higher volumes of water near the
crest of the structure and consequently more overtopping.

The differences between the crest wall case and this research are probably due to the impulsiveness
of the impacting waves on the structure and the amount of air entrapment that corresponds to the type
of impacting wave. The overtopping in this research is mainly related to pulsating wave overtopping
which has less air entrapment compared to the more violent impacting waves present for the crest wall
case. The crest wall is mainly loaded by impulsive waves due to the initialisation of breaking on the
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front slope of the breakwater resulting in more air entrapment during wave impact on the crest wall
and thus more effect of the ventilated boundary condition. This effect increases for larger waves in the
spectrum which also affect the overtopping discharge the most and therefore shows more effect of the
ventilated boundary condition on overtopping discharges. It is therefore recommended to make the
degree of openness for the ventilated boundary conditions related to the amount of impulsiveness of
the incoming waves. In case more violent wave structure interaction is expected more effort should be
included in the correct calibration of the wave forces and overtopping discharges. For less violent wave
structure interaction the default model settings can be adopted but also calibration is recommended if
data is available. For this research no data on overtopping discharges or wave forces is available and
therefore the default openness of 3% is applied at the front face of the sea wall.

6.5. Conclusion
Based on the different steps that have been conducted to calibrate and validate the wave flume hy-
drodynamics, it is concluded that grid design 502 is the most suitable grid for this research and is
therefore selected for the remainder of this study. This grid has a grid resolution of Δ𝑥 = Δ𝑦 = 0.011𝑚
(10 grid cells per significant wave height) combined with a maximum courant number of 0.2. It shows
the best convergence towards the target resolution in comparison to the required computational time
at a location after the coupling zone further in the numerical flume. Moreover the difference between
the computed statistical wave parameters of the OceanWave3D output and OpenFOAM output only
showed a difference of 1%, which is accepted for the intended uses. Moreover grid 502 with courant
number of 0.2 has been validated against the CLASH database and the Eurotop 2018 design guideline
and showed high agreement on the predicted mean overtopping discharge.

6.6. Sensitivity analysis
An effect of the interaction between OceanWave3D and OpenFOAM on the output significant wave
height was found in section 6.3.2. A standalone OceanWave3D model is used as a target solution for
the grid study and because the horizontal resolution of OceanWave3D is found to be normative for the
correct coupling between OceanWave3D and OpenFOAM a the sensitivity analysis to the horizontal
resolution of the standalone OceanWave3D output is conducted. Furthermore the sensitivity of the
adopted wave gauges for the wave reflection procedure is analysed because this procedure is used
for the remainder of this study during the parametric study.

6.6.1. Oceanwave3D standalone wave generation
Two additional standalone OceanWave3D simulation have been performed, which are presented in
table 6.5. Here different grid resolution of the OceanWave3D standalone model have been varied,
while maintaining the same courant number (i.e. manually adjusting the adopted time step to have
matching courant number). The extracted significant wave height at wave gauge 3 and the relative
computation time has been reported.

Table 6.5: Sensitivity horizontal resolution OceanWave3D at wave gauge 2

# points per wavelength based on 𝐿፩ 𝐻፬ [cm]
ፓᑔᑝᑠᑔᑜ

ፓᑤᑚᑞᑦᑝᑒᑥᑚᑠᑟ
[min/s]

20 10.79 0.03
40 11.18 0.13
165 11.78 14.8

Comparing the significant wave height with the relative computation time it is observed that 40
grid cells per wave length based on 𝑇፩ results in the best ratio of accuracy vs computation time. The
extracted significant wave height increases for increasing grid resolution, however this increase in
computation time is not considered to outweigh the increase in significant wave height.



46 6. Calibration and validation of wave flume hydrodynamics

6.6.2. Wave reflection procedure
This section is used to describe the uncertainties related to using a wave reflection procedure on the
statistical wave parameters. During this study often surface elevation signals from wave gauges 5,6
and 7 (see figure 5.1) have been used to separate the incoming and reflected wave field. First the
related uncertainties to the use of a wave reflection procedure are described by comparing statistical
wave parameters and surface elevation signals at the same location of a run with sea wall (i.e. using
the reflection procedure) and a run without sea wall (i.e. no reflection procedure necessary).

Figure 6.8 presents a time series comparison of a run without sea wall and a run with sea wall
where the wave reflection procedure has been used to find the incoming surface elevation. A mean
under prediction of 4% is found while comparing statistical wave parameters, which is related to the non
linearity within the wave field. The wave reflection procedure is found to be sensitive to the output wave
gauge related to the used wave gauges for the procedure and for the use of a highly nonlinear wave
field. However, the wave reflection procedure can be used for separating the incoming and reflected
wave field but uncertainties related to the procedure should be taken into account. Additionally as
explained the wave reflection procedure is more accurate for more linear waves. During the remainder
of this research the reflection procedure is used between the HLCS and the sea wall, where waves
have been broken on the HLCS resulting in a wider wave spectra. The uncertainties related to using a
wave reflection procedure should be taken into consideration.

Figure 6.8: Time series comparison of a run without sea wall at wave gauge 7 and the extracted incoming free surface using the
reflection analysis of a run with sea wall at wave gauge 7
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hydrodynamic behaviour

7.1. Introduction
The HLCS is implemented in the numerical flume by applying the porous media concept. The water
that flows trough the HLCS experiences resistance which results in energy dissipation. In contrast to
assessing the resistance of the individual elements, the porous media concept uses layers with spa-
tially averaged values in order to describe the flow resistance. In this research the flow resistance is
described using the van Gent (1995) parameterization to describe the resistance term in the VARANS
equations used by OpenFOAM. For more detailed information on the modelling of flow resistance the
reader is referred to chapter 4.3 and 4.4. First the modelling of flow resistance for HLCS is addressed
and the input parameters of the van Gent (1995) parameterization are analysed. Secondly the numeri-
cal structure schematization is explained and different types of schematization are analysed. After that
the closure parameters 𝛼 and 𝛽 are calibrated and validated using physical model data described in
section 3. Moreover the sensitivity of the porous media resistance parameters on the hydrodynamic
behaviour of HLCS is analysed and quantified for educational purposes and for the ability to properly
adopt different porous media resistance parameters for different structure types, structural elements or
placement grids in the future.

7.2. Modelling flow resistance for HLCS
The van Gent (1995) parameterization calculates the flow resistance based on the grading of the ele-
ments (𝐷፧኿ኺ), the flow regime related to the size of the elements (𝐾𝐶), the porosity (𝑛፩), and the closure
parameters 𝛼 and 𝛽. In order to describe and model the hydrodynamic behaviour of HLCS knowledge
on the background of these parameters is necessary. Therefore differences between HLCS using
cubipod artificial concrete elements and conventional LCS are analysed.

7.2.1. Nominal diameter 𝐷𝑛50
For this research the nominal diameter (𝐷፧኿ኺ) is constant based on the use of artificial concrete el-
ements (i.e. 𝐷፧኿ኺ = 𝐷፧ = (𝑀/𝜌፜)ኻ/ኽ. Contrary to rubble mound structures, production of concrete
elements is conducted in factory conditions with adequate quality control. This results in a very narrow
(i.e. an almost constant) grading which results in the ability to adopt a constant 𝐷፧኿ኺ with high certainty.

7.2.2. Keulegan-Carpenter number 𝐾𝐶
For this research, in contrary to research by Jacobsen et al. (2018), the 𝐾𝐶 is adopted in the numer-
ical model. Its value, depending on the incoming wave characteristics, is taken as constant over the
structure. The KC number is related to the formation and development of the flow boundary layer and
eddies during interaction between oscillatory flow and structural elements. The formation of the flow
boundary layer and eddies is a time dependent process which also depends on the shape of the el-
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ement under oscillatory flow. Due to the sharp corners of the concrete elements, it can be reasoned
that in the outer layer of the structure immediate flow separation takes place without the formation of
the flow boundary layer. Thus resulting in no energy related to the destruction of the flow boundary
layer and therefore no need of adding the KC number in the parameterization of the outer layer flow
resistance. On the other hand, the oscillatory velocity magnitude reduces further towards the core of
the structure which therefore increases the effect of the flow boundary layer on energy dissipation for
the core of the structure. This effect especially increases for wider structures. Moreover, part of this
effect of immediate flow separation is implicitly included in the description of the KC number, while this
term takes the period of the oscillation and the nominal diameter into account. For a KC number in the
range of 13.15 (as calculated using equation 4.7 for the governing boundary conditions) vortex shed-
ding takes place and the flow is predominantly turbulent and drag force related (i.e. large KC numbers).
Therefore it is decided to include the effect of the KC while modelling the flow resistance for HLCS.
Additionally a sensitivity analysis is included in section 7.4.4 which is used to quantify the effect of the
KC number on the predicted wave transmission.

7.2.3. Porosity 𝑛𝑝
The porosity of a structure consisting of artificial concrete elements largely depends on the placement
grid of the elements and the elements shape and size. Furthermore, as described in section 2.2.1, the
porosity of cubipod HLCS is not constant over the structure height (ℎ፬) and shows large high levels
of heterogeneity and large gradients near the boundaries, which has also been noticed by Pardo et
al. (2014). These porosity gradients near the boundaries can have a large influence on the hydrody-
namic behaviour of HLCS, especially for structures with their crest level close to SWL. Therefore the
porosity distribution for artificial concrete unit armour layers is addressed and analysed in more detail
in section 7.2.3. The derived porosity distribution is used to construct a schematized porosity profile
using 2 numerical layers. These two layers have been implemented with different porosity values in
the numerical model corresponding to the derived porosity distribution. However, first the core poros-
ity is analysed and quantified for the HLCS used in this research (in section 7.2.3). Subsequently, a
numerical approach is performed to obtain a porosity distribution of a randomly placed cubipod armour
layer in section 7.2.3. This porosity distribution in combination with the derived core porosity are used
to determine a schematized porosity profile with corresponding layer thickness and outer layer porosity
value corresponding to the HLCS used in this research.

Core porosity
According to the cubipod manual (J. R. Medina & Gómez-Martín, 2016), cubipods arrange themselves
in random orientations and with homogeneous porosity. This characteristic is used to derive a mean
porosity for the core of the HLCS. Two methods to calculate the core porosity are described.

The first method calculates the theoretical mean porosity using the placement grid of the cubipods
and equation 7.1 which is based on figure 7.1a.

𝑛፩ =1−[
𝐷፧኿ኺ
𝑎 ⋅ 𝐷፧኿ኺ𝑏 ] (7.1)

According to (J. Medina et al., 2019) a placement grid with 𝑎/𝐷፧኿ኺ =1.58 and 𝑏/𝐷፧኿ኺ =1.27 is rec-
ommended for a HLCS consisting of cubipods. Moreover, this placement grid has also been adopted
during the physical model experiments described in section 3. Using these grid characteristics a the-
oretical mean porosity of 50% is derived. However, equation 7.1 is a theoretical equation which is
derived for conventional cubipod armour units on a slope and the verification for homogeneous struc-
tures on a flat bed is still missing.

The second method uses the actual volumes of the cubipods during the physical model test and
the total volume of the schematized structure to derive a mean porosity of the structure porosity (i.e.
using equation 2.1). Details on the used schematization can be found in section 7.3. From this method
a mean porosity of the core layer of 55% is obtained.

The second method uses the outer contour of the structure to derive the mean porosity including the
highly porous outer layer, which increases the predicted mean porosity using this method. Also near
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(a) (b)

Figure 7.1: a. Placement grid perpendicular to the slope used for randomly placed cubipod armour units (J. R. Medina et al.,
2010) b. Cubipod unit dimensions

the boundaries of the flume in cross-sectional view there are larger gradients which have not been
accounted for using this method and which increase the calculated core porosity. For these reasons
it is reasonable to assume that the mean porosity of 50% is representative for the core of the HLCS
which corresponds to the derived core porosity using the first method (i.e. equation 7.1). Furthermore,
in order to quantify the uncertainty related to the decision of core porosity for numerical modelling a
sensitivity analysis is conducted which is presented in section 7.4.4.

Porosity distribution
As previously addressed (i.e. in section 2.2.1 and 7.2.3) large gradients and high heterogeneity are
found near the boundaries of HLCS. In order to capture these gradients and obtain knowledge on the
effect of these gradients a porosity distribution has been derived for randomly placed cubipod layers. 9
different orientations, which represents complete random placement of cubipod armour units are anal-
ysed. The dimensions of the analysed cubipod for the assessment of the porosity distribution can be
derived from figure 7.1b with 𝐿 = 1.0. The cross sectional area intersecting the cubipod for 15 layers
with increments of 0.1 m are calculated. From these cross sectional areas a solidity curve can be con-
structed which for each cubipod orientation is presented in figure 7.2. The 9 orientations are derived
based on a 22.5 degree rotation in plane and a 22.5 degree rotation out of plane of the cubipod unit.
This results in a description of all possible orientations with 22.5 degree increments. It should be noted
that orientation 2, 3 and 6 are the same as orientation 4, 7 and 8 due to the symmetry of the cubipod unit.

From these solidity curves and the placement grid of the HLCS (𝑎/𝐷፧኿ኺ =1.58 and 𝑏/𝐷፧኿ኺ =1.27) a
mean (i.e. over all 9 orientations) porosity curve of 1 layer of randomly placed cubipod can be obtained,
which is presented in figure 7.3. As expected, large porosity gradients are found over the vertical, es-
pecially near the boundaries. In order to derive the mean porosity over a layer of cubipods it should be
noted that the porosity profile as presented in figure 7.3 is a porosity profile over a cubipod element with
𝐿 = 1.0 which corresponds to a 𝐷፧኿ኺ =1.06𝑚. Because of interlocking between subsequent and layer-
ing cubipod units the cubipod manual (J. R. Medina & Gómez-Martín, 2016) prescribes to calculate the
mean porosity not based on the height of the cubipod unit but based on a layer thickness of 1 𝐷፧኿ኺ. This
results in a mean porosity of 66% and 51% respectively as shown in figure 7.3. The found 51% shows
good resemblance with the porosity calculated using the theoretical equation 7.1 (i.e. method 1 with a
mean porosity of 50%) and the porosity derived while using the actual number of cubipod units used in
the physical model experiment (i.e. method 2 with a mean porosity of 55 %) which gives confidence in
validity of the used approach.

In order to use this porosity distribution and implement 2 separate layers with different average
porosity values within the numerical model special focus is put on the transitions of the outer cubipod
layer during the schematization. The porosity schematization that has been adopted is elaborated in
section 7.2.3.
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Figure 7.2: Analysed cubipod orientations with 22.5 degree increments, including the corresponding solidity curves

Figure 7.3: Mean porosity distribution of a 1 layer randomly placed cubipod armour with layer formation (a/dn=1.58, b/dn=1.27)

Porosity schematization
Following the derived porosity distribution presented in figure 7.3 the outer part of the structure is sep-
arately implemented in the numerical model to give a more detailed representation of the gradients
near the boundary. Only two layers have been adopted to describe this porosity profile for the reason
that it is not necessary to implement the exact porosity profile using small layer increments while using
bulk calibration coefficients with high uncertainty (i.e. 𝛼 and 𝛽). The additional level of detail for im-
plementing multiple layers with smaller increments does not outweigh the automatic loss of detail by
calibration of the porous media coefficients. Moreover this is not practical to implement because the
implementation is limited to the grid resolution of the numerical grid and a minimum of 3 grid cells per
numerical layer is prescribed.

The thickness of the derived outer layer follows from the intersection of the theoretical core porosity
value and the porosity distribution, see figure 7.4. The adopted core porosity of 50% is adopted follow-
ing reasons described in section 7.2.3. The mean porosity of the outer layer is derived by taking the
mean value of the porosity within the thickness of the outer layer. This mean porosity (i.e. 75.2 %), is
prescribed to the outer layer corresponding with a layer thickness of 0.42𝐷፧኿ኺ (i.e. 1.8 cm).
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Figure 7.4: Schematized porosity distribution a 1 layer randomly placed cubipod armour with layer formation (a/Dn50=1.58,
b/Dn50=1.27). The outer layer has a layer thickness of 0.42 ፃ፧኿ኺ and a porosity of 75.2 % while the core has a porosity of 50%

7.2.4. Closure coefficients 𝛼 and 𝛽
The parameterization of van Gent (1995) uses two bulk closure coefficients (i.e. 𝛼 and 𝛽). As previ-
ously noted in section 4.4, there is a large range of 𝛼 and 𝛽 values reported in literature and there is
no predictive methodology to determine these coefficients in advance, thus calibration is necessary.

Originally van Gent (1995) derived the 𝛼 and 𝛽 values to be 1000 and 1.1 respectively based on
experimental results under oscillatory flow for rubble mound structures. Based on differences in shape,
grading and orientation van Gent (1995) reported ranges of 0 < 𝛼 < 2780 and 0.36 < 𝛽 < 1.33 to ac-
count for differences in material properties. In Losada et al. (2016) a detailed overview of all the various
reported values for 𝛼 and 𝛽 reported in various scientific works is presented. It is identified that the
use of a turbulence model influences the reported 𝛼 and 𝛽 coefficients. Moreover, the type of model
(i.e. experimental experiments or numerical) that is used to derive the reported 𝛼 and 𝛽 value affects
the coefficients. In this research no additional turbulence model is adopted, therefore the 𝛼 and 𝛽 are
expected to be larger compared to studies in which a turbulence model is included because all tur-
bulence is now included within these parameters as described in section 4.4.1. On the other hand,
𝛼 and 𝛽 values reported in literature measured using physical model tests are expected to be larger
compared to numerical values due to numerical diffusion which artificially reduces the energy of the
flow within numerical models. With this in mind, various reported literature coefficients for 𝛼 and 𝛽 are
presented and the backgrounds are analysed.

First of all research of Burcharth & Andersen (1995) suggests a theoretical range of 𝛼 and 𝛽 for
rock based on empirical relations of 90 < 𝛼 < 15.000 and 0.47 < 𝛽 < 11. These values show large dif-
ferences in ranges of 𝛼 and 𝛽 for the shape, roundness, packing, grading and irregularity of the rocks.
For more irregular randomly placed rocks with small grading (𝑑ዂ኿/𝑑ኻ኿ ≈ 1.3-1.4), 𝛼 and 𝛽 values in the
range of 980< 𝛼 < 2.100 and 2.4 < 𝛽 < 3 are reported.

Lara et al. (2011) suggested a set of mathematical formula, presented by equation 7.2, to calculate
𝛼 and 𝛽 depending on the porous material properties (i.e. nominal diameter and porosity). This mathe-
matical relationship finds its roots in simplified empirical formulations for permeability and the non linear
drag force coefficient and is presented as:

𝛼 = 4409.22𝐷ኺ.ኾኽ኿ኺ 𝑎𝑛𝑑 𝛽 = 12.27 ⋅
𝑛ኽ፩

(1−𝑛፩)ኻ.኿
𝐷ዅኺ.ኻኺ዁኿኿ኺ (7.2)

On the other hand various authors (del Jesus et al., 2012; Higuera et al., 2014a; Jensen et al., 2014;
Lara et al., 2012) used numerical calibration to determine the 𝛼 and 𝛽 coefficients. In del Jesus et al.
(2012) a porous dam of crushed rock with a porosity of 0.49 is investigated. In this research a separate
turbulence model was included and 𝛼 and 𝛽 values were varied ranging from 5000 < 𝛼 < 20.000 and
1< 𝛽 < 6. The largest correlation with physical model experiments (i.e. the calibration procedure) was
found for 𝛼 = 2500 and 𝛽 = 3.0.
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In Higuera et al. (2014a) also a separate turbulence model was included in the model and 𝛼 and
𝛽 values were calibrated for regular waves interacting with a 2D rubble mound breakwater. In this
research the 𝛼 was kept constant (at a value of 2000) and 𝛽 values were varied for the different layers
of the breakwater. The 𝛽 values in the core and outer armour layer were calibrated as 1.0 and 3.0
respectively. This seems logical as turbulent flow is more dominating in the outer armour layer thus
resulting in more turbulent dissipation in the outer layer compared to the core layer. Furthermore, in
here also a full three dimensional vertical porous structure was investigated (also investigated in Lara
et al. (2012)) and values of 𝛼 = 20.000 and 𝛽 = 1.5 were calibrated.

Concluding, all the aforementioned research shows large variability in reported values and is there-
fore very case specific. This makes applicability of these parameters to other cases with different
hydrodynamic conditions questionable. In (Jensen et al., 2014) more effort was put in the visualisation
of the complete parameter space of 𝛼 and 𝛽 for different flow regimes. Various combinations of 𝛼 and
𝛽 were investigated for different types of flow regimes. In this research flow through a porous dam
was investigated for three types of flow regime and errors using different 𝛼 and 𝛽 values between the
numerical and experimental results were reported. In order to determine the type of flow regime Jensen
et al. (2014) used the concept of pore Reynolds number. The pore Reynolds number is given as:

𝑅𝑒፩ =
⟨𝑢̄⟩𝐷፧኿ኺ
𝑛፩𝜈

(7.3)

In which ⟨𝑢̄⟩ is the averaged flow velocity per time step per control volume (computational cell) and
𝜈 is the kinematic viscosity. Jensen et al. (2014) describes 3 types of flow regime: a Forchheimer flow
regime for 10 < 𝑅𝑒፩ < 150, a transitional regime for 150 < 𝑅𝑒፩ < 300 and a fully turbulent flow regime
for 𝑅𝑒፩ > 300. In this research 𝛼 values were ranging from 0 to 3000 and 𝛽 values were ranging from
0.5 to 4.0 for the three types of flow regime with a pore Reynolds number of 62 for laminar flow up to a
pore Reynolds numbers of 2750 for fully turbulent flow. In this research no separate turbulence model
is included, therefore all turbulence is included in the closure coefficients. Figure 7.5 describes the error
found for combinations of 𝛼 and 𝛽 for the three different flow regimes compared to the experimental
results. In here, regions of combinations of 𝛼 and 𝛽 can be observed which result in the same error.
This indicates that not only one pair of 𝛼 and 𝛽 are correct but multiple combinations exist that result
in the same hydrodynamic behaviour. The final coefficients, which performed best for all flow regimes,
were identified as 𝛼 = 500 and 𝛽 = 2.0, but flow regime specific values can be extracted from figure
7.5. For porous flow trough artificial concrete elements very large pore Reynolds numbers 𝑅𝑒፩ >>300
are expected.

Figure 7.5: Contours of the error between simulated and experimental surface elevation for the three flow regimes, adopted from
Jensen et al. (2014)

The KC number was shown to be important by van Gent (1995). However, (Jacobsen et al., 2018)
eliminated the KC from the parametrization of van Gent (1995) by setting the KC value to 10.000. In this
research the effect of KC is included but also a run with a KC value of 10.000 is performed to visualize
the sensitivity of this parameter.

Concluding, as previously stated, the aforementioned literature studies are all based on rubble
mound structures. Therefore in the next section (i.e. section 7.2.4) hypothesis are formulated on the
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closure coefficients for the applicability of a structure consisting of artificial concrete elements. Because
Jensen et al. (2014) noticed only a small dependency of 𝛼 on fully turbulent flows, see also figure 7.5,
the parameter space will mostly be based on variations in 𝛽.

Hypothesis
It was observed that the 𝛼 and 𝛽 depend on both the flow regime and the material properties. The
flow regimes mostly dominates the relative magnitude of 𝛼 compared to 𝛽. Preliminary analysis on the
effect of 𝛼 and 𝛽 show that 𝛼 is dominating for laminar flow regimes and 𝛽 is dominating for turbulent
flow regimes. The flow regime can be determined by calculating the pore Reynolds number as reported
in Jensen et al. (2014). For artificial concrete elements the pore Reynolds number under design wave
conditions is always found to be in the order of 1 ⋅ 10኿, therefore corresponding to a fully turbulent
flow regime according to Jensen et al. (2014). For a fully turbulent flow regime Jensen et al. (2014);
Losada et al. (2016) reported relatively large effect of the 𝛽 coefficient which seems logical as this
term describes the nonlinear drag which has a larger contribution for more turbulent flow regimes.
Additionally it is expected that for artificial concrete elements lower 𝛼 and 𝛽 values should be used
because less energy is dissipated from the flow, as can be seen in figure 3.2a.

7.3. Numerical structure schematization
The large size of the artificial concrete elements results in a stepped outer contour (i.e. taking the
individual elements into account resulting in a stepped wise slope) compared to a smooth slope for
rubble mound structures. This opens up different techniques to schematize the HLCS in OpenFOAM
from which are analysed in this section to verify the importance of the schematization compared to con-
ventional rubble mound structures. Furthermore the addition of the two layer schematization following
from the porosity distribution (described in section 7.2.3) is analysed here.

Two types of schematization of the HLCS are addressed. Main geometrical dimensions are adopted
from direct measurements of the cubipod HLCS that has been used during the physical model tests.
Dimensions were provided by Odériz et al. (2018) which corresponded to a crest width of 0.11m, struc-
ture height of 0.23m and structure base width of 0.59m. The structure height has been determined by
averaging obtained crest heights from individual experiments using the reported water level inside the
basin and freeboard of the structure. In line with the literature related to wave transmission (i.e. pro-
vided in section 2.2.1) the crest height in this research has been determined based on a plane through
the upper edge of the cubipod unit (see figure 7.6a and 7.7). The front slope of the HLCS (H/V = 1.5)
was kept constant during all simulations.

The first schematization does not take the individual elements into account but schematises the
structure using two measured corner points at the base and two measured corner points at the crest
and intersect these points to form a polynomial (i.e. presented in figure 7.6). The theoretically derived
porosity of 0.5 (derived using equation 7.1) is homogeneously adopted over the structure. The second
schematization follows the individual elements to derive the outer contour (i.e. presented in figure 7.7).
Additionally the porosity distribution schematization presented in 7.2.3 is adopted in the model. The
outer layer has a thickness of 0.42𝐷፧኿ኺ and is implemented using 3 grid cells (i.e. equal to 0.016m)
which corresponds to approximately 0.38𝐷፧኿ኺ. However the oblique layers have slightly more width
resulting in a mean thickness of the outer layer of 0.42𝐷፧኿ኺ which corresponds to the theoretically
derived value.

7.3.1. Analysis
In table 7.1 the characteristics of the performed simulations to investigate both types of schematization
are shown. The first two runs (i.e. 001A, 002A) differ in the adopted schematization shape with the
same homogeneous porosity (50%) over the structure. The third run (i.e. 002B has the porous outer
layer included). No sea wall is included for these simulations and therefore no reflection procedure has
to be applied. In order to obtain the incoming significant wave height, a model run without HLCS has
been performed from which this quantity is obtained.

Following results from simulations 001A and 002A, a difference of less than 1% on the wave trans-
mission coefficient is reported for the different outer contour schematization. The effect of including
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(a) (b)

Figure 7.6: Structure schematization 1: a. Contour design b. Grid around the HLCS, in red the structure

(a) (b)

Figure 7.7: Structure schematization 2: a. Contour design b. Grid around the HLCS, in red the core, in blue the outer armour
layer with higher porosity.

the porous outer layer following the derived porosity distribution is also found to be lower than initially
expected, a reduction of 2% is reported on the extracted wave transmission coefficient.

From figure 7.8 the difference in wave breaking on the crest of the HLCS is presented. Due to
the stepped schematization wave breaking is initialised on the steeper parts of the steps. More wave
breaking on the seaward slope of the structure results in more wave interaction with the structure
which results in higher dissipation (Zanuttigh & van der Meer, 2008). Using knowledge from equation
2.2, more energy dissipation result in less energy transmission thus a lower transmission coefficient.
However according to the reported transmission coefficients in table 7.1, only minor effect is reported
on the transmitted significant wave height and transmission coefficient corresponding to the different
runs.

(a) (b) (c)

Figure 7.8: Wave breaking on the sea ward slope effect for the different runs reported in table 7.1 at a large wave event, t=216
s. a. Test ID 001A. b: Test ID 002A. c: Test ID 002B

The addition of the porous outer layer only shows to have a minor effect (2% reduction) on the ex-
tracted wave transmission coefficient. Additionally to only analysing the wave transmission coefficient,
which does not reveal much detail of the hydrodynamics, also the surface level elevation and wave
spectra are analysed. Figure 7.9 shows a more in depth review, where surface elevation and wave
spectra are analysed and compared to the incident wave spectra. Both schematizations (001A, 002A)
result in similar behaviour regarding surface elevation levels. However, the wave spectra shows less
energy in the transmitted spectrum for structure schematization 2 around the peak frequency. More-
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Table 7.1: Transmission coefficient comparison for both structure schematizations and the addition of the porosity distribution,
using wave gauge 2 and 6 for the incident and transmitted wave characteristics

Test ID schematization 𝐻፬,።[𝑐𝑚] 𝑇፩,።[𝑠] 𝑅፜[𝑐𝑚] 𝛼 𝛽 𝐾𝐶 𝑛፩,፨፮፭፞፫[%] 𝐻፬,፭[𝑐𝑚] 𝐾፭[−]
001A 1 10.19 1.71 1.0 1000 1.1 10.000 - 5.11 0.50
002A 2 10.19 1.71 1.0 1000 1.1 10.000 50 5.14 0.50
002B 2 10.19 1.71 1.0 1000 1.1 10.000 75.2 5.03 0.49

over, it is found that the secondary non-linear peak in the incident spectra completely disappeared in
the transmitted wave spectra for both structure schematizations. The peak period did not shift which is
in line with observations made by (van der Meer et al., 2005).

(a) (b)

Figure 7.9: a. Surface elevation comparison for both structure schematizations (001A, 001B) b. Wave spectra comparison for
both structure schematizations

7.3.2. Conclusion
The difference between both numerical schematizations and the addition of the porous outer layer
result in different wave breaking on the seaward slope of the structure. However only minor effect
on wave transmission behaviour is found. A difference on wave transmission coefficient between both
schematizations of less than 1% is reported. The addition of the porous outer layer, following the poros-
ity distribution for large concrete armour units, only showed a reduction of 2%. However, due to the
higher level of detail of structure schematization 2 it is decided to proceed with this schematization for
the remainder of the research. This schematization includes a differentiation in the porous behaviour
of the outer layer and core and describes the stepped outer contour for HLCS in a more realistic way.

The addition of a more accurate representation of the porosity distribution did not show to have a
large effect on wave transmission behaviour for the bulk hydrodynamic parameter wave transmission
coefficient. However for different types of structures (i.e. composite breakwaters) or combinations of
structures (i.e. crest wall element on porous breakwater) the effect of including the porosity distribution
can give important insight. Especially for more detailed types of data (i.e. force predictions and over-
topping) more research is needed to the effect of including the porosity distribution within OpenFOAM.
However the additional costs of obtaining detailed information on the porous structure should be in
line with the expected gain in results for practical use because only limited effect is reported in this
research. The method adopted in this research can be used as foundation to assess the effect of the
porosity distribution more thoroughly.
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7.4. Calibration
In this chapter the closure coefficients of the parametrization of van Gent (1995) are calibrated to predict
the correct hydrodynamic behaviour related to wave transmission over a HLCS consisting of cubipod
artificial concrete elements.

7.4.1. Calibration case
The calibration case should be as close as possible to the intended uses of the model. These are to
investigate the geometrical layout of the hydrodynamic system using a HLCS to reduce sea wall over-
topping for a constant set of hydraulic boundary conditions. Section 2.3 describes the relative impor-
tance of overtopping and porous flow on wave transmission. Both are dominated by the crest freeboard
of the structure. This research aims to describe the porous behaviour of HLCS with a crest freeboard
around zero. Therefore case B5bMM (see table 3.1 with corresponding 𝐻፬,። =9.90𝑐𝑚, 𝑇፩,። =1.71𝑠 and
𝑅፜ =1.00𝑐𝑚, 𝐾፭ =0.47) is used as calibration case.

Because the hydraulic boundary conditions during the physical model tests are unknown, hydraulic
boundary conditions belonging to measured wave characteristics from case B5bMM at wave gauge
2 (see figure 5.1) are prescribed to the model. Running these hydraulic boundary conditions without
the structure in the flume results in wave characteristics at wave gauge 2 of 𝐻፬ = 10.19𝑐𝑚 which is
3% higher due to the shoaling of the waves. However during these experiments the mentioned wave
characteristics were obtained using a wave reflection procedure. This produces an under prediction
of 4% on the significant wave height as described in section 6.6.2. From the combination of the un-
certainty in wave height due to the wave reflection analysis, the additional shoaling and the fact that
the transmission coefficient is used for comparison (which includes both the transmitted and incoming
waves, both affected by the differences in hydraulic boundary conditions and thus almost negligible) it
is assumed that this does not compromise the calibration results.

7.4.2. Calibration runs and analysis
Based on literature values for rubble mound structures and hypothesis for HLCS described in section
7.2.4 the runs presented in table 7.2 have been performed. The values adopted for the core numerical
layer and the outer layer are separately presented. The same KC value is prescribed for both the core
layer and the outer armour layer. The outer layer is very porous and thin, it is therefore likely that the
same velocity magnitude is found for the core layer. As explained in section 7.2.4 𝛽 is dominant for the
turbulent flow regime. Therefore only two values of 𝛼 have been performed, whereas almost no effect
is predicted for variable 𝛼 values on the results. From figure 7.10 this minor effect of differences in 𝛼
is confirmed where almost vertical contour lines are found.

Table 7.2: Test characteristics belonging to multiple sets of dimensionless porous media closure coefficients (i.e. ᎎ and ᎏ) used
for the calibration

Armour Core
Case 𝛼 [-] 𝛽 [-] 𝐾𝐶 [-] 𝑛፩ [%] 𝛼 [-] 𝛽 [-] 𝐾𝐶 [-] 𝑛፩ [%] 𝐻፬,፭[𝑐𝑚] 𝐻፦ኺ,፭[𝑐𝑚] 𝐾፭[−]
Jacobsen et al. (2018) 1000 1.1 10.000 75.2 1000 1.1 10.000 50 5.03 4.79 0.49
van Gent (1995) 1000 1.1 13.15 75.2 1000 1.1 13.15 50 4.76 4.63 0.47
Lara et al. (2011) 1145 59 13.15 75.2 1145 6.1 13.15 50 3.75 3.77 0.37
Jensen et al. (2014) 500 2.0 13.15 75.2 500 2.0 13.15 50 4.65 4.52 0.46

500 0.2 13.15 75.2 500 0.2 13.15 50 5.19 4.92 0.51
500 0.5 13.15 75.2 500 0.5 13.15 50 5.18 4.89 0.51
500 1.0 13.15 75.2 500 1.0 13.15 50 4.81 4.63 0.47
500 6.0 13.15 75.2 500 6.0 13.15 50 4.29 4.16 0.42

2500 0.2 13.15 75.2 2500 0.2 13.15 50 5.19 4.91 0.51
2500 0.5 13.15 75.2 2500 0.5 13.15 50 5.18 4.87 0.51
2500 1.0 13.15 75.2 2500 1.0 13.15 50 4.77 4.67 0.47
2500 6.0 13.15 75.2 2500 6.0 13.15 50 4.37 4.21 0.43
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It is noted that in agreement with observations by Jensen et al. (2014) different combinations of 𝛼
and 𝛽 result in the wave transmission coefficient. Therefore additional requirements/measurements are
needed to determine the correct details of hydrodynamic behaviour if necessary (i.e. measurements
of flow velocity inside and outside the breakwater, amount of overtopping water over the crest of the
structure, amount of wave reflection etc.).

In order to visualise the parameter range of different values of 𝛼 and 𝛽, figure 7.10 is presented. This
figure shows the absolute error (i.e. absolute difference between the measured experimental transmis-
sion coefficient of case B5bMM (𝐾፭ = 0.47) and the predicted transmission coefficient by OpenFOAM)
for different values of 𝛼 and 𝛽 corresponding to the reported simulations in table 7.2 with a 𝐾𝐶 of 13.15.

Figure 7.10: Contours of the error between simulated and experimental transmission coefficient

The highest agreement with the calibration case B5bMM is found for a combination of 𝛼 and 𝛽 of
𝛼 = 500 and 𝛽 = 1.0 which results in an error of the wave transmission coefficient with only an uncer-
tainty of only 0.7%.

7.4.3. Discussion
It has been observed that at one point the further reduction of 𝛽 does not have a result on the trans-
mission coefficient. Moreover, for further reduction of 𝛽 the results become theoretically questionable.
The theoretical range of 𝛼 and 𝛽 as derived by (Burcharth & Andersen, 1995) for rubble mound porous
media prescribes 𝛽 values with a minimum of 0.47. Due to the applicability of these ranges for other
types of porous media, concrete elements in this research, slight differences in these ranges can be
observed. However, in this research 𝛽 has been reduced up to 0.2 which indicates that it might be-
come theoretically invalid even for these types of elements and in that case it is only used as a fitting
parameter without a physical meaning which should be prevented.

For the calibration of the porous media resistance parameters hydraulic boundary conditions similar
to case B5bMM have been implemented. Based on calibration of 𝛼 and 𝛽 with constant 𝑛፩, 𝐾𝐶 and
𝐷፧኿ኺ it has been found that OpenFOAM is able to predict the transmission coefficient within 0.7% for
the calibration case. However this does not imply that all other simulations can also be predicted within
this range of error. Especially since the spread in transmission coefficients reported in J. Medina et al.
(2019) is very large, as presented in figure 3.2a. Based on knowledge obtained from the calibration of
𝛼 and 𝛽 this spread in data most likely cannot only be explained by only adopting 𝛼 and 𝛽 as discussed
above. It is therefore required to obtain insight in the effect of the other porous media resistance
parameters (i.e. 𝑛፩, 𝐾𝐶 and 𝐷፧኿ኺ). A sensitivity analysis is performed in section 7.4.4 to gain insight in
the sensitivity of 𝑛፩ and𝐾𝐶 on the wave transmission coefficient. Additionally a critical review is needed
on the model set-up and the post processing methods adopted during the physical model experiments
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and the numerical experiments in this research to make a quantitative comparison.

Critical review of physical model experiments
In this section a bullet point review is presented based on knowledge obtained from analysing the
physical model experiments described in section 3 and the effect of the adopted methods on the wave
transmission coefficient. The physical model experiments show a large spread in obtained results which
cannot only be explained by the physical processes involved but also depend on the measurements
techniques and the post processing tools.

• In the physical model experiments a wave reflection analysis is used to extract incoming wave
characteristics at wave gauge 2. However due to the bottom slope and restricted water depth,
highly nonlinear waves are observed in the wave flume. As described in section 6.6.2 the wave
reflection procedure is not able to recognize these non linearities which introduces uncertainty
on the results. In this research separate simulations, with and without the HLCS for the different
hydraulic boundary conditions, are performed which results in the fact that no wave reflection
procedure is necessary for the calibration of the porous media resistance parameters, which
affects the uncertainty.

• The hydraulic boundary conditions adopted for the physical model experiments reported in section
3 were not available. Therefore the physical model wave characteristics extracted at wave gauge
2 are adopted as hydraulic boundary conditions for the OpenFOAM numerical experiments, also
described in section 7.4.1. This results in the fact that the extracted wave characteristics at wave
gauge 2 in the numerical model do not coincide with the extracted wave characteristics at wave
gauge 2 for the physical model experiments, a mean difference of 3% on the significant wave
height at wave gauge 2 is established.

• For several hydraulic boundary conditions wave breaking is observed on the sea bed slope be-
tween wave gauge 2, where the incoming wave characteristics are extracted and the HLCS. The
wave breaking in front of the HLCS results in additional energy loss which is not related to inter-
action with the HLCS yet is accounted for in the experimentally derived transmission coefficient.
This additional energy loss results in lower measured transmission coefficients.

7.4.4. Sensitivity analysis
It was found that a decrease of the 𝛼 and 𝛽 as the only two calibration coefficients only affect the
transmission behavior to a certain extent. In order to obtain higher transmission coefficients, which are
achieved by lowering the 𝛼 and 𝛽, physical limits of these parameters come into play. Moreover the
spread in the range of data from the physical model experiments cannot only be explained by changing
the 𝛼 and 𝛽. In order to access the most important parameters also the effect and sensitivity of other
parameters in the parametrization of van Gent (1995) are analysed and the effect on wave transmission
is reported.

Porosity (𝑛፩)
As described in chapter 7.2.3 the porosity of HLCS shows large heterogeneity near the boundaries of
the structure. Moreover, porosity is one of the most important physical parameters that distinguish a
conventional rubble mound structure with a core from a HLCS consisting of large concrete elements.
Therefore, a lot of effort has been put into the correct representation of the porosity within the numerical
model (i.e. elaborated in section 7.2.3). The core porosity is calculated using three methods (see sec-
tion 7.2.3) which result in values of 50, 51, 55 % respectively. For the calibration case a core porosity
of 50% is adopted and in order to get a better understanding in the sensitivity and the effect of the
core porosity on the wave transmission behavior the core porosity has been varied 5% from the base
prediction (50%) which results in additional runs with a core porosity of 45% and 55% respectively.
The porosity of the outer layer is kept constant at the value derived in chapter 7.2.3 at a value of 75.2
%. The effect of porosity is also important for the prediction of wave transmission behavior related
to other types of artificial concrete elements or different placement characteristics with corresponding
core porosity and the sensitivity is therefore very interesting.
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Table 7.3: Sensitivity of the core porosity on wave transmission behavior. Calibrated values of ᎎ ዆ ኿ኺኺ, ᎏ ዆ ኻ.ኺ and ፊፂ ዆ ኻኽ.ኻ኿
are used.

Case 𝛼 [-] 𝛽 [-] 𝐾𝐶 𝑛፩,፜፨፫፞ [%] 𝑛፩,ፚ፫፦፨፮፫ [%] 𝐻፬,፭[𝑐𝑚] 𝐻፦ኺ,፭[𝑐𝑚] 𝐾፭[−]
500 1.0 13.15 45 75.2 4.59 4.42 0.45
500 1.0 13.15 50 75.2 4.81 4.63 0.47
500 1.0 13.15 55 75.2 5.19 4.96 0.51

Increasing the core porosity with 5% results in in a 9% increase in wave transmission coefficient.
For a 5% decrease of the core porosity a 4% decrease in wave transmission coefficient is observed.
Based on these observations it can be concluded that the core porosity of the structure has a large
influence on the wave transmission behaviour and should be very accurately assessed for hydrody-
namic calculations, for instance following the method described in section 7.2.3. Moreover the wave
transmission coefficient shows more sensitivity to an increase in core porosity compared to a decrease
in core porosity which comes into play for more porous concrete elements or different placement grids.

KC parameter
As shown earlier in table 7.2 by comparing the Jacobsen et al. (2018) with the van Gent (1995) run, the
effect of including the KC number in the flow resistance parametrization can be seen. The KC number
is related to the formation and development of the flow boundary layer and eddies during interaction be-
tween oscillatory flow and structural elements. By including the KC number in the parametrization the
numerical model calculates more flow resistance and thus more energy dissipation within the porous
structure. This results in less energy reflection and transmission to the lee side of the structure. The
physical meaning of including the KC number in the parameterization is described in section 7.2.2.

A run for which the KC number is practically eliminated from the parametrization by setting it to
10.000 and using the calibrated 𝛼 = 500 and 𝛽 = 1.0 results in only a 2% difference in transmission
coefficient presented in table 7.4.

Table 7.4: Sensitivity of including the KC number in the parametrization of van Gent (1995)

Case 𝛼 [-] 𝛽 [-] 𝐾𝐶 𝑛፩,፜፨፫፞ [%] 𝑛፩,ፚ፫፦፨፮፫ [%] 𝐻፬,፭[𝑐𝑚] 𝐻፦ኺ,፭[𝑐𝑚] 𝐾፭[−]
500 1.0 13.15 50 75.2 4.81 4.63 0.47
500 1.0 10.000 50 75.2 4.98 4.77 0.49

7.4.5. Conclusion
The combination of a higher core porosity and a highly turbulent flow regime throughout the entire
structure for HLCS result in more wave transmission compared to conventional rubble mound LCS.
Compared to the proposed calibration coefficients by Jensen et al. (2014) for rubble mound structures it
has been found that for HLCS lower values should be prescribed. This results in less energy dissipation
trough the porous structure. The corresponding porous media resistance coefficients that should be
prescribed to the van Gent (1995) parametrization in OpenFOAM are: 𝛼 = 500 and 𝛽 = 1.0 while
including the 𝐾𝐶 number. The largest sensitivity of the other input parameters was found to be the
core porosity of the structure (𝑛፩) which underlines the importance of correct representation of the
porosity. It is decided to continue the validation of the wave transmission behavior with the calibrated
porous media resistance coefficients. However taking into account the uncertainties that belong to
the calibration case and the overall spread in physical model data that might affect the spread during
validation.
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7.5. Validation
Validation of the hydrodynamic behavior of the HLCS is performed using extracted wave transmis-
sion coefficients from physical model experiments as described in chapter 3. During these physical
model experiments the water level and wave conditions at the offshore boundary were varied instead
of changing the structural parameters of the HLCS (i.e. instead of removing or adding a layer of cu-
bipods). For different hydraulic boundary conditions both a model run without the HLCS and with the
HLCS have been performed to eliminate the need of a wave reflection procedure, in line with the cal-
ibration methodology. The calibrated porous media resistance parameters 𝛼 = 500 and 𝛽 = 1.0 have
been adopted combined with a core porosity 𝑛፩,፜፨፫፞ = 50%, outer layer porosity 𝑛፩,፨፮፭፞፫ = 75.2%, a
nominal diameter 𝐷፧኿ኺ of 4.35𝑐𝑚 and a KC value of 13.15 based on linear wave theory.

7.5.1. Validation and analysis
For the validation experimental results from chapter 3 in the full range of the investigated hydraulic and
structural boundary conditions have been used. Validation run B5bLL is used to validate the porous
media resistance coefficients for milder wave conditions with the same structure freeboard. Validation
runs B5bML and B5bHH have been used to validate the hydrodynamic behaviour for different structure
freeboard. Table 7.5 reports the extracted wave characteristics from OpenFOAM at wave gauge 2,
which are compared to the OpenFOAM wave characteristics at wave gauge 6 to derive a transmission
coefficient 𝐾፭,ፎ፩፞፧ፅፎፀፌ. The transmission coefficient extracted from the physical model experiments is
also presented as 𝐾፭,፞፱፭፫ፚ፜፭፞፝

Table 7.5: Wave transmission validation offshore boundary conditions and structure freeboard with corresponding transmission
coefficients for ᎎ ዆ ኿ኺኺ, ᎏ ዆ ኻ.ኺ, ፊፂ ዆ ኻኽ.ኻ኿, ፧፩,፜፨፫፞ ዆኿ኺ% and ፧፩,ፚ፫፦፨፮፫ ዆዁኿.ኼ%

Test ID 𝐻፬,።[𝑐𝑚] 𝑇፩,።[𝑠] 𝑅፜[𝑐𝑚] 𝑅፜/𝐻፬,። 𝐻፬,፭[𝑐𝑚] 𝐾፭,፞፱፭፫ፚ፜፭፞፝ 𝐾፭,ፎ፩፞፧ፅፎፀፌ
Calibration 10.19 1.71 1.0 0.10 4.81 0.47 0.47

B5bLL 4.40 1.27 1.0 0.23 2.49 0.60 0.57
B5bML 10.40 1.71 -1.0 -0.10 5.53 0.53 0.53
B5bHH 10.48 1.91 4.0 0.38 4.31 0.48 0.41
B5bHM 10.30 1.91 1.0 0.10 5.28 0.55 0.51

Figure 7.12a presents the measured and estimated transmission coefficients for the validation
cases. In this figure also the calibration run has been plotted however this run is not used to calculate
the RMSE of the validation procedure. The validation of the wave transmission coefficient provided a
RMSE value of 0.0427. The calibrated porous media resistance parameters provided good results, but
for every case underestimated the extracted transmission coefficient from the physical model experi-
ments. The KC and porosity have not been calibrated but a sensitivity analysis has been adopted to
map the effect of porosity and KC on the wave transmission coefficient as described in section 7.4.4.

Figure 7.11: Wave spectra change due to interaction with the HLCS
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From the validation runs it can be observed that OpenFOAM predicts the most accurate results with
a crest level around SWL. This makes sense because the numerical model is calibrated for crest levels
around SWL. Overall it is observed that OpenFOAM under predicts the wave transmission behaviour
for all performed numerical experiments with a mean under prediction of 6.6%. The most difference
between the modelled and extracted transmission coefficient is found for positive crest free boards (i.e.
14.7%), for submerged structures also differences are observed (i.e. 6.7%). Around the SWL Open-
FOAM predicts wave transmission behaviour with the least amount of uncertainty (i.e. within 2.6% of
the measured data).

A solution to reduce the underestimation of OpenFOAM is to reduce the calibration coefficients 𝛼
and 𝛽 but mostly the 𝛽 as this is the dominant parameter for the turbulent flow regime around HLCS. It
is argued based on the validation predictions that 𝛽 can be lowered to 0.5 to obtain the most accurate
results because lowering 𝛽 results in approximately 8% higher transmission coefficient according to
the calibration test runs (table 7.2). However the 𝛼 and 𝛽 should remain within the theoretical limits
derived for these parameters to present a physically sound numerical prediction. Moreover this will
also influence the validation of cases with a crest level close to SWL which are now well described
and forms the most interesting case for the remainder of this research where the crest level is close to
SWL. Depending on the intended uses of the numerical model calibration coefficients 𝛼 and 𝛽 should
be adjusted as such that for the given freeboard the correct physical processes are included in the
numerical prediction.

(a) (b)

Figure 7.12: Validation of OpenFOAM to predict wave transmission behind HLCS

7.5.2. Conclusion
OpenFOAM is validated to predict the correct wave transmission behaviour for HLCS using the cali-
brated porous media resistance parameters described in chapter 7.4. The ranges of applicability that
have been validated are: −0.10 < 𝑅፜/𝐻፬,። < 0.38. Preferably more validation runs should have been
performed for more extreme cases (i.e. higher/lower crest free boards, differences in crest width) to
gain more confidence in the range of applicability of the numerical model. However, for this validation
new physical model experiments should be performed as there is no data available for more extreme
cases. Overall it is observed that OpenFOAM under predicts the wave transmission behaviour for
all performed numerical experiments with a mean under prediction of 6.6%. The most difference be-
tween the modelled and extracted transmission coefficient is found for positive crest free boards (i.e.
-14.7%), for submerged structures also differences are observed (i.e. -6.7%). Around the SWL Open-
FOAM predicts wave transmission behaviour with the least amount of uncertainty (i.e. within -2.6%
of the measured data). This underlines the effect of using the numerical model inside or outside the
validated ranges, which brings higher levels of uncertainty that should be taken into account by the
user of the model.

Considering all the variability and uncertainty regarding the exact mimicking of the physical model
experiment and the uncertainties of the physical model experiments itself combined with the intentions
of the numerical model the underestimation of OpenFOAM is found to be acceptable for the intended
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uses of the numerical model. It is therefore decided to continue with these validated porous media
resistance parameters. However the overall underestimation should be taken into account for further
analysis using these parameters. Additionally for different model set-ups of hydrodynamic behaviour
for HLCS the porous media resistance parameters need to be re-calibrated by the user of the model.
This can be done using knowledge from the sensitivity analysis on the different porousmedia resistance
parameters (𝑛፩ and 𝐾𝐶) which is included in section 6.6.



8
Analysis of geometrical layout and

design considerations

8.1. Introduction
During previous chapters the OpenFOAM model is calibrated and validated to correctly describe the
hydrodynamics around a HLCS consisting of cubipod artificial elements. The validated model is used
in this chapter to extent the limits of current knowledge and present the most interesting design con-
siderations for a HLCS to reduce sea wall overtopping. One set of hydraulic boundary conditions are
applied for the parametric study. All boundary conditions can be found in table 5.2. The effect of the
main geometrical layout parameters, crest width (𝐵), freeboard (𝑅፜ =ℎ፜−ℎ) and distance between the
HLCS and sea wall (𝐿፩፨፨፥) are analysed. These geometrical layout parameters are made dimension-
less to the incoming wave characteristics (i.e. 𝐵/𝐻፬,።, 𝑅፜/𝐻፬,። and 𝐿፩፨፨፥/𝐿፩). The wave transmission
coefficient (𝐾፭), mean water level set-up near the sea wall (𝜂፬፞ፚ፰ፚ፥፥), cumulative mean overtopping
discharge (𝑞), hydraulic gradients over the HLCS (𝑖᎔,ፇፋፂፒ) and basin (𝑖᎔,፛ፚ፬።፧) and temporal variations
in water level set-up and overtopping are analysed.

First the model set-up is described and the adopted numerical grid changes for varying geometrical
layout parameters are elaborated. Next the adopted methods to extract the hydrodynamic character-
istics from the model are described. Additionally an initial parametric sensitivity study is conducted
based on a bandwidth of the most practical layout configurations described in appendix C. This analy-
sis is used to obtain initial insight in the behaviour of the system and find interesting phenomena that
need more attention. Subsequently, the three main geometrical layout parameters are independently
analysed using the extracted hydrodynamic characteristics. The effect of geometrical layout on the
hydrodynamic characteristics are analysed and compared to literature values and hypotheses. Fur-
thermore a comparison is made between the predicted overtopping by OpenFOAM and the Eurotop
guideline by only taking the transmitted waves into account (i.e. no water level set-up and low frequency
basin hydrodynamics) to verify the added value of OpenFOAM compared to quick assessments.

Figure 8.1: Outline of the parametric study, indicated in the figure are the parameters that have been investigated

Figure 8.1 presents the parameters that are investigated during this parametric study. In section
8.2.2 the changes to the parameters from figure 8.1 and the corresponding changes to the numerical
grid are described.
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8.2. Model set-up
In this section the adopted hydraulic boundary conditions, the grid adaptions to changes in geometrical
layout and the methods used to extract data from the model are elaborated.

8.2.1. Hydraulic boundary conditions
Hydraulic boundary conditions resulting in severe overtopping (i.e. more than 50-200 l/s/m at prototype
scale, corresponding to structural damage at a non paved revetment sea wall (Ciria et al., 2007)) are
prescribed at the inlet boundary. The adopted boundary conditions can be found in table 5.2 combined
with a sea wall freeboard of 6 cm. By selecting hydraulic boundary conditions corresponding to severe
overtopping, the effect of numerical finite precision, truncation errors and other numerical artifacts are
minimized compared to the bulk characteristics. Using these boundary conditions a base overtopping
of 𝑞።፧።፭።ፚ፥ =1.28 l/s/m is predicted by OpenFOAM (simulation SW502B) which corresponds to a proto-
type overtopping discharge of 294 l/s/m.

(a) ዅኺ.ኾ ጺ ፑᑔ/ፇᑤᑚ ጺኺ.ኾ (b) ኻ.኿ ጺ ፁ/ፇᑤᑚ ጺኾ.኿

(c) ኺ.ኽኽ ጺ ፋᑡᑠᑠᑝ/ፋᑞᎽᎳ,Ꮂ ጺኻ.ኺ

Figure 8.2: Varying procedure for varying a: crest height b: crest width c: basin length

8.2.2. Geometrical layout adaptation
Here the adaptation of the geometrical layout and the corresponding effect on the numerical grid is
described. The OpenFOAMmodel is adopted as such that only the effect of one geometrical parameter
is varied (i.e. the crest width (𝐵), freeboard (𝑅፜ = ℎ፜−ℎ ) and basin length (𝐿፩፨፨፥)) whereas the other
parameters are kept constant. Additionally the water level is kept constant to have constant wave
characteristics within the flume independent of the geometrical layout. The adaptations to the numerical
model are presented in figure 8.2. For varying basin length the HLCS remains at the same location
and the sea wall is moved in land ward direction. For varying crest width the crest width of the HLCS is
increased in land ward direction, while alsomoving the sea wall in land ward direction to have a constant
basin length. The crest height of the structure is varied by increasing or decreasing the crest height
with 1 layer of cubipods while also widening the structure to have a constant crest width. Additionally
also a movement of the sea wall is required to have a constant basin length. The adopted procedure
for changing geometrical parameters is described in more detail in appendix C.

8.2.3. Data extraction
In this section the various methods used to extract hydrodynamic characteristics are described. These
characteristics are used to analyse the hydrodynamics of the system in relation to the changes in
geometrical layout.
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Wave transmission coefficient (𝐾፭)
The transmission coefficient is defined as the ratio between the significant wave height in the lee of
the structure (the transmitted significant wave height) and the significant wave height in front of the
structure (the incoming significant wave height). Due to the highly reflecting sea wall, the wave field
inside the basin is composed of left and right going waves. For the definition of the transmission co-
efficient only the right going waves should be considered (i.e. the transmitted significant wave height
over the structure). In order to obtain the transmitted significant wave height, a wave reflection pro-
cedure is applied (see section 6.2.1 and 6.6.2 for more information on the applied reflection procedure).

For the parametric study wave gauge 5,6 and 7 (see figure 5.1) are used to perform the wave reflec-
tion procedure with output at wave gauge 6. The transmitted significant and spectral wave heights are
extracted from transmitted surface elevation signals over the full simulation period (i.e. 0-680s). The
geometrical layout and corresponding model set-up is slightly different for each simulation (see section
8.2.2) which makes it is not always possible to use wave gauges 5,6 and 7 to extract the transmitted
wave characteristics. In that case the bulk wave gauges at 𝑥 = 13.0𝑚, 13.2𝑚, and 13.5𝑚 are used for
the wave reflection procedure with output at 𝑥 = 13.2𝑚. There is no observed effect of using these dif-
ferent wave gauges to extract the transmission coefficient whereas the same transmission coefficient
is found using both methods.

Mean water level set-up (𝜂፬፞ፚ፰ፚ፥፥)
The mean water level set-up near the sea wall is important for overtopping predictions because this
increase of mean water level artificially reduces the crest freeboard of the sea wall. Water level set-up
is a consequence of wave momentum release due to wave breaking and the conservation of mass
transport of water over the crest. In section 2.4, this phenomena is described in more detail. Conse-
quently smaller waves are able to overtop the sea wall during events of higher water levels. This results
in larger individual overtopping volumes and a higher mean overtopping discharge.

The mean water level set-up is extracted from the model using one of the bulk wave gauges (with
0.1 m increments) within the numerical flume that is closest to the sea wall. Due to differences in
geometrical layout for different simulation runs, a different wave gauge (i.e. each time the one closest
to the sea wall) is used for the extraction of the mean water level set-up. No re-circulation system is
implemented in the model thus resulting in gradual filling of the basin during the simulation which is
compensated by a return flow over and through the HLCS resulting in hydraulic gradients within the
basin. Large spatial variations of the mean water level set-up were observed. These spatial variations
are elaborated in the next section.

Spatial distribution of mean water level set-up within the basin (𝑖᎔,ፇፋፂፒ and 𝑖᎔,፛ፚ፬።፧)
It was found that the mean water level set-up is not constant over the basin length. The extracted mean
water levels are dependent on the location within the flume where they are extracted. The slopes in
water level that is formed over the HLCS and within the basin are a result of mass conservation within
the basin and friction over the structure. At the start of the simulations the water level along the flume
is equal to SWL. Once waves start interacting with the HLCS (i.e. the breaking of waves on the LCS
resulting in wave-induced water level set-up and water mass flowing through the HLCS), the basin is
filled with additional water. Depending on the amount of storage volume inside the basin the water lev-
els inside the basin gradually increase. Mass conservation results in a flow of water over and through
the HLCS back offshore (i.e. a return flow due to mass conservation). The amount of flow over and
through and thus the ability of the HLCS to restore the water level depends on the geometrical layout
of the HLCS. A dynamic equilibrium is formed between the amount of incoming water, the hydraulic
gradient over the HLCS and the hydraulic gradient inside the basin.

In order to obtain insight in this spatial distribution of the mean water levels within the basin for
different geometrical layout parameters the mean water level for all bulk wave gauges are plotted for
the corresponding simulations. In here, three important locations are presented and highlighted which
are the start of the HLCS, the end of the HLCS and the location of the sea wall. Using mean water
levels from these three locations, the mean hydraulic gradient over the HLCS and inside the basin are
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extracted. The depth averaged flow velocities that are found corresponding to the gradients in the basin
are in the order of 0.63 - 2.4 m/s using the Chézy formula (𝑢 = 𝐶√ℎ𝑖) with a Chézy constant C=50 and
a hydraulic radius equal to the water depth at SWL (i.e. h = 0.23 m). These types of flow velocities are
found to be physically sound and in line with the expectations.

Temporal variations in water level set-up within the basin
It has been found that the interaction between wave groups of slightly different periods result in wave
group formation which creates a pulsating effect of the water level inside the basin. Generally wave
groups have a period of 6-8 times the period of the underlying waves that generate the wave group.
More details regarding wave groups can be found in section A.4.3. Additionally seiching effects inside
the basin create water motion on larger time scales. In order to obtain insight in the correlation between
the temporal water level set-up due to these low frequency waves and the observed overtopping events
the temporal behaviour of the mean water level resulting from a wave gauge closest to the sea wall is
included. The temporal behaviour has been obtained using a low-pass filter which aims at capturing the
temporal water level set-up with a 0.1 frequency, corresponding to incoming wave groups of 6⋅𝑇፩ ≈ 10𝑠.

(a) ፑᑔ/ፇᑤ,ᑚ ዆ኺ.ኺ (b) ፁ/ፇᑤ,ᑚ ዆ኾ.኿ (c) ፋᑡᑠᑠᑝ/ፋᑡ ዆ኻ.ኺ

Figure 8.3: The applied low pass filter including the raw surface level elevation near the sea wall for a: ፑ፜/ፇ፬,። ዆ ኺ.ኺ. b:
ፁ/ፇ፬,። ዆ኾ.኿. c: ፋ፩፨፨፥/ፋ፩ ዆ኻ.ኺ

Overtopping discharge (𝑞)
The overtopping discharge is determined using an overtopping face in OpenFOAM. This face reports
the amount of water passing through it for every time step of the simulation. See section 4.7.1 for more
detailed information the measurement technique to extract the amount of water passing through a com-
putational cell in OpenFOAM. These individual overtopping volumes are added for the total simulation
period (i.e. 0-680 s) resulting in a cumulative overtopping curve. By dividing the cumulative overtopping
volume by the total simulation duration (i.e 680 s) a mean overtopping discharge is obtained.

8.3. Initial sensitivity study
An initial sensitivity study is performed to study the effect of the independent geometrical layout param-
eters on the hydrodynamics inside the basin and the predicted overtopping discharge. The outcome
of the initial sensitivity analysis is used to visualise the most important design parameters and forms
the foundation for the remainder of the parametric study. For the adopted boundary conditions the
reader is referred to table 5.2. The water depth inside the basin is 23 cm and the incoming signifi-
cant wave height is characterized by 𝐻፬,። = 11.24𝑐𝑚. Initially a simulation is performed for 𝑅፜/𝐻፬,። = 0,
𝐵/𝐻፬,። =3.0 and 𝐿፩፨፨፥/𝐿፩ =1.2 (also referred to as the base case in table C.2). Next, the crest height,
crest width and basin length are independently varied with 19%, 50% and 50% to the base case respec-
tively as described in section 8.2.2. These variabilities correspond to the ranges −0.4 < 𝑅፜/𝐻፬,። < 0.4,
1.5 < 𝐵/𝐻፬,። < 4.5 and 0.6 < 𝐿፩፨፨፥/𝐿፩ < 1.8. For considerations related to this chosen bandwidth the
reader is referred to appendix C. Percentile increase or decrease between the obtained output (i.e.
𝜂፬፞ፚ፰ፚ፥፥, 𝐾፭ and 𝑞) compared to the base case are reported in table 8.1. This table is divided in three
parts, each representing one of the main geometrical layout parameters.

Using this knowledge, is can be concluded that high levels of non-linearity between the parame-
ters are observed without a straightforward trend. Furthermore no relation is observed between the
extracted wave transmission coefficient and water level set-up to to predict the mean overtopping dis-
charge for this range of geometrical parameters. The geometrical parameter with the largest effect
on predicted overtopping discharge is found to be the crest height of the HLCS. For a varying crest
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Table 8.1: Sensitivity study of the effect of changes in geometrical layout on the hydrodynamic output generated by OpenFOAM.
The first columns representing changes in structure height, crest width and basin length respectively.

ℎ፜ Initial Unit - [%] + [%] 𝐵 Initial Unit - [%] +[%] 𝐿፩፨፨፥ Initial Unit - [%] + [%]

ℎ፜ 23 cm -19 +19 𝐵 33 cm -50 +50 𝐿፩፨፨፥ 277 cm -50 +50

𝜂፬፞ፚ፰ፚ፥፥ 0.47 cm -10 0 𝜂፬፞ፚ፰ፚ፥፥ 0.47 cm +9 +30 𝜂፬፞ፚ፰ፚ፥፥ 0.47 cm +2 +28
𝐾፭ 0.37 - +43 +8 𝐾፭ 0.37 - +27 -19 𝐾፭ 0.37 - 0 0
𝑞 0.15 l/s/m +198 -46 𝑞 0.15 l/s/m +86 -63 𝑞 0.15 l/s/m +102 -50

height of -19 % (i.e. resulting in an submerged structure) a 198% increase in overtopping discharge
is reported, while varying +19% (i.e. resulting in an emergent structure) only a reduction of 46% is
reported. The mean water level set-up near the sea wall shows to be the least sensitive to changes in
geometrical layout. Additional analysis is needed to obtain more insight in the design sensitivities. In
the following sections more detailed analysis is performed related to the main geometrical parameters
including additional simulations.

8.4. Effect of crest freeboard 𝑅𝑐
Table 8.2 presents the performed simulations by changing the crest height of the HLCS. In here,
simulation averaged (i.e. over the full simulation period 0-680 s) hydrodynamic characteristics are
reported as described in section 8.2.3.

Table 8.2: Table with parametric test runs related to the relative freeboard of the HLCS and the effect on wave transmission,
water level set-up, hydraulic gradients and overtopping.

Test ID 𝐻፬። [cm] 𝑅፜/𝐻፬,። [-] 𝐵/𝐻፬,። [-] 𝐿፩፨፨፥/𝐿፩ [-] 𝐾፭ [-] 𝜂፬፞ፚ፰ፚ፥፥[𝑐𝑚] 𝑖᎔,ፇፋፂፒ ⋅ 10ዅኽ[-] 𝑖᎔,፛ፚ፬።፧ ⋅ 10ዅኽ[-] 𝑞[𝑙/𝑠/𝑚] 𝑞/𝑞።፧።፭።ፚ፥[−]
Rch-0.4 11.24 -0.4 3.0 1.2 0.53 0.42 -0.66 3.19 0.45 0.35
Base 11.24 0.0 3.0 1.2 0.37 0.47 1.39 3.23 0.15 0.12
Rch+0.4 11.24 0.4 3.0 1.2 0.40 0.47 2.48 2.54 0.08 0.06
Rch+0.8 11.24 0.8 3.0 1.2 0.44 0.34 1.84 2.49 0.10 0.08

The data presented in table 8.2 is also visually presented in figure 8.4. In figure 8.4a the wave
transmission coefficient and mean overtopping discharge corresponding to different crest height of the
HLCS are presented. Additionally figure 8.4b presents the mean water level set-up near the sea wall
and mean overtopping discharge for different crest height of the HLCS.

(a) (b)

Figure 8.4: a. Effect of relative crest height for ፁ/ፇ፬,። ዆ ኽ.ኺ and ፋ፩፨፨፥/ፋ፩ ዆ ኻ.ኼ on a. wave transmission coefficient and the
predicted overtopping discharge and b. Water level set-up and overtopping discharge

For increasing crest height a decay in the form of an exponential function of the mean overtopping
discharge is found, see figure 8.4a. This behaviour in overtopping reduction is closely related to the
trend observed for wave transmission for different crest height. The wave transmission trend for HLCS,
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see figure 8.4a reveals a slight increase of wave transmission for emergent structures (i.e. 𝑅፜ ≥0). This
is a counter intuitive finding that reveals the difference in hydrodynamic behaviour between HLCS and
conventional rubble mound structures. For conventional rubble mound structures a continued reduction
in transmission coefficient is found for 𝑅፜ ≥0 in contrary to the trend observed for HLCS. Consequently
this behaviour for 𝑅፜ ≥0 is now studied in more detail.

8.4.1. Wave transmission trend for 𝑅𝑐 ≥0
The results in wave transmission behaviour are compared to the transmission coefficients found by
J. Medina et al. (2019). In figure 8.4a the black dotted line and blue dotted line are compared and a
striking resemblance in shape is found. J. Medina et al. (2019) predicts a constant transmission co-
efficient for emergent structures of a 5 layer-cubipod HLCS. The trend in transmission behaviour for
increasing crest on the other hand is parallel to the trend observed by J. Medina et al. (2019) for HLCS.
This is due to the fact that the HLCS used by J. Medina et al. (2019) has a smaller crest width (i.e.
𝐵/𝐻፬,። =1) compared to the data obtained from the OpenFOAM model (i.e. 𝐵/𝐻፬,። =3). This results in
a different magnitude of wave transmission coefficient (i.e. a parallel trend with higher 𝐾፭ values).

The constant transmission behaviour for emergent structures can be explained considering the
porous structure of HLCS in relation to wave breaking and porous flow. Wave energy transmission is a
result of the amount of energy dissipation by wave breaking on the crest of the structure and the amount
of dissipation by porous flow. As explained in section 7.2.3 the porosity of HLCS is higher compared to
conventional rubble mound structures. Energy is better able to be transported through the larger pores
of the HLCS compared to conventional rubble mound structures. This increases the amount of wave
transmission by porous flow. Additionally the wave breaking process is affected by the large porosity.
Due to the fact that more water can enter the porous structure of the incoming wave, the wave slightly
sinks into the structure. Therefore the shoaling of the wave is affected and the wave experiences a
slight delay in wave breaking (due to the higher porosity). This results in less energy dissipation on the
crest of the structure according to Hattori & Sakai (1994). Additionally for emergent structures wave
energy is mostly going through the porous structure. This could result in more breaking wave energy
penetrating in the structure and going through the HLCS instead of getting dissipated by turbulence
on the slope of the structure. According to this hypothesis the amount of energy dissipation by wave
breaking on the crest of the structure is then reduced. This results in an increase of the amount of
energy that can be transmitted. Both the effects of energy dissipation by porous flow and wave break-
ing result in explanations for the higher wave transmission of HLCS compared to conventional rubble
mound structures.

The fact that in this research a slight increase in transmission coefficient for emergent HLCS is
found in contrary to the constant trend observed by J. Medina et al. (2019) is probably related to the
uncertainties related to the accuracy of the measurements (i.e. the uncertainty related to the adopted
wave reflection procedure and measurement duration). The exact trend, slightly increasing or constant
for emergent structures, cannot clearly be defined while this research only provides 2 data points for
emergent structures with increasing trend and are in the data range of the data found by J. Medina et
al. (2019). Therefore most likely a constant trend is found for emergent HLCS.

8.4.2. Water level set-up
The mean water level set-up near the sea wall, see figure 8.4b shows an increase with increasing
freeboard until the maximum, found around zero freeboard, after which the mean water level set-up
reduces (i.e. for emergent structures). This trend in mean water level set-up shows resemblance to
observationsmade by Loveless et al. (1998) where also the highest meanwater level set-up is predicted
with crest levels around SWL, see figure 2.8b.

Looking at the spatial distribution of the mean water level inside the wave flume presented in figure
8.5, a varying positive gradient in water level set-up within the basin is observed for different crest
freeboard. The depth averaged flow velocities corresponding to these basin gradients are in the range
of 1.2 - 1.35 m/s. The hydraulic gradient within the basin corresponds to the observed trend for the
mean water level near the sea wall where the largest gradient is predicted for zero freeboard and
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Figure 8.5: Spatial distribution of mean water level inside the flume for varying crest freeboard

decreasing for emergent and submerged structures. In front of the HLCS, the standing wave pattern
resulting from wave reflection of the HLCS is visible.

8.4.3. Temporal variations
The temporal variation of the mean water level near the sea wall in relation to the measured overtopping
events is presented in figure 8.6. The method to obtain the temporal water level set-up is explained in
section 8.2.3. The maximum difference in temporal water level set-up around the largest overtopping
event (i.e. t=220 s) is in the order of 1.5 cm for the range of performed simulations.

Figure 8.6: Effect of relative crest width on overtopping volumes and temporal water level set-up

From figure 8.6 the same trend in temporal behaviour of the mean water level for different crest
freeboard is observed. Correlation between high mean water levels near the sea wall and observed
overtopping events is found by plotting vertical lines in figure 8.6. Furthermore, the amount of individual
overtopping events are constant for 𝑅፜/𝐻፬,። ≥ 0.0 whereas the volume per overtopping event differen-
tiates the two curves, especially for the larger overtopping events (like the ones around t=220 s). For
submerged structures more individual overtopping events are found combined with higher individual
overtopping volumes for the same events which result in a higher mean overtopping discharge.

8.4.4. Change in spectral shape
The wave transmission coefficient only contains hydrodynamic information on the wave heights be-
hind the HLCS. However for several other hydrodynamic computations (e.g. wave overtopping, wave
run-up and morphodynamic behaviour) not only information on the wave heights is necessary but also
on the wave period. Information about the wave period can be found in the wave spectrum, which is
consequently analysed. Van Der Meer et al. (2000) noticed that the interaction between waves and
LCS results in spectral changes. These spectral changes are mostly caused by wave breaking where
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wave breaking processes may generate one or more transmitted waves at the lee side of the structure
and energy dissipation through the structure combined resulting in a spectral energy shift towards the
higher frequencies.

(a) (b)

Figure 8.7: a. Model of the transmitted wave spectra for submerged structures, adopted from (Van Der Meer et al., 2000) b.
Effect of relative crest height on extracted transmitted spectra from OpenFOAM at wave gauge 6 for different crest height.

In order to quantify this shift in energy spectra, (Van Der Meer et al., 2000) proposed a simple model
for submerged rubble mound structures (see figure 8.7a). In this model it was stated that 60 % of the
transmitted energy is present in the area < 1.5𝑓፩ and 40 % of the transmitted energy is evenly spread
between 1.5𝑓፩ and 3.5𝑓፩. Work of van der Meer et al. (2005) reanalysed the boundaries of this sim-
ple model and including data of the DELOS project. It was found that for submerged rubble mound
structures 66 percent of transmitted wave energy is in the area < 1.5𝑓፩ and 34 percent of the energy
is evenly spread between 1.5𝑓፩ and 3.2𝑓፩. However for emergent structures much less energy goes to
the higher frequencies and fmax may become close to 2.0 which is also noticed by Briganti et al. (2003).

In this research spectral changes corresponding to HLCS for different crest freeboard ranging from
submerged structures to emergent structure are presented in figure 8.7b. Relatively speaking, the
most energy is lost near the peak frequency and less towards the higher frequencies. No energy is
present on frequencies higher than 2 ⋅ 𝑓፩ for the emergent structure which is in line with observations
made by Briganti et al. (2003). However the comparison with the theoretical model of Van Der Meer et
al. (2000) is not striking. The differences are probably related to the differences between conventional
rubble mound structures and HLCS, also related to the constant wave transmission behaviour found for
emergent structures. The additional energy on the higher frequencies cannot only be explained by the
wave breaking processes. The incident spectra already contains energy on the higher frequencies due
to high amount of non linear behaviour which shifts energy to the higher frequencies due to shoaling on
the front beach slope. Comparing the wave spectra for emergent structures to submerged structures
it is observed that most energy difference is found near the peak frequency where more energy is
dissipated for emergent structures. The energy near the lower frequencies do not seems to be affected
by the crest freeboard of the HLCS whereas almost no differences in energy are observed near the
lower frequencies. These frequencies are less affected by the interaction with the HLCS, which is in
line with observations by van den Bos & Verhagen (2018).

8.4.5. Conclusions
The overtopping discharge decreases exponentially for increasing crest height of the HLCS. The trend
is overtopping discharge is dominated by the wave transmission trend. The most striking observation
of the wave transmission trend is that for structures with 𝑅፜ ≤ 0 a slight increase in wave transmission
coefficient is observed. This trend shows high resemblance to the wave transmission trend observed
by J. Medina et al. (2019) for HLCS (see figure 8.4a) which predicts a constant wave transmission coef-
ficient for 𝑅፜ ≥0. The largest mean water level set-up near the sea wall is observed for zero freeboard
of the HLCS and reduces for submerged and emergent structures. This trend is in resemblance to
observations made by Loveless et al. (1998).
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8.5. Effect of crest width 𝐵
In this section the effect of the crest width of the HLCS on the predicted overtopping discharges is in-
vestigated. All OpenFOAM simulations that have been performed to investigate the effect of the crest
width are presented in table 8.3. The data presented in table 8.3 is also visually presented in figure
8.8. In figure 8.8a the wave transmission coefficient and mean overtopping discharge corresponding
to different crest height of the HLCS are presented. Additionally figure 8.8b presents the mean water
level set-up near the sea wall and mean overtopping discharge for different crest width of the HLCS.

Table 8.3: Table with parametric test runs related to the relative crest width of the HLCS and the effect on water level set-up,
wave transmission and overtopping.

Test ID 𝐻፬። [cm] 𝑅፜/𝐻፬,። [-] 𝐵/𝐻፬,። [-] 𝐿፩፨፨፥/𝐿፩ [-] 𝐾፭ [-] 𝜂፬፞ፚ፰ፚ፥፥[𝑐𝑚] 𝑖᎔,ፇፋፂፒ ⋅ 10ዅኽ[-] 𝑖᎔,፛ፚ፬።፧ ⋅ 10ዅኽ[-] 𝑞[𝑙/𝑠/𝑚] 𝑞/𝑞።፧።፭።ፚ፥[−]
Rcw1.5 11.24 0.00 1.5 1.2 0.47 0.51 0.63 3.32 0.2799 0.22
Base 11.24 0.00 3.0 1.2 0.37 0.47 1.39 3.23 0.1508 0.12
Rcw4.5 11.24 0.00 4.5 1.2 0.30 0.56 2.56 3.08 0.0555 0.04
Rcw10.0 11.24 0.00 10.0 1.2 0.18 0.55 2.66 2.17 0.0098 0.01
Rcw15.0 11.24 0.00 15.0 1.2 0.13 0.56 3.52 0.77 0.0033 0.00

For increasing crest width a decay in the form of an exponential function of the mean overtopping
discharge is found. This reduction shows the same trend compared to the observed wave transmission
coefficient for increasing crest width, see figure 8.8a.

8.5.1. Wave transmission trend
Wave transmission is a result of two dissipation mechanisms, the first one being wave breaking on the
crest of the structure resulting in turbulent flow and energy dissipation. The second one is energy dissi-
pation by porous flow. The relative contribution of both main dissipation processes affects the amount
of dissipated energy which reflects also in the amount of wave transmission. The reduction in wave
transmission coefficient is mostly related to the enhanced wave breaking on the crest of the HLCS for
smaller crest width and the enhanced porous flow resistance for larger crest width.

(a) (b)

Figure 8.8: Effect of crest width for ፑ፜/ፇ፬,። ዆ ኺ.ኺ and ፋ፩፨፨፥/ፋ፩ ዆ ኻ.ኼ for a. wave transmission coefficient and the predicted
overtopping discharge and b. Water level set-up and the predicted overtopping discharge

Wave breaking on the crest of the HLCS
Wave breaking processes on the HLCS for different crest widths are presented in figure 8.9. In here a
large wave breaking event (i.e. 𝐻 ≈ 𝐻ኻ%) is visualised at t=211 s for different crest width of the struc-
ture. For a relative crest width of 1.5 it is observed that the tongue of the breaking wave has its impact
behind the HLCS which results in more energy transmission and less energy dissipation by wave struc-
ture interaction. For a relative crest width of 4.5 continuous wave breaking on the crest of the HLCS is
observed which results in high levels of energy dissipation thus resulting in lower wave transmission.
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The wave tongue hits the crest first halfway the crest and continuous to break until the lee side of the
HLCS is reached. For a relative crest width of 3.0 also wave breaking on the crest is observed, however
no continuous wave breaking is observed due to the length of the crest for this large wave breaking
event. For larger crest width (i.e. 𝐵/𝐻፬,። > 4.5) a gradual decrease in effectiveness of wider structures
related to wave transmission is observed which is partly related to the effect that all (even the largest)
waves break on the crest of the structure. It has been found that this crest width corresponding to the
most effective crest width related to energy dissipation by wave breaking can be estimated using the
concept of breaker travel distance. This concept is further elaborated in section 2.3.1. For the given
hydraulic boundary conditions (using m=0.02, and 𝐻፬) crest width values of 𝐵/𝐻፬,። =4.4 is found. This
value corresponds well with the point of largest curvature in figure 8.9. Wave transmission behaviour
keeps reducing but flattens for larger crest width thus underlining the relevance of this concept. Addi-
tionally to wave transmission, wave dissipation resulting from porous flow is important which becomes
more relevant for wider crest width. For wider structures, water going through the structure encounters
more friction (i.e. dissipation of energy) which results in more energy dissipation by porous flow.

(a) ፁ/ፇᑤ,ᑚ ዆ኻ.኿ (b) ፁ/ፇᑤ,ᑚ ዆ኽ.ኺ (c) ፁ/ፇᑤ,ᑚ ዆ኾ.኿

Figure 8.9: Hydrodynamic interaction HLCS and sea wall at t=220s for a relative crest width (ፁ/ፇ፬,።) of a: 1.5. b:3.0. c:4.5

8.5.2. Water level set-up
Based on the additional momentum release through enhanced wave breaking on the crest of the struc-
ture an increase in the mean water level set-up near the sea wall was expected for increasing crest
width. The variability in water level set-up near the sea wall is not very large compared to the observed
gradients and no conclusive trend can be observed for this parameter. The fact that no conclusive
trend is observed can be related to the absolute distance between the measuring wave gauge and the
sea wall. This is more elaborated in the discussion in section 9.1.2. Moreover the observed trend in
water level set-up does not show a relation to the observed trend in overtopping discharge, which is
dominated by the wave transmission trend.

The spatial distribution of the mean water level inside the flume, presented in figure 8.10, reveals
an increase of hydraulic gradient over the HLCS for increasing crest width. Additionally a decrease
of hydraulic gradient inside the basin is found for increasing crest width. The three locations used to
obtain these hydraulic gradients are presented in the figure for varying crest width. For all simulations
the same start of the HLCS is visualised. The end of the HLCS is different per simulation. A dynamic
equilibrium seems to form inside the basin where the largest water level set-up near the sea wall is
found for the largest crest width. The depth average velocity corresponding to the hydraulic gradients
inside the basin range between 0.67 - 1.38 m/s. The contribution of both large differences in hydraulic
gradient show minimal effect on the mean water level near the sea wall. The standing wave pattern in
front of the HLCS related to wave reflection is clearly visible in figure 8.10.

8.5.3. Temporal variations
The mean water level set-up near the sea wall did not present a conclusive trend related to the over-
topping reduction, therefore a closer look on the temporal variations in water level near the sea wall is
presented in figure 8.11. The maximum difference in water level set-up around the largest overtopping
event (i.e. t=220 s) is in the order of 2.2 cm. It can be observed that the water level set-up during the
simulation corresponding to large overtopping events is largest for the largest crest width, which could
not be observed looking at the mean water level set-up only. The ability to restore the water level to
SWL within the basin is determined by the restoring capabilities of the HLCS. For wider crest width the
porous flow through the structure experiences more friction and consequently the the amount of back
flow through the HLCS is reduced Calabrese et al. (2008). This results in a observed higher water
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Figure 8.10: Spatial distribution of mean water level inside the flume for varying crest width

level set-up for wider crest width. However the increase in the mean overtopping discharge seems
mostly determined by wave transmission. The wave transmission reduces for larger crest width which
results in a reduced number of overtopping events during the simulation, as well as lower individual
overtopping volumes per event resulting in lower mean overtopping discharges.

Figure 8.11: Effect of relative crest width on overtopping volumes and temporal water level set-up

8.5.4. Comparison with van der Meer et al. (2005) guideline
The effect of the crest width on the hydraulic performance of HLCS has not been analysed yet. Part of
this research aims to improve the understanding of wave transmission over HLCS. This has been done
by comparing the extracted OpenFOAM transmission coefficient with the empirical prediction guideline
of van der Meer et al. (2005) for conventional LCS as presented in table 2.1. This guideline is used
because it uses a very extensive data base including a wide range of simulations with a large spread
in different crest width for conventional rubble mound LCS.

The empirical prediction guideline of van der Meer et al. (2005) presented by 8.1 and 8.2 is a result
of 2337 tests over 7 different data sets (including the DELOS data base especially focusing on the
effect of crest width) using both conventional rubble mound rock structures as well as tetrapod and
accropode armour layers in combination with a rubble mound core under non-breaking, breaking and
broken waves. The effect of crest height included in this guideline (i.e. the 𝑅፜/𝐻፬,። term) is removed
by performing simulations with zero freeboard (i.e. see the runs reported in table 8.3) and setting the
freeboard to zero in the van der Meer et al. (2005) prediction guideline . In figure 8.12, the wave
transmission coefficients resulting from OpenFOAM are plotted as blue dots, including a trend line
through these points. Additionally the data points that have been used by van der Meer et al. (2005) to
derive equations 8.1 and 8.2 for zero freeboard have been plotted including the prediction itself.
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𝐾፭ =−0.4
𝑅፜
𝐻፬,።

+0.64( 𝐵𝐻፬,።
)
ዅኺ.ኽኻ

(1−𝑒ዅኺ.኿᎛) 𝑣𝑎𝑙𝑖𝑑 𝑓𝑜𝑟 𝐵/𝐻፬,። <8 (8.1)

𝐾፭ =−0.35
𝑅፜
𝐻፬,።

+0.51( 𝐵𝐻፬,።
)
ዅኺ.ዀ኿

(1−𝑒ዅኺ.ኾኻ᎛) 𝑣𝑎𝑙𝑖𝑑 𝑓𝑜𝑟 12 >𝐵/𝐻፬,። >50 (8.2)

Figure 8.12: OpenFOAM predictions for the effect of crest width
for HLCS, including a fitted prediction guideline compared with
the empirical prediction guideline van der Meer et al. (2005),
adopted from van der Meer et al. (2005)

From figure 8.12 it can be observed that the
same trend in wave transmission behaviour is
observed comparing the effect of crest width on
wave transmission for HLCS and conventional
LCS. Especially in the range where wave break-
ing is the dominant dissipation mechanism (i.e.
𝐵/𝐻፬,። < 4.5, as mentioned in previously in this
section) the results fit very well with the data
for conventional LCS. For wider structures (i.e.
𝐵/𝐻፬,። >4.5) the data corresponding to HLCS are
disposed towards the upper edge of the under-
lying data used by van der Meer et al. (2005).
This data of conventional LCS corresponds to
low 𝐻፬,።/𝐷፧኿ኺ (i.e. larger rubble mound elements,
related to HLCS which in this research has a
𝐻፬,።/𝐷፧኿ኺ of 2.5). The data is slightly on the up-
per edge of the cloud due to the increase of the
effect of porous flow on wave transmission which
increases for wider HLCS. On the other hand the
results are well within the bandwidth of the scat-
ter in data for conventional LCS. Therefore it can
be concluded that the van der Meer et al. (2005)
equations, equation 8.1 and 8.2, can be used to assess the amount of wave transmission for HLCS.

8.5.5. Conclusions
The overtopping discharge decreases exponentially for increasing crest width of the HLCS. This trend
in overtopping reduction is dominated by the wave transmission trend. The behaviour of the water lev-
els inside the basin have shown to be of minor importance compared to the dominating effect of wave
transmission.

The reduction is wave transmission for wider crest width is governed by additional wave breaking on
the crest and increase of porous resistance for wider crests. Wave breaking processes are dominant
for smaller crest widths and for increasing crest width porous flow interaction becomes more dominant.
The shifting point between a wave breaking dominant regime and a porous flow dominant regime can
be approximated using the concept of breaker travel distance. The reduction in wave transmission be-
haviour for wider crests is also observed if results are compared to the empirical prediction guideline of
van der Meer et al. (2005) for conventional LCS. The data for HLCS fit well with this formula. Moreover
the data for HLCS is within the bandwidth of scatter of the underlying data used by van der Meer et
al. (2005) for conventional rubble mound structures. Therefore it is concluded that this formula can be
used for first assessment of the effect of crest width for HLCS.

8.6. Effect of basin length 𝐿𝑝𝑜𝑜𝑙
In this section the effect of basin length on basin hydrodynamics and the predicted overtopping dis-
charge is analysed. All performed OpenFOAM simulations for this analysis are presented in table 8.4.
The data presented in table 8.4 is also visually presented in figure 8.13. In figure 8.13a the wave
transmission coefficient and mean overtopping discharge corresponding to different crest height of the
HLCS are presented. Additionally figure 8.13b presents the mean water level set-up near the sea wall
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and mean overtopping discharge for different basin length.

Table 8.4: Table with parametric test runs related to the pool length of the HLCS to the sea wall and the effect on water level
set-up, wave transmission and overtopping.

Test ID 𝐻፬። [cm] 𝑅፜/𝐻፬,። [-] 𝐵/𝐻፬,። [-] 𝐿፩፨፨፥/𝐿፩ [-] 𝐾፭ [-] 𝜂፬፞ፚ፰ፚ፥፥[𝑐𝑚] 𝑖᎔,ፇፋፂፒ ⋅ 10ዅኽ[-] 𝑖᎔,፛ፚ፬።፧ ⋅ 10ዅኽ[-] 𝑞[𝑙/𝑠/𝑚] 𝑞/𝑞።፧።፭።ፚ፥[−]
Seichn1 11.24 0.0 3.0 0.5 0.41 0.38 2.97 10.32 0.53 0.41
Rpl0.33 11.24 0.0 3.0 0.6 0.37 0.48 1.72 6.86 0.30 0.24
Seichn2 11.24 0.0 3.0 1.0 0.41 0.50 1.61 4.31 0.21 0.17
Base 11.24 0.0 3.0 1.2 0.37 0.47 1.39 3.23 0.15 0.12
Rpl1.00 11.24 0.0 3.0 1.8 0.37 0.65 1.75 2.40 0.08 0.06

(a) (b)

Figure 8.13: Effect of relative pool length for ፑ፜/ፇ፬,። ዆ኺ.ኺ and ፁ/ፇ፬,። ዆ኽ.ኺ for a. wave transmission coefficient and the predicted
overtopping discharge and b. Water level set-up and the predicted overtopping discharge

The wave transmission coefficient shows a constant trend with respect to the basin length, see
figure 8.13a (because no changes are made to the structure itself). Additionally the mean water level
set-up near the sea wall increases for larger basin length, see figure 8.13b. Based on the constant
wave transmission and increasing water levels an increasing overtopping discharge is expected for
larger basin length. However in contrary a decay in the form of an exponential function of the mean
overtopping discharge is found for increasing basin length.

Figure 8.14: Impression of broken wave propagation resulting in a violent wave overtopping event for ፋ፩፨፨፥/ፋ፩ ዆ኺ.ዀ

It is observed by visual inspection of the simulations that breaking waves over the HLCS travel over
the free surface and result in violent wave overtopping at the sea wall. The travelling bores result in
large overtopping events. In figure 8.14 the interaction of the travelling bores and the sea wall are
presented for 𝐿፩፨፨፥/𝐿፩ = 0.6. The effect of the travelling bores dies out for larger basin length. This
effect of the initiation of travelling bores is expected to be largest for structures with 𝑅፜ ≥ 0. For emer-
gent structures more energy goes through the HLCS reducing the appearance of a bore, in contrary to
submerged structures.

Additionally to the travelling bores there is less storage volume inside the basin for smaller basin
length. This results in a quicker increase of the water level inside the basin. Due to the quicker increase
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in water level, smaller waves travelling at the front of the wave group are able to overtop. For larger
basin length these waves cannot cause overtopping water due to the lower water levels. The quicker
increase and reduction of water levels inside the flume for smaller basin length does not seem to influ-
ence the mean water levels inside the flume near the sea wall which show lower values compared to
larger basin length.

8.6.1. Water level set-up
Looking at the spatial distribution of themeanwater level inside the flume a positive gradient is observed
which increases considerably for shorter basin length. The depth average velocities corresponding
to these basin gradients range between 1.17 - 2.44 m/s. The gradient is related to the amount of
storage volume that is available within the basin. For shorter basin length there is less storage volume
inside the basin and a larger gradient is needed for mass conservation of water. The same hydraulic
gradient over the HLCS is observed for different basin length resulting from the same adopted structure
characteristics in combination with constant hydraulic boundary conditions. The resulting mean water
level near the sea wall shows an increasing trend for increasing basin length, in contrary to the reduction
in overtopping discharge for larger basin length. At the left the standing wave pattern in front of the
HLCS is observed whereas only minor effect of a standing wave pattern is observed within the basin.

Figure 8.15: Spatial distribution of mean water level inside the flume for varying basin length

8.6.2. Temporal variations
In figure 8.16, the temporal water level set-up near the sea wall is included and presented next to the
cumulative overtopping curves for various interesting basin lengths. From figure 8.16 it can be ob-
served that the temporal peaks in low frequency water level set-up coincide with the largest predicted
individual overtopping events looking at the highlighted peaks. This strengthens the hypothesis of the
effect of entering wave groups resulting in low-frequency wave motion on the increase in predicted
overtopping volumes. This pulsating effect of the water level set-up near the sea wall results in an
increasing numbers of smaller overtopping waves in this interval which eventually increases the mean
overtopping discharge. The maximum difference in water level set-up around the largest overtopping
event (i.e. t=220 s) is in the order of 2.4 cm.

It was expected that for basin lengths corresponding to theoretical resonance periods (e.g. 𝐿፩፨፨፥/𝐿፩ =
1.0) possible resonance and seiching would be observed. However this cannot be linked to the peaks
in temporal variations of water level set-up resulting from figure 8.16. In order to understand the role of
seiching and resonant behaviour on the hydrodynamics a closer look on seiching is presented in the
next section (section 8.6.3).

8.6.3. Seiching
The construction of a HLCS in front of a sea wall can be considered as a locally isolated basin. Back
and forth wave reflection between the HLCS and sea wall creates a standing wave pattern (i.e. seich-
ing). This can result in resonant behaviour if the natural frequency of the forcing is equal to the eigen
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Figure 8.16: Effect of relative pool length on overtopping volumes and temporal water level set-up.

frequency of the basin. In this case, the low frequency motions starts to interfere with itself increasing
the energy of the motion. The enhancement of these low-frequency waves result in enhanced sloshing
of the basin which can result in an increase in predicted overtopping discharge due to the temporal
behaviour of water level set-up near the boundaries of the basin. One moment in time the water level
near the sea wall is higher compared to another moment where the water level is lower. On average
this results in an increase of mean overtopping discharge where relatively more water is able to overtop
for higher water levels compared to the lower overtopping for lower water levels.

The type of standing wave pattern depends on whether the basin can be considered as a closed
basin or an open ended basin. The hydrodynamic system investigated in this research can be con-
sidered as a partly closed basin. Due to the permeability of the HLCS energy is able to escape over
and through the HLCS. Additionally due to sea wall overtopping energy is also able to escape from the
basin at the right boundary resulting in a partly closed basin. The origin of seiches and the theoretical
assessment of the standing wave pattern related to a closed or open ended basin is discussed in detail
in chapter 2.5.

In order to assess the effect of seiching within the basin, several simulations have been performed
with different basin length. Raw wave spectra near the sea wall (i.e. from the bulk wave gauge closest
to the sea wall) have been compared for different basin length. Additionally the theoretical resonance
frequencies for a closed basin have been calculated using equation 2.7. In this equation the shallow
water wave speed is used by default. However the incoming wave characteristics behave as transitional
water waves, therefore this wave speed is adopted to calculate the theoretical resonance frequencies.
Figure 8.17 presents the incoming wave spectra, the raw wave spectra near the sea wall and the first
5 theoretical resonance modes.

A match is found between the theoretically calculated resonance frequencies for a closed basin
and the energy peaks of the modelled wave spectra, indicating the closed basin behaviour of this hy-
drodynamic system. It is observed from figure 8.17 that for each basin length there is an energy shift
from the peak frequency to all theoretical resonance frequencies lower than the peak frequency of the
incoming waves. The largest amount of energy shifts towards the theoretical frequency closest to the
peak frequency. Theoretical resonance frequencies higher than the peak frequency are not excited by
the system. For the larger basin lengths this results in more modes that are excited (i.e. all modes
corresponding to resonance frequencies lower than the incoming peak frequency). Additionally for
basin lengths equal to theoretical resonance frequencies (i.e. 𝐿፩፨፨፥/𝐿፩ = 0.5,1.0) enhanced energy
is observed near the peak frequency and no energy is transported to other theoretical resonance fre-
quencies. Moreover for these basin lengths higher total energy within the wave spectra is observed
compared to basin lengths close to these resonance basin lengths which indicates that resonance plays
a role. This effect reduces for basin lengths further away from the theoretical resonance frequency.
The largest effect of resonance on the amount of energy within the system is observed for basin length
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(a) ፋᑡᑠᑠᑝ/ፋᑡ ዆ኺ.኿ (b) ፋᑡᑠᑠᑝ/ፋᑡ ዆ኺ.ዀ

(c) ፋᑡᑠᑠᑝ/ፋᑡ ዆ኻ.ኺ (d) ፋᑡᑠᑠᑝ/ፋᑡ ዆ኻ.ኼ

(e) ፋᑡᑠᑠᑝ/ፋᑡ ዆ኻ.ዂ

Figure 8.17: Wave spectra at sea wall corresponding to a basin length (ፋ፩፨፨፥/ፋ፩) of a: 0.5. b: 0.6. c: 1.0. d: 1.2. e: 1.8.

equal to the first mode (i.e. n=1) compared to basin lengths equal to higher order theoretical resonance
modes (i.e. n=2). This can be observed by comparing the 𝑚0 for both basin lengths from figure 8.17a
and 8.17c. However these results should be taken with care due to the distance between the bulk wave
gauge (used for the raw wave spectra) and the sea wall, also elaborated in the discussion section (i.e.
section 9.1.2. The standing wave pattern in front of the sea wall influences the extracted surface ele-
vation signal depending on the distance from the sea wall to the wave gauge. This is also the reason
why figure 8.17e shows a higher amount of energy within the signal. This wave gauge is very close to
the sea wall compared to the other gauges, increasing the standing wave effect on the signal.

Figure 8.18: The effect of resonance on the overtopping trend
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The effect of possible resonance on the overtopping behaviour is visualised in figure 8.18 where the
exponential behaviour in overtopping discharge is presented for varying basin length. The simulations
with basin length equal to the theoretical resonance basin lengths are highlighted and the mean over-
topping discharge is presented on a logarithmic scale. It can be observed that for basin length equal
to theoretical resonance basin length, a larger mean overtopping discharge is observed compared to
the default exponential behaviour. This does indicate that resonance plays a role. However this effect
is not very pronounced and does not result in a significant increase in overtopping.

Effect of crest height on seiching energy distribution
Resonance is observed within the basin enclosed by the HLCS and the sea wall. The ability of escap-
ing wave energy from the basin changes for increasing and reducing structure height, and the effect
of this trapping of energy is investigated here. Figure 8.19a presents the wave spectra for a basin
length 𝐿፩፨፨፥/𝐿፩ = 1.0 and 𝐿፩፨፨፥/𝐿፩ = 1.2 for different structure heights (i.e. 𝑅፜/𝐻፬,። of -0.4 and 0.4). It
can be observed that the total amount of energy within the spectra is higher for a submerged structure
compared to an emergent structure which is related to the higher wave transmission for submerged
structures by energy going over the HLCS. However, looking at the peaks corresponding to the res-
onance frequencies no effect of enhanced energy trapping within the basin for higher crest freeboard
is observed. This can be related to the permeability of the HLCS, because also energy can escape by
a return flow through the structure. The amount of energy within the spectra near the peak theoretical
resonance frequency is the same for different crest freeboard. Additionally the other resonating modes
are not activated for 𝐿፩፨፨፥/𝐿፩ = 1.0 and only a slight shift towards the lower resonating frequencies is
observed for 𝐿፩፨፨፥/𝐿፩ = 1.2 which is in line with observations made in section 8.6.3. For additional
analysis on the change in spectral shape for submerged structures compared to emergent structures
where only the transmitted wave spectra are analysed the reader is referred to section 8.4.4.

(a) ፋᑡᑠᑠᑝ/ፋᑡ ዆ኻ.ኺ (b) ፋᑡᑠᑠᑝ/ፋᑡ ዆ኻ.ኼ

Figure 8.19: Effect of crest height on wave spectra near sea wall for a basin length ( ፋ፩፨፨፥/ፋ፩) of a: 1.0. b:1.2

8.6.4. Conclusion
The overtopping discharge decreases exponentially for increasing basin length. The overtopping re-
duction for increasing basin length is dominated by broken wave propagation (travelling bore) and a
quicker increase of water level inside the basin for smaller basin length. Because shorter basins have
less storage capacity, the water level increases faster during filling of the basin. Higher initial water
levels cause more smaller waves to overtop and increase the overtopping discharge. Additionally the
broken wave propagation (i.e. travelling of bores) result in violent wave overtopping of the sea wall and
partly green water overtopping increasing the mean overtopping discharge significantly. These highly
turbulent conditions die out in space and thus have less effect for larger basin length.

For all basin lengths energy shifts towards theoretical resonance frequencies of the basin. The
hydrodynamic system behaves like a closed basin because high resemblance to the theoretical reso-
nance frequencies corresponding to a closed basin is observed. Only resonance modes with a lower
frequency than the incoming peak frequency are activated inside the basin. By plotting the overtop-
ping discharge on a logarithmic scale the outlier near a theoretical resonance basin length is observed.
However this effect on overtopping is smaller than the effect of the dissipating bores for larger basin
length.
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8.7. Overtopping prediction solely based on wave transmission
In the previous sections of chapter 8 detailed hydrodynamic analysis is performed to be able to shed
light on the design sensitivities of the geometrical layout on the hydrodynamics inside the basin and
the predicted overtopping discharge. In this section a more practical approach is presented for the pre-
diction of sea wall overtopping for this hydrodynamic system. Based on the analysis of the geometrical
layout for different crest height and crest width, a relation between the observed trend for the wave
transmission coefficient and the predicted overtopping discharge was found. The dominating trend of
wave transmission on the overtopping reduction results in the hypothesis to perform a quick assess-
ment (i.e. within a limited time span without the need of a CFD model) to predict the mean overtopping
discharge solely based on the wave transmission coefficient over the HLCS. No effect of water level
set-up and additional basin hydrodynamics is included which were found to be less dominant compared
to wave transmission. The uncertainties using this crude simplification, where wave transmission co-
efficients are extracted from OpenFOAM and used to predict the overtopping discharge solely based
on this coefficient, are analysed here. It is assumed that in the near future wave transmission coeffi-
cients can be derived based on empirical relations for HLCS, however such empirical relations are not
available at the moment and extracted wave transmission coefficients from OpenFOAM are used.

For the prediction of the theoretical overtopping discharge the non-impulsivemean value overtop-
ping discharge presented in the Eurotop 2018 (i.e. Eurotop equation 7.5, presented in equation 2.10)
is used. This formula is valid for non-impulsive overtopping conditions (i.e. ℎኼ/(𝐻፦ኺ ⋅ 𝐿፦ዅኻ,ኺ > 0.23)
Van der Meer et al. (2018), which prevail for all simulations where the HLCS is included.

Table 8.5: Predicted mean overtopping discharge using equation 2.10 compared to predicted overtopping discharge using Open-
FOAM for a sea wall freeboard of 0.06m.

Test ID 𝐻፦ኺ,፭ [cm] 𝑞ፄ፮፫፨፭፨፩ [l/s/m] 𝑞ፎ፩፞፧ፅፎፀፌ [l/s/m] Test ID 𝐻፦ኺ,፭ [cm] 𝑞ፄ፮፫፨፭፨፩ [l/s/m] 𝑞ፎ፩፞፧ፅፎፀፌ [l/s/m]

Rcw1.5 5.80 0.1223 0.2799 Rch+0.4 4.90 0.0566 0.0808
Base 4.73 0.0475 0.1508 Seichn2Rc+0.4 5.33 0.0844 0.1754
Rcw4.5 4.20 0.0254 0.0555 Rch+0.8 5.45 0.0941 0.0993
Rcw10.0 2.64 0.0021 0.0098 Seichn1 4.93 0.0582 0.5271
Rcw15.0 1.62 0.0001 0.0033 Rpl0.33 4.53 0.0379 0.3043
Rch-0.4 6.63 0.2160 0.4495 Seichn2 5.10 0.0687 0.2129
Seichn2Rc-0.4 6.25 0.1694 0.4484 Rpl1.00 5.13 0.0515 0.0766

(a) Linear scale (b) Logarithmic scale

Figure 8.20: Predicted mean overtopping discharge using equation 2.10 compared to predicted overtopping discharge using
OpenFOAM for a sea wall freeboard of 0.06m on varying axis scale

In table 8.5 the transmitted spectral wave height in combination with the calculated mean overtop-
ping discharge using equation 2.10 and the predicted mean overtopping discharge by OpenFOAM are
presented for all geometrical layout simulations. Furthermore, all these data points are visualised in
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figure 8.20 including the predicted and measured mean overtopping discharge of a simulation without
HLCS. Additionally the 5% confidence limits (2 standard deviations) are presented. From figure 8.20
it can be deduced that the mean overtopping discharges predicted using Eurotop 2018 underestimate
the measured overtopping discharges from OpenFOAM. On average the overtopping discharge is un-
derestimated by 69%. The Eurotop mean value approach also underestimates the mean overtopping
discharge for the simulation without HLCS with 28%. This underestimation however is within the 5%
confidence limit prescribed by the Eurotop for equation 2.10 and within the underlying data from which
the prediction guideline is derived, see also figure 6.6 for 𝑅፜/𝐻፦,ኺ =0.65.

For the difference between the measured and predicted mean overtopping discharge several rea-
sons are reported:

• The effect of water level set-up on the increase in overtopping discharge is not included using
this method, in contrary to the OpenFOAM predictions where this is included.

• Additional hydrodynamics related to the differences in basin length (i.e. low frequency wave
motion, or broken wave propagation) are not included using this method. These effects have a
significant influence on the measured overtopping discharge (see figure 8.13a). Only changes in
structure dimensions result in different wave transmission. Therefore for only varying the basin
length a horizontal trend in figure 8.20 is observed which increases the uncertainty of the predic-
tion.

From this analysis is can be concluded that the geometrical layout of such hydrodynamic systems
plays an important role in the overtopping assessment. By only assessing the amount of wave trans-
mission a mean underestimation of 69% is found. Especially the differences in measured overtopping
discharges for varying basin length highly increase the uncertainty of this method. In the range where
the basin length shows considerable influence on the amount of overtopping (i.e. for 𝐿፩፨፨፥/𝐿፩ < 1.2,
see figure 8.13) large uncertainties are found. The broken wave propagation and low frequency wave
motion the effect hereof on the predicted overtopping depend both on the type of wave breaking (re-
lated to the freeboard of the HLCS) and the amount of green water overtopping by overflowing (related
to the broken wave propagation and low frequency wave motion, both related to the freeboard of the
sea wall). For basin length 𝐿፩፨፨፥/𝐿፩ > 1.2 (i.e. constant overtopping behaviour for increasing basin
length) or if the effect of basin length is known on before hand this simplification can be used in prac-
tice. However this effect is most of the time not known on beforehand and hard to examine as there are
no design guidelines that take the basin length effect into account. The exact exponential reduction
in overtopping discharge varies per geometrical layout and for different structural dimensions of the
HLCS. OpenFOAM or physical modelling can in that case improve the understanding of the system
and is advised to assess the overtopping for these types of complicated system without introducing
high levels of uncertainty.

8.8. Design recommendations
Based on the obtained design sensitivities, here design recommendations related to the geometrical pa-
rameters are presented. For all geometrical layout parameters an exponential decrease for increasing
geometrical parameter is found. Figure 8.21 presents the amount of wave transmission and measured
overtopping discharge for varying geometrical layout parameters. Here design considerations are pre-
sented based on the maximum effectiveness (i.e. where the largest gradient in overtopping curve is
found) of the independent geometrical parameters related to overtopping reduction. For smaller values
of the recommended parameters a considerable increase in overtopping is obtained. On the other hand
for larger values it is most likely that the construction costs start to outweigh the additional decrease
in overtopping. However, in the end it is up to the engineer to design the most cost-effective layout
depending on the site specific (boundary) conditions, the overtopping requirement and additional re-
quirements.
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(a) Varying crest height (b) Varying crest width (c) Varying basin length

Figure 8.21: Effect of varying the main geometrical layout parameters on the wave transmission and overtopping prediction

Following figure 8.21, is can be observed that the largest curvature in the overtopping discharge
can be obtained for the following layout parameter values:

• 𝑅፜/𝐻፬,። ≈ 0

• 𝐵/𝐻፬,። ≈ 4.5

• 𝐿፩፨፨፥/𝐿፩ ≈ 1.2

It is found that for 𝑅፜ ≈ 0 a local minimum in expected wave transmission is found. Combined with
the results found by J. Medina et al. (2019) (i.e. a constant wave transmission coefficient for 𝑅፜ ≥0) the
largest curvature in overtopping reduction is found for this range. Therefore a HLCS width a freeboard
≈ 0 is recommended. Additionally for larger crest height the construction costs increase as well as the
visual hindrance. Visual hindrance is often a requirement and reason to construct a LCS in the first
place.

It has been found that the largest curvature in overtopping reduction shows large resemblance to
the largest curvature in wave transmission. The crest width corresponding to this largest curvature
is a crest width equal to a crest width where the amount of energy dissipation by wave breaking is
maximized. It has been demonstrated that for this research this crest width can be approximated using
the concept of breaker travel distance, see section 8.5.1. It is expected that this concept also holds
for different incoming wave characteristics and other site dependent boundary conditions. Therefore a
crest width calculated using this concept is recommended to optimise the crest width.

The basin length is found to be an important factor, especially for smaller basin length. Most domi-
nantly for 𝐿፩፨፨፥/𝐿፩ < 1.2 wave breaking over the HLCS results in the propagation of bores and violent
wave overtopping, see section 8.6. This results in a severe increase of individual overtopping volumes
and mean overtopping discharge. Therefore a basin length of 𝐿፩፨፨፥/𝐿፩ ≈ 1.2 is recommended. On
the other hand for very steep beach slopes is can become economically more feasible to reduce the
basin length and increase the crest height or crest width of the structure to reduce the overtopping.
Additionally sometimes a LCS is combined with the construction of an artificial beach, which also plays
a role in the decision of the basin length.
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Discussion, conclusions and

recommendations

9.1. Discussion
This section provides a discussion on the adopted research methods and the interpretation of the
research results. Additionally the applicability and confidence of the created OpenFOAM model are
discussed.

9.1.1. Wave flume hydrodynamics
The numerical grid is the most important factor determining the ability of the numerical model to present
valid results. Generally, numerical studies present a grid resolution study to calibrate the wave flume hy-
drodynamics (i.e. surface elevation signals, pressures, flow velocities, overtopping discharges) based
on raw data obtained from physical model experiments. However, for this study only statistical wave
parameters were available from physical model tests related to wave transmission over HLCS consist-
ing of artificial cubipod elements. If only statistical wave parameters are of importance no raw data
is necessary but statistical calibration can be used. The model reliability while using a statistical cal-
ibration increases for longer simulation duration because of the validity of statistical data for longer
duration. If however event specific data is required, like for instance individual large wave overtopping
events and corresponding pressures in the HLCS, raw data of the specific event is required to validate
the numerical behaviour. For statistical output parameters of the numerical model statistical calibration
is sufficient for a statistically valid simulation duration.

The statistical grid resolution study has been performed in an empty flume based by comparing the
output of the coupled model with each other (both the coupled OceanWave3D output and the coupled
OpenFOAM output) and with a standalone OceanWave3D model which was taken as reference case.
In comparison to raw data, the standalone OceanWave3D run also includes uncertainty whereas this
is also a numerical model that depends on the numerical grid. The OceanWave3D resolution sensi-
tivity analysis (i.e. section 6.6.1) shows this uncertainty. However when comparing runs with large
simulation duration, this uncertainty is expected to vanish. The transmission coefficient is used for the
calibration of the HLCS which divides two statistical wave characteristics (i.e. 𝐻፬,። and 𝐻፬,፭) that include
both the same uncertainty. This thus eliminates the uncertainty from the transmission coefficient based
on statistical calibration.

9.1.2. Geometrical layout adaptation
In order to assess the different geometrical layouts, the OpenFOAM numerical grid is adopted (i.e. in-
creasing/decreasing the structure height, shortening/widening the crest width, or increasing/decreasing
the basin length) without adjusting the wave gauges within the numerical model. Therefore resulting in
different relative locations within the basin where wave characteristics and water levels are extracted.
The water level set-up within the basin is found not to be constant over the basin length. Therefore the

83



84 9. Discussion, conclusions and recommendations

exact location where the water level near the sea wall is extracted is important for the correct description
of the mean water level set-up and energy within the wave spectra near the sea wall. However, in this
research wave gauges are placed with 0.1m increments within the numerical flume and the wave gauge
closest to the sea wall is used to determine the water level set-up near the sea wall. Therefore different
distances between the wave gauge and the sea wall within 0.1 m are adopted for the definition of the
mean water level set-up near the sea wall which results in uncertainties related to the reported values.
Because the raw surface elevation signal is used the standing wave pattern influences the measured
mean water level set-up with a magnitude depending on the distance between the wave gauge and the
sea. Additionally a hydraulic gradient within the basin is found which therefore also affects the mean
water level set-up within the basin. Preferably a constant distance between the wave gauge where the
mean water level set-up is extracted and the sea wall is used for each different simulation which was
not the case during this research and might have affected these results of measured mean water level
set-up near the sea wall. If the results have been linearly extrapolated to the exact location of the sea
wall an uncertainty on the mean water level set-up near the sea wall in the order of 0-0.1 cm are found.

9.1.3. Applied porous media resistance parameters
In this research extracted wave transmission coefficients from physical model experiments are used
to calibrate the hydrodynamic behaviour of the HLCS. This is a valid method to calibrate the porous
media resistance coefficients if a statistically valid number of waves is modelled. It is however found
that multiple combinations of 𝛼 and 𝛽 result in the same wave transmission coefficient. Therefore the
use of multiple selection criteria can be needed if very detailed hydrodynamics are of interest or if the
maximum or minimum hydrodynamic quantities are required (e.g. maximum pressures inside the lay-
ers). These quantities are required to determine the stability of the cubipod elements which not yet
can be modelled in OpenFOAM. The use of different hydrodynamic parameters like, the amount of
energy dissipation, wave reflection, flow velocities and pressures result in more accurate, case specific
predictions of 𝛼 and 𝛽 from which more detailed information can be obtained with higher certainty.

The hydrodynamic behaviour related to wave transmission over HLCS has been calibrated based
on a case which is most representative for the parametric study performed in section 8. All geometrical
dimensions that have influential differences from the calibration case introduces uncertainties regard-
ing the predicted hydrodynamic behaviour. The adopted parameter ranges for varying crest width of
the HLCS are quite severe out of range of the validation case of the porous media resistance parame-
ters for the HLCS. Any influential differences between the validation and the adopted range results in
uncertainty on the validity of the results. For the comparison with the van der Meer et al. (2005) trans-
mission guideline for differences in crest width 𝐵/𝐻፬,። values up to 15 have been simulated whereas the
validation is based on a case with a crest width of 𝐵/𝐻፬,። = 1.0. These results have more uncertainty
and the designer should be aware of this. It is however assumed that the trend observed from the
data points for HLCS is correct and that comparable results to conventional LCS can be found. For
slim structures, where wave breaking is dominant, the formula can be trusted. For wider structures,
where porous flow becomes more dominant a slight bias towards higher transmission coefficients is
found and more uncertainty is introduced. However for first assessment the formula for conventional
rubble mound structures seems to provide well enough results that can be trusted. Consequently more
validation of the adopted porous media resistance parameters for wider crest width is highly advisable
to reduce this uncertainty and validate the results for this range of geometrical parameters.

The adopted porous media resistance parameters have been validated in section 7.5. However an
overall underestimation of the transmission coefficient for these porous media resistance parameters
has been identified (i.e. a mean underestimation of 6.6%). This underestimation of the wave trans-
mission coefficient in the validation is translated to less wave energy within the basin thus eventually
reducing the observed overtopping discharges. For lower overtopping discharges it is numerically more
difficult to predict the correct overtopping discharges due to the larger influence of numerical artefacts
like finite precision and truncation errors on the results which could be taken away by validation with
physical model experiments.



9.1. Discussion 85

9.1.4. Turbulence
In this research no separate turbulence model is included to account for additional turbulent dissipation
outside of the structure. The procedure that is described by Jensen et al. (2014) to account for tur-
bulence outside the structure without adding a separate turbulence model is adopted in this research
where all turbulence is included in the closure coefficients 𝛼 and 𝛽 of the porous structure. Calibra-
tion of these parameters is therefore necessary to describe the correct amount of energy dissipation
from the flow to coincide with physical model data (Losada et al., 2016). Whereas the turbulence by
wave breaking over the structure is included in the porous media resistance parameters, the effect
of turbulence on the predicted overtopping discharge remains unknown. Impulsive wave overtopping
is observed for the case without HLCS in the flume and the effect of the turbulence related to impul-
sive wave overtopping is not accounted for by the model thus introducing uncertainties related to the
predicted overtopping volumes. However this effect is assumed to be minor and because the relative
effect between the numerical simulations is assessed in this research, this uncertainty can almost be
neglected.

9.1.5. 3D effects
This research is based on a 2D schematization of a hydrodynamic system. However, LCS are generally
constructed as a row of smaller LCS along the coast introducing a third dimension. Three dimensional
effects can play an important role, especially for the wave-induced water level set-up, as noted by Cal-
abrese et al. (2008); Zanuttigh et al. (2008). In a three dimensional set-up the water level set-up is
reduced due to water flowing back offshore through gaps in subsequent LCS. Due to the two dimen-
sional nature of this model this effect is not included. These three dimensional effects have an effect
on the mean water level set-up near the seawall as well as the gradients observed within the basin.
Based on the results from the performed simulations the expected effect hereof is however assumed to
be low. The mean water level set-up is found not to play a dominant role in the overtopping prediction.
The additional computational time is expected not to outweigh the addition of including 3D water level
set-up effects. Only in case of very low sea wall freeboard, the relative importance of water level set-up
becomes more dominant for the freeboard of the structure.

9.1.6. Comparison with solely using the wave transmission coefficient
The applied method for the comparison between the OpenFOAM results and the theoretical design
guideline using the Eurotop resulted in an average under estimation of 69%. The amount of wave
transmission has been adopted from the OpenFOAM model whereas currently no wave transmission
formulas exist for the combined effect of crest width and crest height of the HLCS. In the near future
these types of formulas for HLCS are expected to be derived for which this analysis can be redone. The
Eurotop prediction is solely based on the amount of wave transmission over the HLCSwithout taking the
additional water level set-up into account. Water level set-up guidelines are available for conventional
rubble mound structures with a core and not for HLCS which are therefore not adopted. It is however
expected that by including the water level set-up in stead of using SWL, the under prediction is reduced
and better comparison with the Eurotop is found. It should be noted that the Eurotop prediction guideline
does not include the effect of basin length which was found to be a dominant factor for the smaller basin
length. Therefore it is expected that the Eurotop can be used, but that the effect of basin length should
then be known on beforehand. This is however a complex task for which no design guidelines exist.
This concludes the added value of OpenFOAM, which is able to include all the hydrodynamic effects.

9.1.7. Applicability and limits of the current model
The numerical model that is created in this research can be applied with confidence to obtain real
design overtopping predictions. The OpenFOAM model that has been set-up is able to model wave
breaking over the HLCS, the porous flow through the HLCS, waves propagation inside the basin with
corresponding water levels, low-frequency wave motion (i.e. seiching and resonance) and the over-
topping over the sea wall. However one should be able to know the limitations of the current model
and the ranges that are expected to yield reliable results.

500 irregular waves using a Jonswap spectra have been modelled, which according to Romano et
al. (2015) provide a statistical valid number of waves to assess the mean overtopping discharge cor-



86 9. Discussion, conclusions and recommendations

rectly. The coupling between both models depend on the applied numerical grid. The numerical grid
is designed using the expected wave characteristics based on 𝐻፬ and 𝑇፩. Therefore influential differ-
ences in wave characteristics result in an increase of uncertainty. Larger waves can be modelled using
the adopted grid, however for smaller waves the accuracy reduces quickly. Additionally the amount
of non-linearity is important for the correct description of the hydrodynamics. Therefore an increase in
foreshore slope, or a reduction in water levels is important for the OceanWave3D grid and the coupling
ability of the numerical model. One can increase the foreshore slope but the resolution of both models,
especially the OceanWave3D model should be increased. The influence of the ventilated boundary
condition is also found to be present. However, using the default values as presented in this research
(see section 6.4.2), it has been shown that the OpenFOAM model can predict the mean overtopping
discharges in the range of the design value approach presented in the Eurotop 2018 manual.

It is assumed that real design values can be obtained for the following ranges of geometrical layout
parameters under comparable hydraulic boundary conditions:

• −0.4 ≤ 𝑅፜/𝐻፬። ≤0.8

• 1.0 ≤ 𝐵/𝐻፬። ≤15

The structural dimensions of the HLCS form the most uncertainty, which is related to the uncertainty
that is found for the calibrated and validated porous media resistance parameters. Especially for struc-
tures where the freeboard significantly deviates from the previously mentioned range 𝑅፜/𝐻፬። ≈ 0 high
uncertainty is expected. Furthermore it is assumed that the location of the HLCS relative to the sea
wall can be chosen arbitrarily without increasing the uncertainty of the prediction. It is expected that
this OpenFOAM model can also be applied to study the hydrodynamic system using a conventional
rubble mound LCS with 𝑅፜/𝐻፬። ≈ 0. However, porous media resistance parameters should be adjusted
accordingly. For varying geometrical layouts that deviated considerably from the reported ranges it is
advised to perform new physical model tests to validate the adjusted OpenFOAM model.
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9.2. Conclusions
This section provides the main conclusions to the research questions. The main research objective
was:

”To verify and demonstrate the ability of OpenFOAM to capture the hydrodynamic interactions for
HLCS consisting of cubipod artificial concrete elements and gain insight in the design sensitivities to
optimise the two dimensional cross sectional layout using a HLCS to reduce sea wall overtopping most
effectively”

Based on this research objective the following research questions were formulated:

1. What type of relevant hydrodynamic interactions play a role in a system using a HLCS consisting
of cubipod artificial concrete elements and what are the main geometrical layout parameters that
can be adjusted within this system to reduce sea wall overtopping?

2. How can OpenFOAM be used to model the hydrodynamic behaviour of HLCS related to wave
transmission?

3. What are the design sensitivities in the cross-sectional layout of a hydrodynamic system using a
HLCS consisting of cubipod artificial concrete elements to reduce sea wall overtopping and how
can they be optimised?

First the different research questions are answered after which the main conclusion is drawn based
on the research objective.

1. Relevant hydrodynamic interactions and the main geometrical layout parameters
• The most relevant hydrodynamic interactions are: wave transmission over the HLCS, the addi-
tional water level set-up inside the basin (both mean and temporal behaviour as well as the spatial
distribution over the basin), reflecting wave energy resulting in seiching and resonance inside the
basin, broken wave propagation inside the basin and the overtopping over the sea wall. The
amount of wave transmission is determined by wave breaking on the crest of the HLCS and the
amount of porous flow resistance by flow through the HLCS. These mechanisms are affected
and determined by the internal geometry (i.e. the porous structure) and the main geometrical
parameters of the HLCS.

• The main geometrical layout parameters that are distinguished for the hydrodynamic system are:

1. The crest freeboard 𝑅፜
2. The crest width 𝐵
3. The basin length 𝐿፩፨፨፥

These main geometrical layout parameters all affect the hydrodynamic characteristics inside the
system that combined lead to an overtopping event.

2. Ability of OpenFOAM to model wave transmission hydrodynamic behaviour for HLCS
• HLCS consisting of large artificial concrete elements have a different internal geometry compared
to conventional rubble mound LCS. OpenFOAM is able to model the hydrodynamic behaviour
of porous structures using the van Gent (1995) parameterization of the extended Darcy Forch-
heimer equation as implemented in the VARANS equations. The internal differences in the porous
structure for HLCS are mostly reflected in the porosity 𝑛፩ and the closure coefficients 𝛼 and 𝛽.

• Large porosity gradients are found near the boundaries of the HLCS due to the size and shape
of the artificial concrete elements. In order to implement these porosity gradients a porosity
distribution is derived. Different numerical layers are implemented in OpenFOAM resulting from
a schematization of the porosity distribution (see section 7.2.3). Additionally two different outer
contour schematizations are adopted and analysed (see section 7.3). The effect of implementing
multiple numerical layers with different porosity values and the exact outer contour schematization
is limited (i.e. less than 2% difference on 𝐾፭).
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• The best agreement between the modelled transmission coefficient and the experimental trans-
mission coefficient is found for 𝛼 = 500 and 𝛽 = 1.0 in combination with a constant 𝐷፧኿ኺ =4.35𝑐𝑚,
𝐾𝐶 number based on linear wave theory at the toe of the structure (i.e. 𝐾𝐶 = 13.15) and two nu-
merical layers with a core and outer layer porosity of 50 and 75.2 % respectively. This combina-
tion of porous media resistance coefficients is unique for cubipod HLCS in the applied placement
grid. Case specific calibration is needed for different placement grids or using different concrete
elements.

3. Geometrical layout design sensitivities
The main geometrical parameters in the geometrical cross-section are the crest freeboard 𝑅፜ of the
HLCS, the crest width of the HLCS (𝐵) and the distance between the HLCS and the sea wall (𝐿፩፨፨፥).
The main conclusions are presented here. For additional conclusions the reader is referred to the
separate conclusion sections for varying geometrical parameters (i.e. section 8.4.5, 8.5.5 and 8.6.4).

• Wave transmission is found to be dominant over the water level set-up, seiching and resonance
inside the basin for the overtopping assessment of varying crest height and crest width of the
HLCS. The most striking result for wave transmission over HLCS is that HLCS shows a constant
trend in wave transmission for emergent structures (i.e. 𝑅፜ >0). A further increase of crest height
does not result in reduced wave transmission, contrary to conventional rubble mound LCS where
a further reduction is observed.

• Furthermore a large dependency is found for varying basin length. The propagation of broken
waves (i.e. hydraulic bores) due to wave breaking over the crest of the HLCS have a large
contribution to the mean overtopping discharge. It is observed that these hydraulic bores die out
for larger basin length. Additionally low-frequency wave motion (i.e. seiching and resonance)
is observed for varying basin length. However this effect is smaller compared to the dissipating
bores.

• For all varying geometrical parameters a decay in the form of an exponential function of the
mean overtopping discharge is found for increasing parameter value. The most influence on the
overtopping reduction is found for varying crest height of the HLCS.

• By comparing the estimated overtopping discharge using the Eurotop guidelines solely based on
the amount of wave transmission and the obtained overtopping discharge from the OpenFOAM
model a mean underestimation of 69% is found by only using the transmission coefficient for the
assessment of the amount of mean overtopping discharge. This concludes that the water level
set-up cannot be neglected for overtopping assessments. Furthermore the use of advanced CFD
modelling (e.g. using OpenFOAM) or physical modelling is of added value for the assessment
of the amount of overtopping for these complex hydrodynamic systems due to the influence of
dissipating bores, seiching and resonance inside the basin.

• Finally it is demonstrated that the OpenFOAM model is capable of addressing the design sen-
sitivities related to the main geometrical layout parameters. These design sensitivities can sub-
sequently be used to provide design recommendations and optimise the reduction of sea wall
overtopping most effectively.

Main conclusion
This research has demonstrated that OpenFOAM has high potential for the coastal engineering com-
munity to gain insight in complex hydrodynamics. It is able to capture the complex hydrodynamics that
play a role in the use of a detached HLCS to reduce sea wall overtopping. The OpenFOAM model that
has been set-up is able to model wave breaking over the HLCS, the porous flow through the HLCS,
wave propagation inside the basin, wave induced water level set-up, hydraulic bore dissipation, low-
frequency wave motion (i.e. seiching and resonance) and the overtopping over the sea wall. The most
important design sensitivities in geometrical layout are highlighted and analysed which can be used dur-
ing assessment, design and optimisation of such hydrodynamic systems. For comparable hydraulic
boundary conditions (i.e. the same order of 𝐻፬, 𝐻፬/ℎ, ℎ/𝐿፩) and the use of low-crested structures (i.e.
𝑅፜/𝐻፬,። ≈ 0) this OpenFOAM model can be used without further calibration.
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9.3. Recommendations
In this section the recommendations are presented which have been divided in two sections. The
first section is related to numerical model recommendations related to the use of OceanWave3D and
OpenFOAM. The second section prescribes recommendations for future research to this topic related
to the discussions provided in section 9.1.

9.3.1. Numerical modelling recommendations
1. It was found that the horizontal resolution of OceanWave3D has the most influence on the correct

coupling between both numerical models, especially for highly non-linear waves. The proposed
value based on this study (i.e. 40 grid cells per normative wave length based on Tp) is way
higher compared to the initially recommended value by the JIP program which recommended
more than 10 grid cells per wave length for the OceanWave3D grid. This recommendation by the
JIP program is based on limited non-linear waves within the numerical flume, and therefore is not
able to capture the steep peaks of the waves. For the OceanWave3D grid only minor effect of the
vertical grid resolution is observed but vertical stretching is recommended to increase resolution
near the SWL.

2. Based on the constructed OpenFOAM mesh in this research it is recommended to have orthog-
onal cells near the free surface, including mesh refinements near the free surface to capture the
non-linearity of the waves better. Moreover is is recommended to base the grid resolution on the
number of cells per wave height, because this proofed normative compared to the recommenda-
tions related to the number of grid cells per wave length. However the amount of non linearity
also plays a role here which requirement is leading is model set-up specific. Additionally it is
recommended to perform mesh refinements near regions of interest and where large gradients
are expected. Based on the calibration procedure followed in this research a grid with grid reso-
lution of 10 grid cells per normative (i.e. significant) wave height is selected. However this value
is also case specific and overall values between 10-20 grid cells per normative wave height are
recommended depending on the calibration and the agreement with physical model data.

3. Step 1 of the calibration and validation procedure for the wave flume hydrodynamics compares
the raw surface elevation signals within the flume at the end of the coupling zone. However, all
grid resolutions showed high correlation and this step did not show to be an addition to the grid
consideration and is therefore not recommended for future research however it is included in this
report for this study.

4. It is recommended to perform case specific calibration for the hydrodynamic behaviour of HLCS
and use 𝛽 values in the range of 0.5-1.5, whereas the 𝛼 value can be kept constant at 𝛼 = 500
because the influence of 𝛼 is small and this reduces the calibration effort. Moreover, the addition
of the porous outer layer is found to have limited effect on the reported transmission coefficient
and therefore is not needed in case wave transmission for HLCS is addressed, but for different
applications of the model this effect is unknown.

5. During the parametric study conducted in this research it was found that for the comparison of
the mean water level set-up near the sea wall the location is important for the assessment. In
this research bulk wave gauges have been installed every 0.1 m within the flume. This can result
in a bias during comparison of the output of these wave gauges, whereas not the same distance
between the used wave gauge and the sea wall is found. It is therefore recommended to use
wave gauges that follow the changes in numerical grid (i.e. to place wave gauges near important
locations and move them accordingly to the changes in the numerical grid).

9.3.2. Recommendations for future research
In this sections the recommendations for future research are presented, divided by recommendations
for the hydrodynamic behaviour of HLCS and recommendations for the hydrodynamic system.

HLCS
1. Additional analysis on the hydrodynamic behaviour of the HLCS is insight-full for a better under-

standing of the use of HLCS, and the modelling of the hydrodynamic behaviour. In this research
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only the hydrodynamic behaviour related to wave transmission is addressed for varying crest
height and crest width of the HLCS but the effect of dissipation within the structure and wave
reflection are not quantified. Additionally the effect of other structural parameters like the slope
of the HLCS on the hydrodynamic behaviour can give use full additional insights.

2. The calibrated porous media coefficients are calibrated and validated for only one crest width
and a small range of different crest height. It is highly advisable to perform validation of the
porous media resistance parameters for larger ranges of crest height. Additionally it is highly
recommended to conduct physical model experiments for different crest width for HLCSwhich can
be used to validate the numerical model for a larger range of input parameters. The validation for
larger ranges of geometrical parameters of the HLCS result in a better description of the modelling
ability and uncertainty related to the adopted porous media resistance parameters.

Hydrodynamic system
1. In this research the changes in geometrical parameters are treated predominantly independently

(i.e. only varying one parameter per simulation). This results in the insight of predominantly
isolated geometrical parameters. It is however recommended to investigate the dependency of
the geometrical parameters, whereas it is likely that this can give additional insight that can be
used for design considerations. Additionally this research focuses on only one hydraulic boundary
condition. It is recommended to analyse the effect of different wave characteristics corresponding
to different sea states (i.e. wind wave climate and swell climate) and their effect on the systems
behaviour.

2. It is recommended to do more research to the distance of the HLCS to the sea wall. Using a
crest freeboard of 0, a large dependency of basin length was found. However it is expected that
this dependency varies for different crest freeboard. The considerable increase in overtopping
discharge was related to broken wave propagation which depend on the type of wave breaking
on the structure and thus are affected by the crest freeboard. Therefore it is interesting to per-
form overtopping simulations for different basin length including both submerged and emergent
structures.

3. During this research a large dependency of the geometrical layout parameters on the spatial
distribution of mean water level within the system (i.e. the observed hydraulic gradient over the
HLCS and within the basin) is observed. The quantitative effect of this gradient on the predicted
overtopping discharge is not analysed in this research due to time constraints but might result in
valuable knowledge. Especially the observed increasing gradient for smaller basin length might
be an additional cause of the increase in overtopping found for smaller basin length.

4. Included in the OpenFOAM model used for this research is a description of wave forces on the
sea wall. Especially for different basin length violent overtopping is expected for smaller basin
length due to broken wave propagation. This is expected to have significant influence on the
predicted wave forces on the sea wall which affect the life span of the sea wall structure. Lots
of old sea walls are damaged over the world due to wave forces which can be prevented by the
use of a LCS according to Roenby et al. (2017). Data is available from the front face of the sea
wall based on conducted model runs in this research which are extracted using the ventilated
boundary condition with (epsilon=1.5, openness= 3%).

5. This research focused on the use of a HLCS to reduce overtopping. However it is recommended
to analyse the design sensitivities in geometrical layout while using a conventional rubble mound
LCS to assess the effect of using a less porous structure on the hydrodynamics inside the basin
and the predicted overtopping discharge.
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A
Relevant literature research

This appendix presents a more in depth review and the origin of the relevant literature research re-
garding the various wave structure interactions. First the wave transmission is addressed. Secondly
the wave-induced water level setup is addressed after which wave reflection is addressed. Additionally
general literature related to water waves and wave breaking is presented.

A.1. Wave transmission
Various studies in the past have tried to come up with prediction formulas for the wave transmission
coefficient over LCS. From hydraulic laboratory tests empirical formulae have been formulated based
on the most important structural parameters. Empirical formulae are based on a set of experimental
studies and therefore always have their limitations based on laboratory conditions and the range of in-
put variables used. The most relevant studies on wave transmission are treated. Based on the method
used in (Buccino & Calabrese, 2007) an irregular wave field can be included in the predictions by taking
the significant wave height as the regular wave height if the theoretical formulae is derived for regular
wave conditions.

(Van der Meer, 1990) was the first one to propose a simple prediction formulae where 𝐾፭ linearly
depends on the relative freeboard made dimensionless by the incoming wave height 𝑅𝑐/𝐻።:

𝐾፭ =0.8 for −2.0 < 𝑅፜/𝐻። <−1.13
𝐾፭ =0.46+0.3𝑅፜/𝐻። for −1.13 < 𝑅፜/𝐻። <1.2
𝐾፭ =0.1 for 1.2 < 𝑅፜/𝐻። <2.0

(A.1)

Later his formulation was combined with work from Daemen and the transmission coefficient was
made dimensionless with the nominal diameter of the armour layer to take the permeability of the
structure into account. Also the effect of wave steepness was included. This formulation reduced a
lot of scatter in the laboratory measurements and also did not take the crest width into account. The
formulation by Van der Meer & Daemen (1994) is presented as:

𝐾፭ =𝑎
𝑅፜
𝐷፧኿ኺ

+𝑏 (A.2)

In which:

𝑎 = 0.031 ፇᑤ,ᑚ
ፃᑟᎷᎲ

−0.24

𝑏 =−5.42𝑠+0.0323 ፇᑤ,ᑚ
ፃᑟᎷᎲ

−0.0017( ፁ
ፃᑟᎷᎲ

)
ኻ.ዂኾ

+0.51

𝑠፨፩ =
ፇᑤ,ᑚ
ፋᎲ
=2𝜋𝐻፬/(𝑔𝑇፩)ኼ

(A.3)
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Figure A.1: Wave transmission vs relative crest height: Performance of transmission data for linear equation. (Van der Meer &
Daemen, 1994)

In this formula the 𝐾፭ values are bounded between 0.075 < 𝐾፭ < 0.75. This formula is valid for
1<𝐻።/𝐷፧኿ኺ <6 and 0.01 < 𝑠፨፩ <0.05.

D’Angremond et al. (1996) included the crest width in a new empirical design formulae for relatively
narrow crests. In this study also some tests with tetrapods and accropodes were included to come
up with transmission design formulas for both rubble mound structures and impermeable structures.
The transmission is made dimensionless by the incoming wave height. D’Angremond et al. (1996)
presented the following transmission formula:

𝐾፭ =−0.4
𝑅፜
𝐻፬,።

+0.64( 𝐵𝐻፬,።
)
ዅኺ.ኽኻ

(1−𝑒ዅኺ.኿᎛) (A.4)

The factor 0.64 should be used for rubble mound structures and concrete elements. For imperme-
able structures the factor 0.8 should be used instead of 0.64. In this formula the 𝐾፭ values are bounded
between 0.075 <𝐾፭ <0.8. This formula is valid for −2.5 < 𝑅፜/𝐻፬,። <2.5 and 𝐵/𝐻፬,። <10.

The work by (Van der Meer & Daemen, 1994) and (D’Angremond et al., 1996) was the starting point
for a large European funded project DELOS (Environmental Design of Low Crested Coastal Defence
Structures). Based on the gathered data from the DELOS project (Briganti et al., 2003) revised the
formula of d’Angremond to include wide crests:

𝐾፭ =−0.35
𝑅፜
𝐻፬,።

+0.51( 𝐵𝐻፬,።
)
ዅኺ.ዀ኿

(1−𝑒ዅኺ.ኾኻ᎛) (A.5)

In this formula the 𝐾፭ values are bounded between 0.05 <𝐾፭ <0.006𝐵/𝐻፬,።+0.93. The effect of the
crest width on the wave transmission is assumed to be linear as can be observed from figure A.2.

This formula is introduced for very wide crests and is valid for 𝐵/𝐻፬,። > 10 and −2.5 < 𝑅፜/𝐻፬,። < 2.5
and has been validated up to 𝐵/𝐻፬,። = 50. It should be noted that the use of these two formulae intro-
duce a discontinuity at the boundary 𝐵/𝐻፬,። =10.

(van der Meer et al., 2005) concluded that this new relation derived in (Briganti et al., 2003) was
valid for 𝐵/𝐻፬,። >12. For 𝐵/𝐻፬,። <8 the formulation by (D’Angremond et al., 1996) is still valid and linear
interpolation is needed for 8 < 𝐵/𝐻፬,። < 12. This took away the discontinuity introduced by Briganti et
al. (2003).
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Figure A.2: Upperlimit for very wide crests, linear relationship (van der Meer et al., 2005)

𝐾፭ =−0.4
ፑᑔ
ፇᑤ,ᑚ
+0.64( ፁ

ፇᑤ,ᑚ
)
ዅኺ.ኽኻ

(1−𝑒ዅኺ.኿᎛) for 𝐵/𝐻፬,። <8

𝐾፭ =−0.35
ፑᑔ
ፇᑤ,ᑚ
+0.51( ፁ

ፇᑤ,ᑚ
)
ዅኺ.ዀ኿

(1−𝑒ዅኺ.ኾኻ᎛) for 𝐵/𝐻፬,። >12
(A.6)

(van der Meer et al., 2005) also included the angle of wave attack in the empirical formulae. They
concluded that for rubble mound structures the wave angle attack has no effect on the transmission
coefficient and that the transmitted wave angle is approximately 80% of the incident wave angle.

For impermeable structures (van der Meer et al., 2005) presented a transmission relation for oblique
incident waves. In here it must be noted that for impermeable structures the effect of the crest width is
not taken into account as no energy dissipation is expected by roughness and porosity of the structure.

𝐾፭ =(−0.3
𝑅፜
𝐻፬,።

+0.75[1−eዅኺ.኿᎛])cosኼ/ኽ𝛽 (A.7)

In this formula the 𝐾፭ values are bounded between 0.075 < 𝐾፭ < 0.8. This formula is valid for
0.01 < 𝑠 < 0.03, 1<𝐵/𝐻፬,። <4 and 0< 𝛽 < 70 degrees.

Also some studies have been performed on submerged rubble mound breakwaters only. (Seabrook
& Hall, 1998) studied submerged rubble mound structures for a large range of relative freeboard and
relative crest width making it a very widely applicable study. They concluded that the effect of breakwa-
ter slope on the wave transmission was relatively unimportant. Themost effect was found for increasing
breakwater width and increasing freeboard.

𝐾፭ =1−[𝑒
ዅኺ.ዀ኿ ᑉᑔ

ᐿᑞᎲ,ᑚ
ዅኻ.ኺዃᐿᑞᎲ,ᑚᐹ +0.047 𝐵𝑅፜𝐿𝐷፧኿ኺ

−0.067𝑅፜𝐻፦ኺ,።𝐵𝐷፧኿ኺ
] (A.8)

This formula is valid for 5<𝐵/𝐻፦ኺ,። <74.47, 0<𝐵𝑅፜/𝐿𝐷፧኿ኺ <7.08 and 0< 𝑅፜𝐻፦ኺ,።/𝐵𝐷፧኿ኺ <2.14.

(Hirose, N; Watanuki, A; Saito, 2002) also studied submerged rubble mound structures only with a
newly developed Aquareef armour unit for a wide range of relative crest width. Structures armoured
with Aquareef units show higher limiting values of 𝐾፭ compared to other structures. Moreover these
limiting values are found for relatively high values of 𝑅፜/𝐻፬,። . The larger limiting values are probably
due to the high permeability of the concrete armour layer. For high 𝑅፜/𝐻፬,። values the crest is emerged
above the waterline and most of the energy transmission is related to transmission through the break-
water. Higher permeability result in less energy dissipation through the breakwater and therefore for
higher limiting values.

Wamsley & Ahrens (2003) were the first ones to propose a transmission formula based on a sum
of two separate contributions, one for energy transmitted through the structure and one for energy
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transmitted over the structure. Based on this approach (Buccino & Calabrese, 2007) tried to calculate
the wave transmission of low crested breakwaters by taking the main energy transmitting components
into account using theoretical solutions rather than experimental deduced equations. Simple analytical
expressions for wave breaking, porous flow and overtopping were used to predict wave transmission for
low crested breakwaters and regular waves. For low-crested breakwaters the wave breaking on top of
the breakwater is the main energy transfer component which has been elaborated using a dissipation
rate depending on the analogy of the movement of a hydraulic jump. (Buccino & Calabrese, 2007)
presented the following prediction formula:

𝐾፭ =
1

1.18(ፇᑤ,ᑚፑᑔ )
ኺ.ኻኼ

+0.33(ፇᑤ,ᑚፑᑔ )
ኻ.኿
⋅ ፁ
√ፇᑤ,ᑚፋᎲ

(A.9)

Valid for 1/0.5 < 𝑅፜/𝐻፬,። < 1/1.2 and for zero relative submergence 𝑅𝑐/𝐻፬,። = 0 the transmission
can be predicted by:

𝐾፭ = [min(0.74;0.62𝜉ኺ.ኻ዁፨፩ )−0.25 ⋅min(2.2; 𝐵
√𝐻፬,።𝐿ኺ

)]
ኼ

(A.10)

Both formulas are valid for 0.3 < 𝐵/𝐻፬,።𝐿ኼኺ <10.5 and 1< 𝜉፨፩ <8.

For relatively long waves 𝑠፨፩ < 0.01 an increase in dissipation is expected according to (Buccino
& Calabrese, 2007). The factor 0.33 in the prediction formula has to be adapted for long waves to
0.33+47(0.01−𝑠፨፩ . This method has been checked for validity up to 𝑠፨፩ =0.002.

The most important parameters are the relative crest width, the relative freeboard of the structure
and the Iribarren parameter which determines the type of wave breaking on the structure. (Buccino &
Calabrese, 2007) concluded that the outliers in predicted transmission coefficient were probably due
to porosity effects of the used structure and frictional effects of the armour layer. These outliers spread
both in the upper and lower part of the cloud of data which indicates no systematic overestimates or
under predictions. The authors explain the over predictions in several studies due to the use of a lower
structure porosity. The 𝑅ኼ value of the prediction method is slightly greater than 95 percent and the
standard error is less than 0.05.

A.2. Water level set-up
The relevant studies on water level set-up are presented. First the 2DV models are explained and
elaborated on the used principles and governing parameters. Then 3D analytical models are shortly
mentioned but those will not be elaborated.

Longuet-Higgins (1967) was the first one to develop an analytical solution to predict the amount of
water level set-up behind low crested structures. The difference in mean water level was calculated
using a second order stokes wave theory based on small amplitude waves and irrational flow, which
excludes any energy loss by either wave breaking or porous flow. The proposed formula by Longuet-
Higgins (1967) reads:

𝛿ᖣ = 𝐻ኼ። (1+𝐾ኼፑ)𝑘ኻ
8sinh(2𝑘ኻℎኻ)

− 𝐻ኼ። 𝐾ኼ፭ 𝑘ኼ
8sinh(2𝑘ኼℎኼ)

(A.11)

It is worth noticing that the formulae derived by Longuet-Higgins (1967) gives insight in the effect
of the wave reflection and transmission coefficients on the water level set-up. The higher the wave
reflection the more water level set-up is predicted. Additionally more wave transmission reduces the
water level set-up.

Diskin et al. (1970) created an empirical formula based on the results of 2DV flume experiments.
The proposed formula only depends on the freeboard and the incident wave height. The water level
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set-up follows a Gaussian curve from which the maximum set-up can be found for 𝑅፜/𝐻። = 0.7. The
proposed formula reads:

𝛿
𝐻።
=0.6 ⋅exp[−(0.7− 𝑅፜𝐻።

)
ኼ
] (A.12)

This formula is valid for −2.0 < 𝑅፜/𝐻። <1.5 and 0.10 < ℎ/𝐻። <0.83.

Dalrymple & Dean (1971) criticised the work by Diskin et al. (1970) in a public note. According
to Dalrymple & Dean (1971) the scatter in for formula of Diskin et al. (1970) resulted from fact that
no wave transmission or reflection coefficients had been included. The explicit role of these quantities
was already pointed out by Longuet-Higgins (1967). Furthermore they proposed a predictive procedure
that the setup is partly forced by the release of momentum flux due to wave breaking and partly by the
flux of water mass over the crest of the structure (continuity set-up). This effect was introduced as
experimental results of only wave momentum release were underestimating the amount of water level
set-up. The proposed water level set-up is calculated using superposition of both fluxes:

𝛿 = 𝛿፦፟+𝛿፜ (A.13)

(Loveless et al., 1998) proposed a simple formula for permeable breakwaters based on the idea that
the onshore mass and momentum flux had to be compensated by the offshore mass and momentum
flux. They conducted an experimental model test for both regular and irregular waves and tried to
include 3D effect by using a pump to recirculate the piled up water in the flume at a rate of 1-2 m3/s/m.
It was found that the largest set-up occurs at zero freeboard and increases for increased crest width.
The effect of permeability of the structure is included in the use of the 𝐷፧኿ኺ. The fact that the set-
up increases for wider crest widths is probably due to the enhanced breaking and release of wave
momentum which increases the set-up. For low-crested crests the flux of water over the crest has a
cyclic character which alternately is directed inshore and offshore depending on the incoming wave
period. They proposed the following prediction formula for regular waves:

𝛿
𝐵 =

(ፇᑚፋ፡ፓ )
ኼ

8𝑔𝐷፧኿ኺ
exp[−20(𝑅፜ℎ፜

)
ኼ
] (A.14)

For application of this formula for irregular waves, the authors found that the average wave height
should be used in stead of the significant wave height. The results of this formula generate much
smaller values of set-up compared to the model described by Diskin et al. (1970). This result is prob-
ably related to the use of different materials with large differences in permeability. This underlines the
effect of permeability of the structure on the water level set-up which is important for low-crested break-
waters consisting of artificial elements. The dimensionless water level set-up is significantly affected
by the rock size i.e. the porosity. The observed average non-dimensional set-up is 𝛿/𝐻። =0.3.

Calabrese et al. (2003) used the same line of reasoning as Dalrymple &Dean (1971) and Loveless et
al. (1998) by calculating the 2D wave breaking induced water level set-up on the basis of a conceptual
model. They based their method on impermeable low-crested structures and random waves. The
effect of water flowing trough the structure and thereby compensating the water level set-up is not taken
into account in this model. This method will therefore over predict the water level set-up. The model
is obtained by applying the momentum equation over a control volume surrounding the low-crested
breakwater. The water level set-up is determined by the distance of the point of incipient breaking to
the inshore toe. The final wave momentum induced set-up derived by (Calabrese et al., 2003) is:

𝛿፦፟ =0.5(−𝑏+(𝑏ኼ−4𝑐)
ኺ.኿) (A.15)

In which:

𝑏 = (2𝑑−𝑎)
𝑎 = ((1+ ፱ᑓዄፁ

ፋᑤ
)ℎ፜−

፱ᑓ
ፋᑤ
(𝑑፛+𝑅፜))

𝑐 =− ኽ
ኻዀ𝐻

ኼ
፞፧። (1−𝐾ኼ፭ )
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𝑥፛ and 𝐿፬ can be calculated from geometrical formulas once the depth at breaking is known. The
effect of the transmission is included in the water level set-up formulas indicating the interdependence
of water level set-up and wave transmission. For low-crested breakwaters is can be assumed that wave
breaking occurs at the crest of the structure therefore 𝑥፛ = 0. The depth at breaking can be predicted
by the criterion of Kamphuis which is given as (Calabrese et al., 2003):

𝑑፛ =𝑑ኺ.ኼ(
𝐻፦ኺ።

0.56𝑒ኽ.኿tan (𝛼፨፟፟)
)
Ꮆ
Ꮇ

(A.16)

The continuity set-up is calculated using the Gauckler-Strickler resistance law for a uniform return
flow and can be interpreted as an additional specific hydraulic thrust which is required to counteract
the shear stresses induced by the return current over the crest of the structure:

𝛿፜ =
(ኻዂ𝐻

ኼ
፞፧።√

፠
፝)

ኼ

𝑓ኼ |𝑅፜|
ኻኺ/ኽ ⋅ (𝐵+ℎ፜ ctg(𝛼፨፟፟)) (A.17)

In which f is the friction of the armour layer which is taken as 20 corresponding to the conducted
experimental results. For all definitions of the parameters and more information the reader is referred
to (Calabrese et al., 2003).

There are also several authors who took the 3D character of a low-crested breakwater system into
account. (Bellotti, 2004) presents for instance an analytical prediction method of water level set-up for
a full 3D situation with rip current formation. This model is based on the full description of horizontal cir-
culation around a low-crested breakwater system. The difference with the previously described models
is that onshore flux of water mass is not only balanced by undertow, but also through the rip-channel
system.

(Zanuttigh et al., 2008) presents a 2D and 3D model for both emerged and submerged structures
based on a pumping curve. This model assumes that depth limited wave breaking occurs at the sea-
ward slope of the structure which might not always be the case. Also the precise knowledge on the
effect of structure permeability can improve the predictions (Zanuttigh et al., 2008).

(Calabrese et al., 2008) adapted the equations for water level set-up from the model introduced by
(Calabrese et al., 2003) as this model was never sufficiently expounded according to the authors. The
same model is used but different expressions are elaborated. Several adaptations can be found in
the calculation of the continuity set-up, the depth of incipient breaking and the effect of wave reflection
on the momentum release flux. According to (Calabrese et al., 2008) increased porosity results in
increased permeability which reduces the amount of wave-induced water level set-up. This can be
explained based on the increased section available for the back flow of water which therefore reduces
the transport velocities and therefore also the shear stresses that the structure exerts on the water.
This will make the transport of water through the structure more easy and therefore make the structure
better able to restore the water level.

A.3. Wave reflection
Wave reflection is the wave structure interaction where wave energy is reflected from interaction with
a structure. Rubble mound structures will generally reflect significantly less wave energy compared
to smooth structures due to energy dissipation during the interaction of the waves with the structure
(Ciria et al., 2007). Reflecting wave energy interacts again with the incoming waves which can create
a standing wave pattern. Wave reflection can be evaluated using the reflection coefficient which is
defined as the ratio of the reflected wave height and the incoming wave height:

𝐾፫ =
𝐻፫
𝐻።

(A.18)

For an irregular wave field the definition of the reflection coefficient is usually based on the significant
wave height (𝐻፬) or the spectral wave height (𝐻፦ኺ). Table A.1 presents the most used empirical reflec-
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tion formulas in engineering practice for low-crested structures and their limitations. These formulas
are subsequently elaborated in more detail later in this section.

Table A.1: Relevant literature regarding wave reflection

Author Formulae Applicability
(Ciria et al., 2007) 𝐾፫ =0.14𝜉ኺ.዁ኽ፨፩ 𝜉፨፩ <10

(van der Meer et al., 2005) 𝐾፫ =𝑓፫ ⋅ 0.071𝑃ዅኺ.ዂኼcot(𝛼)
ዅኺ.ዀኼ𝑠ዅኺ.ኾዀ፨፩ 𝜉፨፩ <10

𝑓፫ =0.2 𝑅፜/𝐻።+0.9 𝑅፜/𝐻። <0.5
𝑓፫ =1 𝑅፜/𝐻። ≥0.5

(Zanuttigh & van der Meer, 2008) 𝐾፫ = tanh(𝑎𝜉፛ኺ) ⋅ (0.67+0.37
ፑᑔ
ፇᑚ
) −1≤𝑅፜/𝐻። ≤0.5

𝑎 = 0.167(1−exp(−3.2𝛾 ))
𝑏 = 1.49(𝛾 −0.38)ኼ+0.86

According to (Ciria et al., 2007) The wave energy that is reflected of a structure only depends on
the relative steepness of the incoming wave field compared to the structure slope.

𝐾፫ =0.14𝜉ኺ.዁ኽ፨፩ (A.19)

Which is valid for 𝜉፨፩ <10.

A more elaborated formula for rubble mound structures including the permeability and a different
relative effect of the incoming wave steepness and the steepness of the slope is found by van der Meer
et al. (2005):

𝐾፫ =0.071𝑃ዅኺ.ዂኼcot(𝛼)
ዅኺ.ዀኼ𝑠ዅኺ.ኾዀ፨፩ (A.20)

In which also the notional permeability of the slope 𝑃 is taken into account and the slope angle has a
larger influence relative to the wave steepness. According to van der Meer et al. (2005) the influence of
the slope angle will reduce if the structured is submerged. According to van der Meer et al. (2005) and
Zanuttigh & van der Meer (2008) the relative crest height 𝑅፜/𝐻። has the main influence on the reflection
coefficient which reduces for more submerged structures and that there is no influence of crest width
on the reflection as the waves only reflect on the seaward slope.

The effect of the relative crest height 𝑅፜/𝐻። can be implemented in A.19 and A.20 by means of a
reduction factor 𝑓፫ (van der Meer et al., 2005):

𝑓፫ =0.2 𝑅፜/𝐻።+0.9 𝑓𝑜𝑟 𝑅፜/𝐻። <0.5

𝑓፫ =1 𝑓𝑜𝑟 𝑅፜/𝐻። ≥0.5
(A.21)

During the European research program CLASH, a new reflection formula has been developed for
smooth and rough slopes. This formula includes the most important parameter, the relative freeboard
𝑅፜/𝐻። as has been determined before.

Consequently the only difference is found that a roughness value 𝛾 is included which is determined
by the type of slope material.

𝐾፫ = tanh(𝑎𝜉፛ኺ) ⋅ (0.67+0.37
ፑᑔ
ፇᑚ
)

𝑎 = 0.167(1−exp(−3.2𝛾 ))
𝑏 = 1.49(𝛾 −0.38)ኼ+0.86

(A.22)

This formula is valid for −1 ≤ 𝑅፜/𝐻። ≤ 0.5. The values of a and b differ for various materials and
different concrete elements as they have different roughness values 𝛾 . One layer cubes and flat
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cubes give greater reflection than all the other armour units, in general the reflection increases with
larger armour roughness (Zanuttigh & van der Meer, 2008).

A.3.1. Standing waves
(Reddy &Neelamani, 2005) investigated the effect of relative height (height of breakwater over seaward
water depth) on the wave force prediction at a vertical sea wall defenced by a low-crested breakwater.
According to Reddy & Neelamani (2005) the relative height of the breakwater, ℎ፜/ℎ, is associated with
the formation of standing waves and resonant conditions which generates oscillatory behaviour of force
ratios at the sea wall. They found that the basin length had minor influence on the force prediction.
Only for a basin length where waves would break on the low-crested structure resulting in wave jets
and then hit the wall increased the force prediction.

However the frequency of the transmitted waves is equal to the natural frequency of the pool res-
onance can occur which will increase wave amplitudes inside the pool. Resonance is a phenomena
which depends on the natural frequency of the system, the frequency of the forcing and the damp-
ing ability of the system. If the natural frequency of the pool between the low-crested breakwater and
the vertical sea wall is more than the frequency of the transmitted wave, the pool will not experience
resonance (Kudumula & Mutukuru, 2013). This will also hold if the natural frequency of the system
is lower than the frequency of the system. If the forcing frequency is equal or a multiple of the to the
natural frequency of the system the system starts to show resonance. The amplitude of the system
will increase and overtopping rates will increase considerably. The friction of the system, determines
the ability of the system to reduce the resonance amplitude. For design storm conditions it should be
checked whether resonance might occur and if so the basin length should be adapted.

Figure A.3: The effect of resonance on the system behaviour, adopted from: https://byjus.com/physics/sharpness-of-resonance/

A.4. Water waves
A.4.1. Wave theories
A wave is a propagating perturbation of the free surface in arbitrary water depth. A wave has a wave
height, wave length and wave period. The interaction between the wave and the bottom is important
for the propagation behaviour of the wave. Once the wave interacts with the bottom the particle motion
becomes more elliptical, the wave steepens and the wave length decreases. In order to describe a
propagating wave field several wave theories are applicable for various ranges of water depth and wave
characteristics. Figure A.4 presents the various wave theories and ranges of applicability. In this figure
the two important wave breaking limits can be observed for depth induced breaking and steepness
induced breaking. Generally a steepness of 0.01 indicates a typical swell sea and a steepness of 0.04
to 0.06 a typical wind sea Van der Meer et al. (2018).
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Figure A.4: Ranges of application of different wave theories

Airy wave theory
Airy wave theory describes the propagation of free surface waves for regular small amplitude gravity
waves. It is described by a continuity mass balance equation and a momentum balance equation. The
flow field in the domain can be described by a velocity potential equation which satisfies the Laplace
equation. The Laplace equation is given as:

𝜕ኼ𝜙
𝜕𝑥ኼ +

𝜕ኼ𝜙
𝜕𝑦ኼ +

𝜕ኼ𝜙
𝜕𝑧ኼ =0 (A.23)

One of the solutions to the Laplace equation is a long-crested harmonic wave for which the surface
elevation, the dispersion relation, and the wave speed are given by:

𝜂(𝑥,𝑡) = 𝑎 ⋅sin(𝜔𝑡−𝑘𝑥) or 𝜂(𝑥,𝑡) = 12𝐻 ⋅sin(
2𝜋
𝑇 𝑡−

2𝜋
𝐿 𝑥) (A.24)

𝜔ኼ =𝑔𝑘 tanh(𝑘𝑑) or 𝐿 = 𝑔𝑇
ኼ

2𝜋 tanh(2𝜋𝑑𝐿 ) (A.25)

𝑐 = 𝜔𝑘 =
𝑔
𝜔 tanh(𝑘𝑑) (A.26)

Airy wave theory is only valid under the following assumptions: in-compressible fluid, constant
density, no viscosity, continuous, no surface tension, the motions are only forced by the gravitation of
the earth and water cannot penetrate the bottom nor leave the surface.

Non-linear wave theories
Non linear wave theories account for a finite wave height. When waves become too steep in deep
water or enter shallow water and start to shoal, the linear sinusoidal profile of a wave no longer holds.
These waves deviate from the assumptions used by linear wave theory and non linear wave theories
are used to describe the surface elevation and the propagation of the wave. Non linear waves have
higher crests than troughs and include both frequency and amplitude dispersion. There are several
non-linear wave theories available which are given in figure A.4.
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A.4.2. Wave momentum
Waves transport momentum which is equivalent to a stress. Variations in this stress cause forces on
the water which can cause water level set-up or currents. The time averaged wave momentum stress is
also called the radiation stress. This radiation stress has 4 components, 2 normal stresses and 2 shear
stresses. By integrating these stresses over the depth and averaging in time, the following radiation
stress components can be derived for a propagating wave in x direction according to linear wave theory
(Holthuijsen, 2007):

𝑆፱፱ = (2𝑛−
ኻ
ኼ)𝐸total

𝑆፲፲ = (𝑛−
ኻ
ኼ)𝐸total

𝑆፱፲ = 𝑆፲፱ =0

𝑛 = ኻ
ኼ (1+

ኼ፤፡
sinh(ኼ፤፡))

(A.27)

The sub-indices xx and yy represent the normal stresses and the xy and yx represent the shear
stresses which for a wave in in the direction of the positive x axis are zero. It has to be noted that the
radiation stresses depend on the energy of the wave field and are therefore related to the wave height
squared. From these radiation stresses the forces acting on the body of water can be calculated as:

𝐹፱ =−
𝜕𝑆፱፱
𝜕𝑥

𝐹፲ =−
𝜕𝑆፲፲
𝜕𝑦

(A.28)

For a propagating wave in positive x-direction on a alongshore parallel beach the stationary water
level set-up can be calculated using the radiation stress gradient driven body forces on the water. It
assumes a balance between the time averaged radiation stress gradients and the water level set-up.
For the assumption that the water level set-up is relatively small compared to the water depth the
following balance holds:

𝑑𝜂̄
𝑑𝑥 =−

1
𝜌𝑔𝑑

𝑑𝑆፱፱
𝑑𝑥 (A.29)

From this equation the relation of the water level set-up and the wave height can be observed. For
breaking waves there is an abrupt change in wave height which causes large negative gradients in
radiation stresses and therefore a positive water level set-up.

Wave group pulsation
The set-up depends on the incoming wave height, which for stationary waves results in a stationary
water level set-up. However for irregular sea states waves tend to arrive in groups which results in
periodic behaviour of incoming wave heights. This results in a periodic fluctuation in water level set-up
depending on the incoming wave groups. This beating of the SWL on lower frequencies compared to
the incoming waves is called surf beat (Holthuijsen, 2007). Surf beat is one of the forms of infra-gravity
waves. In order to understand infra gravity waves, first the origin of wave groups should be analysed.
The next section (section A.4.3) treats wave groups and the formation of infra gravity waves.

A.4.3. Wave groups
Wave groups are composed of multiple waves travelling in the same direction. Irregular waves more or
less appear in groups of waves with different frequencies. The groupiness of the wave field is caused
by interference between waves of different frequencies Bosboom & Stive (2015). The phenomena that
arises from the interference of waves with different frequencies can be explained by analysing two dif-
ferent harmonic waves with slightly different frequencies.
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The two harmonic waves are described by their surface level elevation (𝜂ኻ and 𝜂ኼ) and will reinforce
each other at one moment but cancel each other at another moment. This process repeats itself over
and over, creating a series of wave groups (Holthuijsen, 2007). This formation process of wave groups
using two harmonic waves with slightly different frequencies is presented in figure A.5.

Figure A.5: Two harmonic waves with slightly different frequencies add up to a series of wave groups. Adopted from (Holthuijsen,
2007)

This process can be described using mathematical relationships of both harmonic waves respec-
tively (Holthuijsen, 2007).

𝜂(𝑥,𝑡) = 𝜂ኻ+𝜂ኼ =𝑎sin(𝜔ኻ𝑡−𝑘ኻ𝑥)+𝑎sin(𝜔ኼ𝑡−𝑘ኼ𝑥) (A.30)

This group has its maximum surface elevation if 𝜂ኻ and 𝜂ኼ are in phase. Using trigonometric relation
ships equation A.30 can be rewritten as (Holthuijsen, 2007):

𝜂(𝑥,𝑡) = 2𝑎 ⋅cos(𝜔ኻ−𝜔ኼ2 𝑡− 𝑘ኻ−𝑘ኼ2 𝑥) ⋅sin(𝜔ኻ+𝜔ኼ2 𝑡− 𝑘ኻ+𝑘ኼ2 𝑥) (A.31)

in which the sine wave is the carrier wave and the cosine wave is the envelope wave which mod-
ulates the amplitude of the carrier wave. The wave group travels at the speed of the envelope wave,
which is given as ጂᎦ

ጂ፤ =𝑛 ⋅𝑐 with 𝑛 =
ኻ
ኼ(1+

ኼ፤፡
sinh(ኼ፤፡)) according to the dispersion relation based on airy

wave theory (equation A.25). The length and period of the wave groups can be computed using the
difference in wave numbers and frequencies as described in Bosboom & Stive (2015):

𝐿፠፫፨፮፩ =
2𝜋
Δ𝑘 (A.32)

𝑇፠፫፨፮፩ =
2𝜋
Δ𝜔 (A.33)

An irregular wave field naturally consists of multiple wave groups with frequencies very close to
each other, especially for narrow banded wave spectra. This results in numerous interactions between
these series of irregular groups which results in a lot of groupiness. This groupiness results in wave
motion on lower frequencies compared to the wind waves themselves. This wave motion on lower
frequencies are also referred to as infra-gravity wave motion.

A.4.4. Wave breaking
There are two types of wave breaking, depth limited wave breaking and steepness limited wave break-
ing. The breaking limits are also presented in figure A.4 as limit values for applicability ranges of wave
theories. For waves in shallow water the wave breaking criteria is based on the depth and given by
𝐻/𝑑 = 0.78. For deep water waves the wave breaking criteria is based on the steepness of the waves
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which is given by 𝐻/𝐿 = 0.142.

For depth limited wave breaking also the type of breaker can be predicted using the surf similarity
parameter (Iribarren number), which is given as (Holthuijsen, 2007):

𝜉 = tan(𝛼)/√𝐻/𝐿 (A.34)

This relation will give the relative steepness of the wave to the steepness of the structure slope
as it is defined as the steepness of the slope divided by the steepness of the wave. For these types
of equation the input parameters (wave height and wave length) vary per application. Practical used
values are the deep water values (in which: 𝐿 = 𝐿፦ዅኻ,ኺ = 𝑔𝑇፦ዅኻ,ኺኼ/2𝜋 and 𝐻 = 𝐻፦ኺ). But also other
values are found in literature.

Figure A.6: Types of wave breaking on a slope (Ciria et al., 2007)

The surf similarity parameter does not only give insight in the type of breaker but can also charac-
terise the amount of wave reflection, wave dissipation, wave run-up, overtopping and the stability of
the armour of a breakwater (Holthuijsen, 2007).

Wave breaking on LCS
Wave breaking processes on the crest of LCS are important for the performance of the structures to
reduce the transmitted wave energy and therefore prevent energetic wave conditions at the lee side
of the structure. The shallow crest of LCS in combination with the seaward slope forces initiation of
wave breaking. Wave breaking processes are characterised as large dissipation processes resulting
in wave energy reduction. With more energy dissipation on the crest of the structure less energy is left
to be transmitted to the lee side of the structure (i.e. wave transmission).

Hattori & Sakai (1994) investigated the behaviour of breaking waves over submerged permeable
breakwaters using two parameters breaker height (𝐻፛) and breaker depth (ℎ፛). The breaker height is
given as the wave height at the moment of breaking and the corresponding depth to the location of
initiation of breaking is the breaker depth, see also figure 2.7a for a description of these parameters
(ℎ፛ = 𝑑፛). In the study performed in Hattori & Sakai (1994) 6 physical model tests were performed
on submerged breakwaters similar to prototype structures constructed in Japan for coastal protection.
Breakwater material was changed from various sizes of gravel to artificial concrete elements to account
for different porosity of the structure.

Hattori & Sakai (1994) concluded in his work that the breaker height exponentially reduces with
distance from the top of the seaward crest towards the lee side of the structure. Moreover, the porosity
plays and important role in the shore ward limit of the breaking position. The effect of porosity on wave
breaking processes is especially important for HLCS which generally have higher porosity values com-
pared to conventional rubble mound LCS. For an increase in porosity of the structure it was observed
that the return flow over the structure reduced which resulted in less collapsing wave breaking of the
lower part of the waves (i.e. hydraulic jump behaviour under rapid flows). Additionally, Hattori & Sakai
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(1994) concluded that for the wave breaking process the porosity of the structure is more important
than the roughness of the armour layer.

A.4.5. Wave energy
Waves will move water particles from their position at rest to some other position. Water particles
will move in both vertical and horizontal direction. This change in location requires work to overcome
gravitational forces which is represented by energy. The total wave energy has a potential energy
component and a kinetic energy component:

𝐸total =𝐸potential +𝐸kinetic (A.35)

The contributions and total wave energy can be estimated with linear wave theory by integrating the
energy components over the depth. The total time-averaged wave-induced energy per unit of horizontal
area is then given by (Holthuijsen, 2007):

𝐸total =
1
2𝜌𝑔𝑎

ኼ (A.36)

From this equation it can be observed that the wave amplitude has the largest contribution to the
wave energy of the wave field. As the wave height is twice the amplitude of the wave according to
linear wave theory, the wave energy can also be expressed is terms of the wave height:

𝐸total =
1
8𝜌𝑔𝐻

ኼ (A.37)
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B
Numerical model set-up

B.1. Numerical wave flume layout
The numerical flume that is used for the numerical experiments is based on the flume that has been
used for the physical model experiments described in chapter 3. The exact recreation of the physi-
cal model flume in the numerical experiment is important for comparing wave field characteristics (i.e.
the amount of observed non linearity and wave statistics). By reconstructing the exact physical model
flume direct comparison between the extracted data from both models is possible without additional
adaptions.

The numerical wave flume makes use of two numerical models, Oceanwave3D and OpenFOAM. If
waves2Foam is used over the full domain of the numerical flume the computation will be computation-
ally very expensive. To reduce computational time and therefore increase numerical efficiency Ocean-
Wave3D is introduced and coupled to OpenFOAM. OceanWave3D is a potential flow solver which is
computationally less expensive but cannot model overturning waves, breaking waves and porous flow.
If OceanWave3D is applied in a region where waves show overturning or breaking, OceanWave3D
is not able to present physically sound surface elevation levels. In the part of the domain where the
potential flow assumption is valid however it is more computationally efficient to use OceanWave3D.
The coupling of both numerical models should be initiated at a location where the potential wave theory
is still valid in order to generate realistic input data for the nested OpenFOAM model.

The coupling between both numerical models makes use of a relaxation zone, details of the use of a
relaxation zone can be found in chapter 4.6. The quality of the coupling between both numerical models
depends on the spatial and temporal resolution of both models. The grid resolution and the aspect ratio
near the free surface are important for the diffusive behaviour of the numerical solution and therefore
the correct representation of the surface elevation. A finer grid will increase the computation time as
more cells should be resolved in both horizontal and vertical direction. The grid resolution should be
based on a consideration between the required CPU time and accuracy of the solution. The accuracy
of the numerical solution is determined using the concept of grid convergence (i.e. the solution should
converge towards a constant value for increasing resolution). From grid convergence a grid indepen-
dent solution can be obtained (i.e. the solution does not depend on the used grid resolution). For this
research a difference in significant wave height between both numerical models of 1% is accepted for a
grid independent solution. An analysis into the grid in-dependency is conducted to obtain an optimum
between computation time and accuracy.

Relaxation zones are used to generate and absorb waves and couple both numerical models. The
location of the relaxation zones depends on the adaptation distances. The solution in the vicinity of
the structure should be independent on the distance from the structure to the relaxation zone. Espe-
cially for strong diffraction and reflection this is the leading criteria for the geometry of the inner domain
according to Paulsen et al. (2014). As soon as the interaction between the incoming waves and the re-
flected waves can be neglected the inner domain can be truncated. For a cylindrical mono pile Paulsen
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et al. (2014) found that the length should be 5 times the diameter of the mono pile to ensure that the
interaction between the incoming and reflected wave field can be neglected. In order to recreate correct
nonlinear behaviour of the waves after the coupling and to neglect the influence of interaction between
the incoming and reflected waves a minimum distance of one wave length should be used as rule of
thumb. Other rules of thumb for the relaxation zone lengths (minimum one wavelength) combined with
the distance from the relaxation zone to the structure result in the numerical flume layout as presented
in figure B.1.

The length of the relaxation zones is determined using the largest expected wave length during this
research. The largest expected wave length can be obtained form a combination of the largest tested
wave period and the largest water depth. During this research wave overtopping is one of the most im-
portant output variables. Wave overtopping is characterized by overtopping discharges. Recent studies
have shown that low frequency waves caused by wave breaking may become very important for wave
overtopping prediction (Van der Meer et al., 2018). In order to take the effect of low frequency waves
into account in the numerical simulation the low frequency waves should be adequately modelled. For
this reason 𝑇፦ዅኻ,ኺ is used to calculate the wave length to determine the length of the wave generation
zone as this period gives more weight to the lower frequencies. Based on recommendations from Van
der Meer et al. (2018), 𝑇፦ዅኻ,ኺ is calculated using the following relationship 𝑇፦ዅኻ,ኺ =𝑇፩/1.1. Using a 𝑇፩
of 1.91 s, a 𝐿𝑚−1,0 = 4.7𝑚 is calculated. However no fully deep water is present in the flume there-
fore also the wave length corresponding to the maximum water depth (0.33 m) is calculated which is
𝐿፦ዅኻ,ኺ = 2.9𝑚. For convenience a relaxation zone length of 4.0 m is used for both the OceanWave3D
inlet relaxation zone and outlet pressure damping zone as well as for the OpenFOAM inlet and outlet
relaxation zone.

Figure B.1: Numerical flume layout including the OceanWave3D domain and the OpenFOAM domain (not to scale)

B.2. Numerical grid OceanWave3D
The design of the grid in OceanWave3D is much more simplistic compared to the grid design in Open-
FOAM. The user only needs to describe the grid resolution in both horizontal and vertical direction.
OceanWave3D uses a structured Cartesian finite difference grid in horizontal direction, determined by
a grid size Δ𝑥. In vertical direction also a finite differences grid is used prescribed by a user selected
number of layers. These layers are usually stretched towards the free surface to increase accuracy in
regions of interest following recommendations of Paulsen et al. (2014). In order to determine the resolu-
tion of the OceanWave3D grid, several recommendations from various literature sources are analysed.
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B.2.1. Vertical resolution
(Paulsen et al., 2014) prescribes 9 or 10 layers for the vertical discretization of the OceanWave3D
grid using vertical stretching. Based on a sensitivity analysis conducted in preliminary OceanWave3D
analysis prescribed in appendix D, is is concluded that the number of layers in vertical direction did not
show adequate differences in the range that has been analysed (7-20 layers). Therefore the default
number of 10 layers was chosen for this research as recommended by Paulsen et al. (2014).

B.2.2. Horizontal resolution
From the preliminary sensitivity analysis (see appendix D) the resolution in horizontal direction was
found to be normative. The resolution in horizontal direction is especially important in the modelling of
the steeper nonlinear peaks of the waves. During this research waves will behave up to the fifth order
nonlinear waves which have very steep peaks and should be accurately modelled.

For the horizontal resolution the JIP programm recommends to use more than 10 cells per wave
length. They use 15 grid cells per wave length based on a reference case of wave propagation in
intermediate water depth with limited non linear behaviour. According to another literature source,
ITTC (2011) prescribes to use 40 grid cells per wave length for a 4th order numerical scheme, which
Oceanwave3D uses. In both recommendations the definition of wave length is not defined. Both these
recommendations show large differences. Based on the conducted preliminary sensitivity analysis
40 grid cells per normative wave length based on the peak period are recommended for this research.
This recommendation is mostly based on the expected high nonlinear waves within the numerical wave
flume. For steeper peaks (more non linearity) higher horizontal resolution is recommended and it is
concluded that the recommendation by the JIP program is not sufficient.

Because the wave length used for the determination of the resolution is not well described, this
research uses a conservative approach in which the normative wavelength is based on the smallest
near shore wave length which is expected during the numerical model runs conducted in this research.
The shortest wave length is obtained from the hydraulic conditions with the smallest water depth and
the smallest peak period resulting in the shortest waves. The smallest peak period examined during
this research is 1.27 s. With a maximum freeboard of -0.03 m this results in a water depth of 0.16
m. These values results in a near shore wave length 𝐿፩ of 1.5 m and a resulting grid resolution of
Δ𝑥 = 1.5/40 = 0.0375𝑚. The numerical model domain of OceanWave3D has a total length of 25.08
m resulting in 25.08/0.0375 = 669 grid cells in horizontal direction. For simplicity, 700 grid cells are
selected for the numerical grid of OceanWave3D. This resolution is quite conservative because it is
based on the smallest expected waves in the flume which results in higher level of detail for the larger
waves. The OceanWave3D grid adopted in this research is presented in figure B.2.

Figure B.2: The numerical grid used in OceanWave3D which covers fully covers the numerical flume (25.08 m). The blue dots
represent grid points which are resolved by the OceanWave3D model. Note the stretching of the grid in vertical direction to
obtain computational efficient accurate results.
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B.3. Numerical grid OpenFOAM
In order to generate and refine the numerical grid in OpenFOAM the blockMesh and snappyHexMesh
utility are used in this research. However also other meshing tools are available (e.g. cfMesh or
independent meshing tools like gmsh and Salome). Several literature sources related to grid design
and OpenFOAM grid resolutions have been analysed and based on these recommendations the grid is
designed which will be scaled to the required grid resolution also following literature recommendations.

B.3.1. Grid design
The resolution around the SWL was found to be normative combined with the use of orthogonal grid
cells with an aspect ratio of 1 (Δ𝑥 = Δ𝑦) where the free surface is expected. This is found to have sig-
nificant effect on the performance of OpenFOAM to model wave propagation (ITTC, 2011; Jacobsen et
al., 2012; Roenby et al., 2017). (Roenby et al., 2017) investigated the effect of different aspect ratios
around the SWLmore in depth and found that while using the MULES VOF algorithm wiggles are found
for tall cells (Δ𝑦 > Δ𝑥) near the free surface. For flat cells (Δ𝑦 < Δ𝑥) near the free surface the wiggles
completely disappear but a phase error is introduced.

Taking these recommendations into account for this research a mesh structure of rectangular grid
cells has been designed over the complete numerical domain. Moreover, refinements were applied
to regions of interest and regions where larger gradients were expected in order to have achieve af-
fordable computational costs without losing accuracy in the regions of interest. The regions of interest
that were selected were those near the free surface elevation, near the HLCS and near the sea wall.
Near the free surface elevation large gradients are expected as well as near the HLCS and sea wall.
Refinements were applied near the sea wall in order to accurately capture the forces on the sea wall
and the overtopping over the sea wall which increases for increasing grid resolution. Near regions of
interest grid cells were resized up to 1/4 of the original size. While applying mesh refinements near solid
boundaries like the sea wall highly skewed elements might be obtained from the meshing procedure.
This problem has also been observed for the meshing around the slope of the platform and the edges
of the sea wall where the slope introduces highly skewed meshes. Following Molines et al. (2019) this
problem for is resolved by aligning the solid boundaries with the mesh axis for as far as possible.

Sea wall implementation
The sea wall has been implemented using snappyHexMesh. The initial location of the sea wall is at
a distance of 4 m from the HLCS. This range is determined based on the bandwidth of the paramet-
ric study which follow from typical ranges for the construction of a HLCS. These type of detached
structures mostly are constructed in a range from 0-150 m (prototype scale) from the coast. For larger
distances between the sea wall and HLCS the material costs of a HLCS with certain freeboard will be
unfeasible.

Generally overtopping using a physical model is measured by the use of a box behind the structure
which collects the overtopped water. Numerical models like OpenFOAM instead use a overtopping
face which calculates the amount of water that passes through the computational cells within this face.
For details on measuring overtopping the reader is referred to chapter 4.7.1. The overtopping face
used in this research is presented in figure B.3. For impulsive overtopping conditions large amounts of
splashing water is expected. The dynamic behavior of these splashes might affect the predicted over-
topping. In order to increase the accuracy of the measurements the overtopping face is not directly
placed in line with the front face of the sea wall but slightly more on top of the sea wall.

Wave forces are measured using a separate cell face which is applied at the front face of the sea
wall, see figure B.3. The ventilated boundary condition, following Jacobsen et al. (2018), is imple-
mented on this face to correctly measure the impact forces. (Jacobsen et al., 2018) found that air
entrapment can increase the force predictions to a high extent compared to the observed ones. De-
fault values as described in (Jacobsen et al., 2018) are adopted for the boundary condition. More
details on the ventilated boundary condition are described in chapter 4.7.2.

The grid design that has been designed for this research is presented in figure X and is examined
in the grid resolution study for 4 different values of Δ𝑥 (0.55, 1, 1,1 and 2 cm) according to literature
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Figure B.3: Three dimensional view of the faces to measure overtopping (in red) and wave forces (in yellow). The sea wall which
is extruded from the mesh using snappyHexMesh is presented combined for grid resolution 502.

recommendations which are elaborated hereafter.

B.3.2. Grid resolution
In order to perform a calibration based on numerical efficiency (i.e. computation time vs level of detail)
several literature sources are analysed to set-up different grid resolutions which will be analysed in the
calibration of the numerical model.

The JIP CoastalFOAM program recommends 100-150 cells per wave length based on the peak
period for the horizontal resolution and a minimum of 5-10 cells over the wave height for the vertical
resolution. However no description of the wave height and wave length are presented for randomwaves
(i.e. an irregular wave field). Moreover, a specialist team on CFD computations in marine hydrodynam-
ics ((ITTC, 2011)) recommends to use at least 20 cells in the vertical direction where the free surface
is expected. This is interpreted by the author as using at least 20 cells per wave height for vertical
resolution. However, also no description of which wave height is presented. Additionally other litera-
ture sources provide recommendations on the grid resolution in OpenFOAM, which are all presented
in table B.1. From analysis of these recommendations it is found that for this research the vertical
resolution around the free water surface is normative for the resolution compared to the wave length.
This is however case specific due to the relatively shallow water in this research with corresponding
non-linear waves which are steeper compared to less non-linear waves. Therefore is is recommended
to check both criteria (i.e. wave height and wave length to determine the grid resolution) for different
model set-up.

In order to determine which wave height or wave length should be used it is necessary to look at the
intentions of the numerical model. For this research the physical phenomena of wave transmission,
water level set-up and overtopping are important which show a high influence of the longer and larger
waves. The numerical model therefore should should perform best for these conditions which can be
set-up specific depending on the intended uses. Less effect is expected on the various wave structure
interactions for the smaller and shorter waves and the criteria can be stretched a bit to increase com-
putational efficiency. Considering all the above, the representative wave height used to calculate the
grid resolution is taken as the significant wave height. By doing so the smaller wave heights are slightly
less well described but on the other hand the most important larger waves are well described by the
numerical model.

This research is consists of multiple phases. For the different phases different structure types (i.e.
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Table B.1: Grid resolutions used and recommendations found in literature

Source # of cells per wave length # of cells per wave height

JIP CoastalFOAM 100-150 5-10
ITTC - 20
Jacobsen, 2015 - 11
Jacobsen, 2018 - 10-20
Zaalberg, 2019 135 6
Moretto, 2020 635 20

sea wall, HLCS) are implemented resulting in slightly different grid resolutions and refinement. However
the corresponding grid resolutions, number of cells, etc. indicated in table B.2 result from a numerical
model setup with only the sea wall implemented. The reason for this is that after the calibration and
validation of overtopping the grid resolution is determined and no more changes to the resolution are
made.

Table B.2: Investigated grid resolutions and dimensionless characteristics

Grid ID 𝑁፱ 𝑁፲ HLCS Sea wall #𝑜𝑓𝑐𝑒𝑙𝑙𝑠[−] Δ፱,፬፰፥ =Δ፲,፬፰፥[𝑚]
ፇᑤ

ጂᑪ,ᑤᑨᑝ
ፋᑡ

ጂᑩ,ᑤᑨᑝ

501 1462 54 No Yes 111771 0.0055 20 418
502 731 27 No Yes 27982 0.011 10 209
504 512 19 No Yes 13721 0.016 7 148
503 366 14 No Yes 7290 0.022 5 105

Figure B.4: Grid design BC502 including refinement near the free surface

B.4. Temporal resolution
Numerical models can use explicit or implicit time integration methods to calculate the state of system
in time for a given grid design and resolution. Explicit time integration schemes can directly calculate
the state of the system at following time steps using the previous time step. Implicit time integration
schemes on the other hand find solutions by solving equations that include both the current and the
later state(s) of the system. These type of time integration schemes do not have stability requirements
but can become computationally very expensive. Explicit time integration methods are in general faster
than implicit time integration methods but require stability requirements to prevent the solution to be-
come unstable. Both OceanWave3D and OpenFOAM use an explicit time integration method. In order
to obtain a stable solution for an explicit time integration numerical scheme the CFL condition can be
used. First the CFL condition is explained after which the temporal resolution for both the Ocean-
Wave3D model and OpenFOAM are elaborated.
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B.4.1. CFL condition
The CFL (Courant, Friedrichs and Lewy) condition is a necessary condition for the convergence of a
finite difference scheme to a (non)linear hyperbolic partial differential equation (Zijlema, 2015). This
means that in order for the numerical scheme to approach the exact solution of the physical equations
the CFL condition should be met which limits the timestep that can be used to solve the system. If the
CFL condition is not met the solution of the numerical model can become unstable and eventually blow
up to infinity. The CFL condition can be explained using the concept of domain of dependence. The
numerical domain of dependence must contain the analytical domain of dependence (Zijlema, 2015).
This means that information must not travel faster than one computational cell per time step. For a one
dimensional numerical model the CFL condition takes the following form:

∣ 𝜎 ∣≡ ∣ 𝑢 ∣ ⋅Δ𝑡Δ𝑥 ≤ 𝐶 (B.1)

For a propagating wave the speed at which information travels can be approached using the concept
of particle velocity. For this research the maximum expected particle velocity is adopted for the CFL
condition. The maximum particle velocity can be approximated using linear wave theory and is equal
to the amplitude of the wave multiplied with the period of the wave. The limiting time step can then be
calculated using:

Δ𝑡 = 𝜎 ⋅ Δ𝑥
√𝑔/ℎ ⋅1.86𝐻፬

(B.2)

B.4.2. Oceanwave3D
Oceanwave3D uses an explicit 4th order Runge-Kutta numerical Method therefore the CFL condition
should be met. According to recommendatios by JIP CoastalFOAM, the maximum courant number
for OceanWave3D is 0.8. Using the CFL condition, equation B.2, and a maximum courant number
of 0.8 a limiting time step of 0.0187s is calculated. However this limiting time step is valid for linear
waves. However the slope induces shoaling which results in higher flow velocities within the wave
profile and therefore suppresses the limiting time step. For this reasons the limiting time step is reduced
to 0.01 s to assure numerical stability. Please note that once OceanWave3D is coupled to OpenFOAM,
OpenFOAM will adjust the time step of Oceanwave3D as well. However, due to the higher courant
restriction of OpenFOAM this will not jeopardize the numerical stability of OceanWave3D. This will also
be explained in more detail in the next section (i.e. section B.4.3).

B.4.3. OpenFOAM
OpenFOAM also uses an explicit time integration method and therefore also the CFL condition is nor-
mative for determining the limiting time step (i.e. temporal resolution). The temporal resolution in
OpenFOAM is based on the limiting max courant number (𝐶፦ፚ፱) which is prescribed by the user of the
model. OpenFOAM, in contrary to OceanWave3D aims to increase the time step up to the limiting time
step for every time step of the simulation. This adjustment method is based on computational efficiency
while maintaining numerical stability. This method aims at adjusting the time step in such a way that
the time step corresponds to the maximum prescribed courant number. OpenFOAM will adjust the next
time step based on the maximum predicted flow velocity inside the numerical model, as described in
chapter B.4.1. The initial time step and max courant number have to be prescribed to the model by
the user. The CFL condition is used to calculate this initial time step which corresponds to a time step
of 0.001s using the normative wave height with normative water depth and maximum particle velocity
based on linear wave theory (using B.2). The max courant number has a large influence on the total
computational time (i.e. numerical efficiency) and is therefore analysed in more depth without settling
for the default courant number used in OpenFOAM of 0.35.

Maximum courant number (𝐶፦ፚ፱)
Various literature is reviewed to determine the max courant number (𝐶፦ፚ፱) in relation to the grid resolu-
tion and the numerical schemes that are used by the OpenFOAM solvers. Larsen et al. (2019) studied
the performance of interFoam (also the prescribed solver in this research) for propagating waves and
found that from a computational point of view the decreasing of the maximum courant number is more
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efficient to increase the accuracy of the solution than increasing the grid resolution. An increase in grid
resolution namely also decreases the time step to maintain a given maximum courant number which
therefore is less computationally efficient. Therefore the default courant number is reduced following
recommendations by Larsen et al. (2019). In (Roenby et al., 2017) the effect on 2D wave propagation
for the interFoam solver based on MULES limited interface compression is studied and compared the
results with a newly developed isoAdvector method. From this analysis they concluded that an adap-
tive time stepping based on a maximum allowed courant number (𝐶፦ፚ፱) of 0.1-0.2 gave good results
regarding wave propagation for longer simulation times, however a slight phase lag error is observed
for a maximum courant number of 0.2 when using the MULES method. The simulations conducted in
this research are quite long (e.g. 680 seconds). Moreover for larger courant numbers, smearing of the
interface can be observed. Additionally to only calibrating the grid resolution different combinations of
grid resolution and courant numbers are analysed in this research to obtain the most computationally
efficient grid and temporal resolution.

Numerical trick
OpenFOAM is a two phase model and also solves not only the fluid phase but also the air phase in the
numerical model. It is observed during the simulations that the velocities of the air phase can become
normative around the interface. These large interface air velocities therefore determine the limiting time
step which reduces the computational efficiency of the model. If grid sizes become very small, interface
iteration can relax the time step which otherwise results in large time step reduction. A method (i.e.
numerical trick) is investigated which uses additional iterations around the interface of water and air in
order to allow for a larger limiting time step without compromising the numerical stability. Because the
pressure solver is the most computationally demanding and the alpha solver is relatively cheap, compu-
tational efficiency can be obtained by solving the alpha equation multiple times with smaller time steps
for one pressure solve. This can be implemented by adjusting the nAlphaSubCycles in the fvsolutions
file of OpenFOAM. The effect of this adjustment on the computational efficiency and the accuracy is
also described in section 6.3.2.

Figure B.5: Large air phase velocities observed during wave propagation



C
Model set-up and band width initial

parametric study
This appendix is related to the choices regarding the bandwidth of the interesting parameters for the
initial parametric study performed in this research. The effect of the geometrical layout is assessed
on water level set-up, wave transmission and overtopping of the sea wall. The interesting geometrical
parameters that have been defined are the crest width (𝐵), freeboard (𝑅፜) and distance between the
HLCS and sea wall (𝐿፩፨፨፥), these parameters are presented in figure C.1. For each parameter the
choices regarding the procedure that has been adopted for the different geometrical parameters that
have been analysed in this research and the bandwidth of the corresponding geometrical parameters
are explained in the following sections after which the test matrix is presented.

One set of hydraulic boundary conditions is used corresponding to severe overtopping (+- 300 l/s/m)
for the base overtopping prediction. These conditions are characterised by 𝐻፬,። =11.24𝑐𝑚, 𝑇፩,። =1.63𝑠,
𝐿፩ =230𝑐𝑚 and result in large overtopping events. Moreover the mesh is calibrated on these hydraulic
boundary conditions which results in the most accurate numerical prediction.

Figure C.1: Outline of the parametric study, indicated in the figure are the parameters that have been investigated

C.1. Crest height (ℎ𝑐)
In order to increase and decrease the relative crest height the HLCS is increased and decreased in
height by addition or removal of 1 layer of cubipods. The water level is kept constant instead of a
constant structure height in order to keep the same wave characteristics at the HLCS and isolate only
the effect of crest height. 1 layer of cubipods corresponds to a layer thickness of 1𝐷፧኿ኺ. Only removing
one layer results in a wider crest due to the shape of the cubipod HLCS. Therefore also 1 𝐷፧኿ኺ is
added or removed at the rear side of the structure. Figure C.2 presents this procedure. Moreover, the
pool length should remain constant therefore also the sea wall is moved with 1 𝐷፧኿ኺ depending on the
increase or decrease of the crest height.

Bandwidth : −0.4 ≤ 𝑅፜/𝐻፬,። ≤0.4

Considerations:

117
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Figure C.2: Resulting mesh by increasing or reducing the crest height of the HLCS. In dark blue a relative crest height of
ፑ፜/ፇ፬,። ዆ዅኺ.ኾ and in light blue a relative crest height corresponding to ፑ፜/ፇ፬,። ዆ኺ.ኾ.

• Upper limit: 1 additional cubipod layer (6 layers total)

• Lower limit: 1 cubipod layer removed (4 layers total)

C.2. Crest width (𝐵)
Crest width is analyzed by increasing the width of the structure in landward position, while keeping the
distance from the HLCS to the sea wall constant (also shifting the sea wall landwards with the same
magnitude as the additional crest width) in order to isolate only the effect of crest width with constant
pool length. Figure C.3 presents the procedure of crest width increase.

Figure C.3: Resulting mesh by increasing or reducing the crest width of the HLCS. In dark blue a relative crest width of ፁ/ፇ፬,። ዆
ኻ.኿ and in light blue a relative crest height corresponding to ፁ/ፇ፬,። ዆ኾ.኿.

Bandwidth: 1.5 ≤ 𝐵/𝐻፬,። ≤4.5

Considerations:

• Upperlimit: Restricted by construction costs to obtain a cost effective solution –>max 4.5 𝐵/𝐻። (10
units on crest) moreover far from the calibration case and therefore introduces a lot of uncertainty
in the results for larger width. However, interesting to go to extreme values (𝐵/𝐻፬,። = 20), or for
the transition range (𝐵/𝐻፬,። = 10) based on van der Meer et al. (2005) formula. For these low
transmission coefficients almost no overtopping is expected but also transmission coefficients
are presented.

• Lowerlimit: Little higher than the calibration case (4 units on crest) to cover the most interesting
range while keeping close to the calibration case.

C.3. Basin length (𝐿𝑝𝑜𝑜𝑙)
The relative basin length is increased or decreased by moving the sea wall shore ward or sea ward
with a constant value while keeping the same location of the HLCS. This is in order to keep the same
wave characteristics at the HLCS and only isolate the distance from the sea wall as parameter. The
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HLCS remains at the same crest height and crest width. Figure C.4 presents the procedure that has
been used to increase or reduce the pool length.

(a)

(b)

Figure C.4: Resulting mesh by increasing or reducing the pool length. a. Relative pool length = 0.6. b. Relative pool length =
1.8

Bandwidth: 0.6 ≤ 𝐿፩፨፨፥/𝐿፩ ≤1.8

Considerations:

• Upperlimit: Lpool = 415cm. This corresponds to a distance of 150m on prototype scale which is
costs/realistic outer limit, due to depth constraints which would result in a very bulky construction
with too high construction costs, other solutions would be more fit in this situation.

• Lowerlimit: Lpool = 139cm. This corresponds to a distance of 50m on prototype scale for which
there is otherwise no room lef for a beach and therefore no need for a detached structure. More-
over a structure at this distance is located is well in the morphodynamic active zone therefore a
tombolo/salient is likely to form quickly which has large influence on the hydrodynamic behaviour.

C.4. Test matrix
This section describes the complete test matrix that has been used to derive data for this research
using the validated OpenFOAM model. The wave characteristics presented in table C.1 are extracted
at wave gauge 2.

Table C.1: Test matrix. ፇ፬,። and ፓ፩,። measured at wave gauge 2.

Run ID 𝐻፬,። [cm] 𝑇፩,። [s] ℎ [cm] ℎ፜ [cm] 𝐵 [cm] 𝐿፩፨፨፥[cm] 𝑅፜/𝐻፬,። [-] 𝐵/𝐻፬,። [-] 𝐿፩፨፨፥/𝐿፩[-]
Base 11.24 1.63 33.0 23.0 33.0 277 0.0 3.0 1.2
Rch -0.4 11.24 1.63 33.0 18.7 33.0 277 -0.4 3.0 1.2
Rch 0.4 11.24 1.63 33.0 27.4 33.0 277 0.4 3.0 1.2
Rcw 1.5 11.24 1.63 33.0 23.0 16.0 277 0.0 1.5 1.2
Rcw 4.5 11.24 1.63 33.0 23.0 50.0 277 0.0 4.5 1.2
Rpl 0.33 11.24 1.63 33.0 23.0 33.0 139 0.0 3.0 0.6
Rpl 1.00 11.24 1.63 33.0 23.0 33.0 415 0.0 3.0 1.8

Rcw 7.0 11.24 1.63 33.0 23.0 77.0 277 0.0 7.0 1.2
Rcw 10.0 11.24 1.63 33.0 23.0 110.0 277 0.0 10.0 1.2
Rcw 15.0 11.24 1.63 33.0 23.0 166.0 277 0.0 15.0 1.2

Seichn1 11.24 1.63 33.0 23.0 33.0 115 0.0 3.0 0.5
Seichn2 11.24 1.63 33.0 23.0 33.0 230 0.0 3.0 1.0
Seichn2Rc-0.4 11.24 1.63 33.0 18.7 33.0 230 -0.4 3.0 1.0
Seichn2Rc+0.4 11.24 1.63 33.0 27.4 33.0 230 0.4 3.0 1.0
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C.5. Test characteristics
This section describes the test characteristics that are obtained from running the simulations in table
C.1 including the extracted hydrodynamic characteristics.

Table C.2: Table with parametric test runs and corresponding hydrodynamic characteristics extracted fromOpenFOAM. Incoming
and transmitted wave characteristics are extracted at wave gauge 2 and 6 respectively. Transmitted wave characteristics and
water level set-up are extracted using a wave reflection procedure using wave gauges 5,6 and 7 with output at wave gauge 6.
The incoming significant wave height is 11.24 cm with a basin water depth of 23 cm.

Test ID 𝐻፬,። [cm] 𝑅፜/𝐻፬,። [-] 𝐵/𝐻፬,። [-] 𝐿፩፨፨፥/𝐿፩ [-] 𝐾፭ [-] 𝜂፬፞ፚ፰ፚ፥፥[𝑐𝑚] 𝑖᎔,ፇፋፂፒ ⋅ 10ዅኽ[-] 𝑖᎔,፛ፚ፬።፧ ⋅ 10ዅኽ[-] 𝑞[𝑙/𝑠/𝑚] 𝑞/𝑞።፧።፭።ፚ፥[−]
BC502A 11.24 - - - - - - - - -
SW502B 11.24 - - - - - - 1.2806 1.0

Rcw1.5 11.24 0.0 1.5 1.2 0.47 0.51 0.63 3.32 0.2799 0.22
Base 11.24 0.0 3.0 1.2 0.37 0.47 1.39 3.23 0.1508 0.12
Rcw4.5 11.24 0.0 4.5 1.2 0.30 0.56 2.56 3.08 0.0555 0.04
Rcw10.0 11.24 0.0 10.0 1.2 0.18 0.55 2.66 2.17 0.0098 0.01
Rcw15.0 11.24 0.0 15.0 1.2 0.13 0.56 3.52 0.77 0.0033 0.00

Rch-0.4 11.24 -0.4 3.0 1.2 0.53 0.42 -0.66 3.19 0.4495 0.35
Seichn2Rc-0.4 11.24 -0.4 3.0 1.0 0.50 0.46 -0.03 3.26 0.4484 0.35
Base 11.24 0.0 3.0 1.2 0.37 0.47 1.39 3.23 0.1508 0.12
Rch+0.4 11.24 0.4 3.0 1.2 0.40 0.47 2.48 2.54 0.0808 0.06
Seichn2Rc+0.4 11.24 0.4 3.0 1.0 0.44 0.34 2.50 2.26 0.1754 0.14
Rch+0.8 11.24 0.8 3.0 1.2 0.44 0.34 1.84 2.49 0.0993 0.08

Seichn1 11.24 0.0 3.0 0.5 0.41 0.38 2.97 10.32 0.5271 0.41
Rpl0.33 11.24 0.0 3.0 0.6 0.37 0.48 1.72 6.86 0.3043 0.24
Seichn2 11.24 0.0 3.0 1.0 0.41 0.50 1.61 4.31 0.2129 0.17
Base 11.24 0.0 3.0 1.2 0.37 0.47 1.39 3.23 0.1508 0.12
Rpl1.00 11.24 0.0 3.0 1.8 0.37 0.65 1.75 2.40 0.0766 0.06



D
Preliminary Oceanwave3D grid

resolution study

In this appendix a preliminary grid resolution study is presented for the OceanWave3D numerical model
based on regular waves. First, the model set-up is briefly explained. Then vertical, horizontal and
temporal resolution sensitivity have been assessed based on initial recommendations from the JIP
CoastalFOAM program. Based on this sensitivity analysis critical knowledge is obtained for the set-up
of OceanWave3D for the final grid.

D.1. Model set-up
A numerical model should be designed to reproduce the correct physical processes. The most impor-
tant physical process that should be accurately captured by the Oceanwave3D model is the shoaling
over the slope and the corresponding surface elevation levels. The numerical grid of the OceanWave3D
model is designed to give the best ratio of accurate representation of surface elevation in relation to
the required CPU time at the coupling zone to the OpenFOAM domain. The waves are generated at
the offshore OceanWave3D boundary condition and propagate through the domain until the coupling
zone to OpenFOAM is reached. At the coupling zone the waves have started shoaling depending on
the hydraulic boundary conditions input. This process of shoaling should be accurately captured by the
numerical model as this model provides the input for the OpenFOAM model.

The preliminary numerical grid of Oceanwave3D is designed based on recommendations for hor-
izontal and vertical resolution. The grid has 7 smoothed layers overt the vertical and a a horizontal
resolution of Δ𝑥 = 0.067𝑚. This results in an aspect ratio of 0.3 at the offshore boundary and an aspect
ratio of 1.9 at the location of the sea wall (𝑥 = 77𝑚).

D.2. Vertical grid resolution
In order to better capture the vertical velocity profile, vertical stretching has been used for the grid. Due
to the vertical stretching and the slope in the profile the vertical resolution is higher near the location of
interest compared to the inlet boundary. Preferably a minimum number of layers is used as this reduces
the computation time of the simulation. However, the number of layers cannot be reduced without a
sacrifice as the resolution decreases and therefore also the accuracy. Moreover, for more reduction
in vertical resolution also stability requirements start to play a role which limits the minimum number
of layers that can be used. A number of 7 layers was found to be stable for this numerical model set-
up. In figure D.2 the free surface elevation at 𝑥 = 63.5𝑚 is presented for 7,10 and 15 layers and the
relative CPU time is also given. No difference is found for different vertical resolution from which it can
be concluded that 7 layers is the optimal vertical resolution for Oceanwave3D for this numerical model
set-up. If the effect of vertical resolution is checked at a location on the platform 𝑥 = 77𝑚 no differences
are observed for 7,10 or 15 layers.
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Figure D.1: Old numerical model set-up for which this preliminary grid resolution analysis has been performed.

D.3. Horizontal grid resolution
Horizontal discretization is found to be the most important factor related to the correct representation of
the Oceanwave3D surface level elevation. Due to the shoaling of the waves the waves become steeper
and the grid should be finer compared to non shoaling waves. The horizontal resolution determines
the ability of the model to correctly represent the crest of the wave. In figure D.3 the wave gauge signal
at 𝑥 = 67.5 is presented for a horizontal resolution of 0.05m, 0.067m, 0.1m and 0.25m with the relative
CPU times. The wave gauge signal for a horizontal resolution of 0.05m, 0.067m and 0.1m show similar
behaviour around the crest of the wave whereas the wave gauge signal for 0.25m is not able to give
the correct surface level elevation. Therefore it is concluded that a horizontal resolution of 0.1m should
be used based on the relative accuracy and CPU time for the given hydraulic boundary conditions.

However, during this research also other hydraulic boundary conditions will be examined, where
waves will behave differently in the coupling zone. Longer waves are more affected by the slope at
the moment of coupling which might result in more non linear behaviour. For these different boundary
conditions the Oceanwave3D model should still give the correct free surface elevations. If the wave
gauge signal at 𝑥 = 77𝑚 is analysed, see figure D.4, the surface level elevation for the various horizon-
tal resolutions show considerable differences caused by the non-linearity of the waves. From figure
D.4 it can be concluded that for steeper waves more horizontal resolution is needed. The CPU time
will not increase significantly for more horizontal resolution from 0.1m to 0.067m. With this taken in
consideration and the various hydraulic boundary conditions that will be examined it is decided to use
a finer horizontal resolution of 0.067m which corresponds to approximately 33 grid cells per 𝐿፩.

D.4. Temporal resolution
The used temporal resolution depends on the adopted numerical grid resolution and the maximum ex-
pected flow velocity within the numerical domain. Based on the courant number limitation the temporal
resolution can be calculated for which numerical stability is guaranteed. A higher temporal resolution
moreover result in lower courant numbers. The temporal resolution is not only used to guarantee nu-
merical stability but also shows to have an effect on the numerical outcome. However a higher temporal
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Figure D.2: Temporal resolution differences on surface level elevation OCW3D at x=67.5m

Figure D.3: Horizontal resolution differences on surface level elevation OCW3D at x=67.5m

resolution and thus a lower courant number also increases computation time. Therefore a proper grid
resolution analysis should include the effect of different courant numbers on the numerical outcome. In
figure D.5 the wave gauge signal at 𝑥 = 67.5𝑚 is presented for a temporal resolution of 0.01, 0.025 and
0.05 with the relative CPU time. For the gauge signal with temporal resolution of 0.01 and 0.025 the
solutions are almost identical whereas for a temporal resolution of 0.05 differences can be observed
related to the temporal resolution. Therefore it is concluded that a temporal resolution of 0.025 should
be used based on the relative accuracy and CPU time. Also if the signal at 𝑥 = 77𝑚 is analysed the
free surface elevation for the various temporal resolutions the temporal resolution of 0.025 gives the
best results.

D.5. Conclusion
The vertical resolution is found to haveminor effect on the numerical outcome and the default value of 10
grid layers is found to be sufficient. However, the horizontal resolution is found to be the most important
factor related to the correct representation of the Oceanwave3D surface level elevation. Depending
on the steepness of the waves in the flume large difference of the horizontal resolution are found. It is
advised to use at least 40 grid cells per wave length (based on the peak period for irregular waves).
Moreover it is recommended to do a proper grid resolution analysis with grid resolutions determined
based on recommendations while taking into account the large dependency of the expected wave
characteristics in the flume. Moreover the temporal resolution should be based on the courant number
because OceanWave3D uses an explicit time integration method and numerical stability has to be
guaranteed.
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Figure D.4: Horizontal resolution differences on surface level elevation OCW3D at x=77m

Figure D.5: Vertical resolution differences on surface level elevation OCW3D at x=67.5m
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