
Correct-by-construction Type Checking for Substructural Type Systems

Vince Szabó1

Supervisor(s): Jesper Cockx1, Sára Juhošová1

1EEMCS, Delft University of Technology, The Netherlands

A Thesis Submitted to EEMCS Faculty Delft University of Technology,
In Partial Fulfilment of the Requirements

For the Bachelor of Computer Science and Engineering
June 22, 2024

Name of the student: Vince Szabó
Final project course: CSE3000 Research Project
Thesis committee: Jesper Cockx, Sára Juhošová, Thomas Durieux

An electronic version of this thesis is available at http://repository.tudelft.nl/.



Correct-by-construction Type Checking for Substructural Type Systems 1

Abstract. As programming languages become ever more sophisticated, there is growing interest
in powerful and expressive type systems. Substructural type systems increase expressiveness by
allowing the programmer to reason about the number of times and the order in which variables
can be used. This can be used to model different kinds of memory allocation and to construct
more expressive interfaces. However, implementing complex type systems requires complex type
checkers – this complexity increases the chances of bugs in the type checker itself, which could
lead to invalid programs being accepted or valid programs being rejected. The consequences of
such bugs can range from programmer frustration to critical errors in production systems.

In this thesis, we develop a correct-by-construction type checker for a toy language with a
substructural type system. We use Agda’s dependent type system to intrinsically ensure the
soundness and completeness of the type checker. We discuss the advantages and disadvantages of
the correct-by-construction approach and find that its complexity likely restricts it to specific use
cases.

1 INTRODUCTION
Many programming languages include static checks to guarantee certain properties of the program
without having to run tests. Many of these static checks are enforced by the type system. As
languages evolve, these guarantees are becoming stronger and more granular, leading to more
complex type systems. This complexity increases the probability of bugs in type checkers. Such
bugs, while rarely triggered, can be devastating as they undermine confidence in the language, and
hence in the software written in the language. Preventing such bugs is particularly important in
proof assistants, where correct programs correspond to true logical statements, and safety-critical
areas, where bugs can cause death or injury.
Many software quality assurance methods can be applied to type checkers – we specifically

investigate correct-by-construction programming, a form of intrinsic verification where the type
system of the implementation language is used to ensure correctness. Unlike most other quality
assurance methods, correct-by-construction programming promises full confidence in the correct-
ness of the code, but in return, it also requires that the code be written in a specific way. In this
work, we examine the implications of this tradeoff.

Correct-by-construction programming. For the purposes of this paper, the term correct-by-
construction (CbC) programming is defined as a method of programming in which types are used
to create a strict specification for program behaviour, which is checked by the type checker.
This requires an implementation language with an expressive type system. We use Agda [1], a
dependently typed functional language designed for use as a proof assistant.

To illustrate the core ideas of correct-by-construction programming, we consider the example of
finding an element in a list that satisfies a given predicate. Figure 1 shows two possible types for
this function. The first one (find) is how such a function would usually be written in a functional
language: it takes a parameter specifying the predicate and list and returns a Maybe containing
either the appropriate value or nothing. Characteristically for Agda, the function also takes the
type (denoted Set) A of the list values as an implicit parameter (denoted by curly braces). While the
type signature is correct, it is trivial to write an incorrect implementation of find, for example, by
always returning the first element of the list regardless of whether the predicate holds for it or not.

find : {A : Set}→ (A → Bool) → List A →Maybe A

find’ : {A : Set} {P : Pred A}→ Decidable P → List A →Maybe (𝛴[ x ∈ A ] P x)

Fig. 1. Two type signatures for a find function in Agda: one not in CbC style and one in CbC style

The second type signature, find’ is written with the correct-by-construction programming
method. Instead of using a Boolean function as the predicate type, it takes two separate arguments:
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Type Abbrev. Structural rules Usage restrictions
Unrestricted un Weakening, contraction, exchange –

Affine aff Weakening, exchange At most once
Relevant rel Contraction, exchange At least once
Linear lin Exchange Exactly once
Ordered ord – Exactly once, respecting order

Table 1. An overview of types based on the allowed structural rules

a type P denoting a proof for the predicate (Pred A), and a function that decides whether the
predicate holds or not, providing a proof along with its decision. The return value can be read
as "there exists some x of type A such that P x holds". It is an example of a dependent pair, with
the first element being the value satisfying the predicate, and the second element being a proof of
this satisfaction. Thanks to this proof, this type makes it impossible to write an implementation of
find’ that returns an incorrect element.

Substructural type systems. Substructural type systems allow programmers to express con-
straints on the number of times and the order in which variables can be used. The name arises from
the fact that the ability in usual type systems to use variables any number of times in any order is
due to three so-called structural rules: weakening, contraction, and exchange [15]. Removing one
or more of these structural rules leads to a substructural type system. There are four main kinds of
substructural types: affine types, which can be used at most once, relevant types, which must be
used at least once, linear types, which must be used exactly once, and ordered types, which must be
used exactly once, in reverse order of declaration w.r.t. other ordered variables. An overview of
substructural types is presented in Table 1. Substructural type systems are useful for formalizing
memory management [5, 7, 10] and concurrency [13], and can be used to design more expressive
software interfaces [14]. A prominent example of a general-purpose programming language using
substructural types is Rust, whose types are affine by default.

Contributions and structure. The main contributions of this thesis are to provide a description
and a software artifact for a correct-by-construction type checker for substructural type systems,
and to present the advantages, disadvantages, and possible applications of such type checkers.
Section 2 introduces the example language and the theoretical background for the type checker.
Section 3 describes the Agda implementation of the type checker. Section 4 discusses the merits
of correct-by-construction type checkers. Section 5 addresses responsible research, and Section 6
gives a brief overview of related work. Finally, Section 7 closes the paper.

2 METHOD
To investigate the potential use cases of correct-by-construction type checkers for substructural
type systems, we develop one in Agda for a small language with a substructural type system called
𝜆𝑠𝑢𝑏 . Section 2.1 describes the programming language, Section 2.2 details its type system, and
Section 2.3 gives a high-level description of the type checker.

2.1 The example language
𝜆𝑠𝑢𝑏 , the language targeted by our type checker, is based on the ordered lambda calculus described
by David Walker [15]. We extend Walker’s calculus with affine and relevant types to cover all
substructural types, as well as a unit type, which makes some examples clearer. The language
features were chosen such that the language is sufficiently complex to showcase the properties of
substructural types, but also simple enough to be quickly understandable for a reader familiar with
the simply typed lambda calculus.

Figure 2 presents a few examples of programs in 𝜆𝑠𝑢𝑏 . All types and literals are annotated with a
qualifier (un/aff/rel/lin/ord), which specifies whether the type should be substructural and if
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un 𝜆𝑐𝑜𝑛𝑑 : (un Bool). let𝑥 ≔ aff unit ⇒ if 𝑐𝑜𝑛𝑑 then (eat 𝑥) else (un unit)
(a) A valid program using affine variables

un 𝜆𝑐𝑜𝑛𝑑 : (un Bool) . let𝑥 ≔ lin unit ⇒ if 𝑐𝑜𝑛𝑑 then (eat 𝑥) else (eat 𝑥)
(b) A valid program using linear variables

un 𝜆𝑥 : ord (ord Unit × ord Bool). split 𝑥 as 𝑎 , 𝑏 ⇒ if 𝑏 then (eat 𝑎) else (eat 𝑎)
(c) A valid program using ordered variables

un 𝜆𝑥 : ord (ord Bool × ord Unit). split 𝑥 as 𝑎 , 𝑏 ⇒ if 𝑎 then (eat 𝑏) else (eat 𝑏)
(d) An ill-typed program using ordered variables

Fig. 2. 𝜆𝑠𝑢𝑏 examples

so, what kind. The unit type represents some arbitrary resource and can be constructed using the
unit literal.

For substructural types to be well-defined, it must be clear what constitutes a "use" of a value. In
𝜆𝑠𝑢𝑏 , Booleans can be used as conditions in if terms, units are used by eat terms, pairs are used by
split terms, and functions are used by applying them. Furthermore, passing a value of any type to
a function, returning it from a function, or returning it at the top level constitutes a use.

Variables that must be used (i.e. variables with relevant, linear, or ordered type) must be used in
all control paths, as seen in Figures 2b and 2c. Dually, variables that can only be used once (most
importantly affine variables) are considered consumed if they are used in any control path.
A number of limitations are carried over from Walker’s calculus. Ordered functions are not

allowed, and pair construction and function application require arguments to be variables instead
of arbitrary terms (e.g. 𝑓 𝑥 is allowed, but 𝑓 (𝑔 𝑥) is not). This is mainly to simplify interactions
with ordered terms.

2.2 The type system of 𝜆𝑠𝑢𝑏
Walker’s work [15] provides declarative typing rules for his ordered lambda calculus, as well as
algorithmic typing rules for the linear part of the calculus. Declarative typing rules, while more
amenable to analysis, are hard to use for type checking, as they often contain nondeterministic
choice. Algorithmic typing rules are instead deterministic and syntax-directed, meaning they can
be used to implement a type checker by pattern matching on a term.

We extend Walker’s typing rules with algorithmic versions of the rules for the ordered calculus
and make changes necessary to add affine and relevant types. Our work considers these algorithmic
rules the ground truth for 𝜆𝑠𝑢𝑏 ’s type system. Figure 3 shows some example typing rules.
The typing relation is of the form Γ ⊢ 𝑡 : 𝑇 , Γ′ ; Ω, read "in context Γ, term 𝑡 has type 𝑇 , with

output context Γ′ and usage context Ω". The input context Γ keeps track of the types of all available
variables before evaluating the term, while the output context Γ′ stores variables available after
evaluation. The usage context Ω tracks relevant variables that have been used at least once in the
term – this is necessary, as relevant variables may be reused, and thus cannot be removed from
Γ, but must be used at least once, thus we must record that they have been used. Contexts are
(ordered) lists of variable bindings.1

We present a few examples to demonstrate the principles of the typing rules. There is one typing
rule for variables of each possible substructural type. TUVar handles unrestricted variables – given
a binding with type un 𝑇 for variable 𝑥 , it assigns the term 𝑥 the type un 𝑇 , leaving the context
unchanged. TRVar works similarly with relevant types, except it also records the variable as used. In
the case of TOVar, the output context is different from the input context, in that the used variable’s
binding is removed. This is expressed using the binding deletion relation Γ − (𝑥 ↦→ 𝑇 ) = Γ′. The

1Usage contexts could be represented as lists of variables, as the types of variables in them are irrelevant. However, using
lists of bindings for all contexts allows us to use the same context intersection relation ∩q (described below) for all contexts.
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(𝑥 ↦→ un 𝑇 ) ∈∗ Γ
TUVar

Γ ⊢ 𝑥 : un 𝑇 , Γ ; ∅
(𝑥 ↦→ rel 𝑇 ) ∈∗ Γ

TRVar
Γ ⊢ 𝑥 : rel 𝑇 , Γ ; ∅ , (𝑥 ↦→ rel 𝑇 )

(𝑥 ↦→ ord 𝑇 ) ∈∗ Γ Γ − (𝑥 ↦→ ord 𝑇 ) = Γ′
TOVar

Γ ⊢ 𝑥 : ord 𝑇 , Γ′ ; ∅
Γ ⊢ 𝑡1 : q Bool , Γ2 ; Ω1

Γ2 ⊢ 𝑡2 : 𝑇 , Γ3 ; Ω2 Γ2 ⊢ 𝑡3 : 𝑇 , Γ4 ; Ω3
Γ3 ∩aff Γ4 = Γ5 Ω2 ∩rel Ω3 = Ω4 Ω1 ∪ Ω4 = Ω5

TIf
Γ ⊢ if 𝑡1 then 𝑡2 else 𝑡3 : 𝑇 , Γ5 ; Ω5

Γ ⊢ 𝑡1 : 𝑇1 , Γ2 ; Ω1 Γ2 , 𝑥 ↦→ 𝑇1 ⊢ 𝑡2 : 𝑇2 , Γ3 ; Ω2
Γ3 ; Ω2 ÷ ∅ , 𝑥 ↦→ 𝑇1 = Γ4 Ω1 ∪ Ω2 = Ω3

TLet
Γ ⊢ let𝑥 ≔ 𝑡1 ⇒ 𝑡2 : 𝑇2 , Γ4 ; Ω3

Fig. 3. Some typing rules for 𝜆𝑠𝑢𝑏

ordering of variables is enforced implicitly by the context inclusion relation (𝑥 ↦→ 𝑇 ) ∈∗ Γ – if
𝑇 is an ordered type, then it must be the rightmost ordered binding in Γ, otherwise the inclusion
does not hold. The typing rules for affine and linear variables work analogously, with both of them
deleting the variable binding from the context to prevent the reuse of the value.

In terms with multiple subterms, the different contexts must be combined correctly. In the case
of if terms, this is handled by the TIf rule. Since the condition is always evaluated first, its output
context is used to type check the branches. This way information about variables used up in the
condition is passed to the branches. Each branch may produce a different output and usage context
by using different variables. The output contexts from the two branches are unified using the ∩aff
relation. The proposition Γ1 ∩aff Γ2 = Γ3 holds if and only if Γ1, Γ2, and Γ3 agree on all variables
except affine ones, which must be present in Γ3 if and only if they are present in both Γ1 and Γ2. The
effect of this definition is that linear and ordered variables must be used by either both or neither
branches, while affine variables may also be used by only one, in which case they are considered
used up by the if term. Note that relevant and unrestricted bindings are always preserved by this
unification, as they are not deleted when their variable is used. As for the usage contexts, there are
three that need to be unified: Ω1, containing the relevant variables used by the condition, and Ω2
and Ω3, containing the relevant variables used by each branch. Relevant variables must be used in
all control paths, thus we take the intersection (∩rel) of Ω2 and Ω3, keeping only variables used
by both branches and then take the union of the result with Ω1, since any variables used by the
condition are used by the if term as a whole.
The rules presented previously track the usages and prohibit the reuse of variables with the

appropriate types, however, they do not enforce the usage of variables with appropriate types. This
is done at the point at which the variables are bound – TLet is provided as an example. Most of the
work is done by the context division relation Γ1 ; Ω ÷ Γ2 = Γ3, which relates a typing context Γ1,
a usage context Ω, and a context Γ2 listing bindings created by the current term with an output
context Γ3.

The purpose of context division is to enforce the usage of relevant, linear, and ordered variables,
and to uphold the scoping rules by deleting the appropriate bindings. The definition for context
division is given in Figure 4, extending Walker’s definition [15] with affine and relevant types.
Unrestricted bindings are simply removed as seen in rule DUn. Affine bindings may or may not
be used – if used, the context is unchanged (DAff1), if not used, the binding is deleted to uphold
scoping rules (DAff2). Usage of relevant bindings is enforced by requiring them to be in the usage
context Ω (DRel). Finally, linear and ordered bindings are handled by the DMustUseOnce rule,
which enforces their usage by requiring their absence from the output context.
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DEmpty
Γ ; Ω ÷ ∅ = Γ

Γ1 ; Ω ÷ Γ2 = Γ3 (𝑥 ↦→ un 𝑇 ) ∈∗ Γ3
Γ3 − (𝑥 ↦→ un 𝑇 ) = Γ4

DUn
Γ1 ; Ω ÷ Γ2 , (𝑥 ↦→ un 𝑇 ) = Γ4

Γ1 ; Ω ÷ Γ2 = Γ3 (𝑥 ↦→ aff 𝑇 ) ∉∗ Γ3
DAff1

Γ1 ; Ω ÷ Γ2 , (𝑥 ↦→ aff 𝑇 ) = Γ3

Γ1 ; Ω ÷ Γ2 = Γ3 (𝑥 ↦→ aff 𝑇 ) ∈∗ Γ3
Γ3 − (𝑥 ↦→ aff 𝑇 ) = Γ4

DAff2
Γ1 ; Ω ÷ Γ2 , (𝑥 ↦→ aff 𝑇 ) = Γ4

Γ1 ; Ω ÷ Γ2 = Γ3 (𝑥 ↦→ rel 𝑇 ) ∈∗ Γ3
(𝑥 ↦→ rel 𝑇 ) ∈∗ Ω Γ3 − (𝑥 ↦→ rel 𝑇 ) = Γ4

DRel
Γ1 ; Ω ÷ Γ2 , (𝑥 ↦→ rel 𝑇 ) = Γ4

Γ1 ; Ω ÷ Γ2 = Γ3 (𝑥 ↦→ q 𝑇 ) ∉∗ Γ3
q = lin ∨ q = ord

DMustUseOnce
Γ1 ; Ω ÷ Γ2 , (𝑥 ↦→ q 𝑇 ) = Γ3

Fig. 4. Definition of context division

As described, the typing relation effectively produces two outputs: the output context Γ′ and the
usage context Ω. It is possible to combine these two into a single list of bindings that stores a usage
status for each variable. Then, instead of deleting bindings when a variable is consumed, we could
set their status to "used". Used variables would then be ignored by the inclusion relation used in
the variable typing rules. We ultimately decided against this approach as it would require defining
more relations than the current solution, and would likely make the typing rules more complicated.
Due to the coexistence of multiple kinds of substructural types, some care is required when

reasoning about terms that can contain other terms: namely pairs and lambda abstractions (which
contain terms in their closures). Like Walker [15], we solve this by defining a partial order on
qualifiers, ordering them by restrictiveness: for example, un is less restrictive than aff, and aff is
less restrictive than lin. When creating a term of a composite type, all components must have less
or equally restrictive qualifiers than the composite itself (e.g. one cannot put a term of linear type
inside an unrestricted pair). This is enforced via the 𝑞 ⟨𝑇 ⟩ and 𝑞 ⟨⟨Γ⟩⟩ relations, which hold if the
given type 𝑇 or context Γ can be contained within a composite type of the qualifier q.

2.3 An overview of the type checker
A type checker is, in essence, a function that, given a term, returns the type of the term or signals
failure if the term is ill-typed.2 In practice, the type checker also takes the typing context as input,
and, in our case, it also returns an output typing context and usage context. These inputs and
outputs are all domains of the typing relation, and type checking can be seen as the process of
finding the outputs that relate to the input.
For us to consider it correct, the type checker must be sound and complete. Soundness means

that if the type checker returns a type for a term, this type must be correct – in other words, there
must be a derivation for this type using the typing rules of the language. Completeness means that
if the type checker claims that the term is ill-typed, it must indeed be so – that is, there must be no
typing derivations for any type for the term.

We build both of these concepts into the type signature of the type checker, as seen in Figure 5.
The definition uses Agda’s Dec type for its return value: a value of type Dec X is either a yes
containing a value of X, or a no, containing a proof that no X exists. In this case, the Dec contains a
dependent tuple3 of the type checker’s outputs, and a typing derivation relating them to the inputs.
Soundness is guaranteed by the attached typing derivation, while completeness is guaranteed by
the fact that Dec requires a proof in case of failure.
Similarly to the type checker’s output, terms themselves carry some proofs with them, most

notably about the correctness of their scoping. Terms are parametrised over a scope 𝛼 (as seen

2Strictly speaking, this process could be called type inference. However, that term usually refers to more advanced inference
algorithms.
3A dependent tuple is a tuple in which the type of each value can depend on the previous values.



6 Vince Szabó

TypecheckResult : TypingContext → Term 𝛼 → Set
TypecheckResult 𝛤 t = Dec $ 𝛴[ T ∈ Type ]

𝛴[ 𝛤 ’ ∈ TypingContext ]
𝛴[ 𝛺 ∈ TypingContext ]
(𝛤 ⊢ t :: T , 𝛤 ’ # 𝛺)

typeOf : (𝛤 : TypingContext)→ (t : Term 𝛼)→ TypecheckResult 𝛤 t

Fig. 5. The type signature of the type checker

data Term (𝛼 : Scope) : Set where
‘_#_ : (x : name) → x ∈ 𝛼 → Term 𝛼

‘split_as_,_⇒_ : Term 𝛼 → (x y : name) → Term (𝛼 , x , y)
→ {x ∉ 𝛼 } → {y ∉ 𝛼 }→ {x . y}
→ Term 𝛼

– etc.

Fig. 6. The definition of variable and split terms. Variable terms carry a proof of well-scopedness (𝑥 ∈ 𝛼).
Split terms carry proofs of freshness for their newly bound variables (e.g. 𝑥 ∉ 𝛼), as well as a proof of their
distinctness. The scope of the subterm is also extended with the new variables (Term (𝛼 , 𝑥 , 𝑦)).

on Figure 5), which is a list of variable names that are in scope for the term. This is used to
enforce two properties: firstly any referenced variables must be in scope, and secondly, all new
variables must use distinct names from previously defined variables. An example of such proofs is
shown in Figure 6. The first property ensures the well-scopedness of all variables, while the second
property ensures that there are never two variables with the same name in scope. This uniqueness
of variable names is useful because it allows the typing rules to completely ignore issues such as
name shadowing.

While many other programs that process terms use de Bruijn indices [6], we do not. The reason
for this is that our typing rules frequently remove existing bindings from typing contexts, which
would be challenging to express using de Bruijn indices.

Embedding proofs in terms simplifies type checking and ensures that ill-scoped terms cannot
accidentally be constructed anywhere. However, these proofs must also be generated somewhere:
we do so in the scope checker.

The scope checker takes as input a raw term, that is, a term without any proofs attached, and
outputs either a term annotated with proofs, or an error if the term is ill-scoped. In the process, the
scope checker renames all variables to unique names.

3 IMPLEMENTATION
We implement the type checker described previously in Agda version 2.6.4.3, with standard library
version 2.0. The entire implementation comprises approximately 1300 lines of code, available
online.4

Section 3.1 describes the Agda encoding of 𝜆𝑠𝑢𝑏 types and terms. Section 3.2 describes the imple-
mentation of the relations necessary for the type checker. Section 3.3 describes the implementation
of the typeOf function. Finally, Section 3.4 describes the implementation of the scope checker.
Throughout this section, and the entire type checker, we make frequent use of Agda’s mixfix

operators to define the syntax of various objects immediately when defining the object. As an
example, the identifier _∪ _ ≡ _ defines a ternary operator, with the underscores marking the place
4https://github.com/CakeWithSteak/suty

https://github.com/CakeWithSteak/suty
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data Type’ : Set
data Pretype : Set

data Pretype where
Bool : Pretype
Unit : Pretype
_‘×_ : Type’→ Type’→ Pretype
_⇒_ : Type’ → Type’ → Pretype

data Type’ where
‘_‘_ : Qualifier → Pretype → Type’

Fig. 7. A definition of types that is elegant, but permits invalid types (ordered functions)

data Type : Set where
‘_‘Bool : Qualifier → Type
‘_‘Unit : Qualifier → Type
‘_‘_‘×_ : Qualifier→ Type → Type → Type
‘_‘_⇒_ : (q : Qualifier)→ Type → Type→ {q . ord}→ Type

Fig. 8. The actual definition of types used in the type checker

of the operands. The defined operator can then be applied as follows: Ω1 ∪ Ω2 ≡ Ω3. This allows us
to keep the code close to the notation defined in Section 2.
The entire type checker can be compiled to Haskell via Agda’s MAlonzo backend. The GitHub

repository includes a set of examples against which the type checker will run as a demonstration.

3.1 Defining types, terms and qualifiers
Types and terms are perhaps the most fundamental elements of a type system – however, in 𝜆𝑠𝑢𝑏 ’s
case, there are some unique difficulties with their definitions in Agda, most notably in the case of
types. These difficulties stem from the fact that ordered functions are not permitted.

If ordered functions were allowed, the definition shown in Figure 7 would suffice. The definition
follows Walker [15] in first defining unqualified "pretypes", and then defining types as qualified
pretypes. This definition is natural and easy to use, as it allows for simple pattern matching on
qualifiers. However, it also permits ordered functions, which are not valid in 𝜆𝑠𝑢𝑏 .
We instead adopt the definition shown in Figure 8. This definition embeds qualifiers directly

into types, and forbids ordered functions by requiring a proof that the qualifier used with function
types is not ord.
This definition is less amenable to pattern matching, as one cannot extract only the qualifier

while ignoring the rest of the type. To alleviate this, we introduce a helper function, qualifierOf,
which extracts the qualifier from a type. This is important for variable typing rules, which each
require the variable type to have a specific qualifier: for instance, the Agda definition of TUVar
takes an argument of type qualifierOf𝑇 ≡ un. Unfortunately, constructing these proofs is not
straightforward: one can pattern match on the output of qualifierOf, but Agda is not always
able to unify the necessary expressions. An example is shown in Figure 9: the hole ({! refl !})
in Figure 9b cannot be refined, as Agda is unable to conclude that (qualifierOf𝑇 ) ≡ un. To solve
this issue, we introduce another helper function, qualifierCases, which takes as input a type,
and a function to handle each of the five possible qualifiers. Each function takes as input a type
of qualifierOf𝑇 ≡ q, and returns the same output type. The function is implemented by pattern
matching on all possible type/qualifier combinations. An example of usage is shown in Figure 9c.
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data Goal : Set where
goal : (T : Type) → qualifierOf T ≡ un→ Goal

(a)

f : (T : Type)→ Maybe Goal
f T with qualifierOf T
... | un = just (goal T {! refl !} )
... | _ = nothing

(b)

f’ : (T : Type)→ Maybe Goal
f’ T = qualifierCases T

(𝜆 is-un → just (goal T is-un)) n n n n
where
n : ∀ {q}→ qualifierOf T ≡ q →Maybe Goal
n = const nothing

(c)

Fig. 9. An example of difficulties with unification in Agda. The goal is to write a function of type Type
→ Maybe Goal, with Goal defined in (a). (b) tries to use qualifierOf, and fails while (c) instead uses
qualifierCases.

An alternative to forbidding ordered functions in the definition of types would be to forbid them
via either the typing rules or some preprocessing step and adopt the simpler definition shown in
Figure 7. While this would simplify certain parts of the type checker’s implementation, we believe
that it would overall make the system more complex and less reliable. If enforced at a preprocessing
stage, the type checker itself would no longer work if called with inputs that come from elsewhere
than the preprocessor, which could introduce bugs. If enforced in the typing rules, the rules would
become significantly more complicated. A further advantage of ensuring that ordered functions
cannot be represented is that should the project be extended with a compiler or interpreter that
manipulates types, these extensions would be intrinsically protected from invalid types.
Unlike for types, the definition of terms is straightforward and follows the example given in

Figure 6. Aside from the scoping-related proofs mentioned previously, lambda abstractions also
carry a proof that their qualifier is not ord, forbidding the creation of ordered functions.

This presents another alternative to forbidding ordered function types: we could allow their types
to be represented, but forbid creating them. In such a system, any type of the form ord 𝑇1 → 𝑇2
is valid but uninhabited, thus one can write terms such as un 𝜆𝑓 : (ord (un Unit) → (un Unit)). 𝑡 ,
where 𝑡 is some term. This system is sound but confusing: it is not obvious that the argument of the
function above is uninhabited, and thus the function can never be called. To avoid such confusion,
we forbid ordered function types as described above.

3.2 Implementing relations
The typing relation depends on a few auxiliary relations, as defined in Section 2.2. The most
significant of these relation are inclusion (𝑥 ∈ 𝛼), ordered inclusion ((𝑥 ↦→ 𝑇 ) ∈∗ Γ), binding
deletion (Γ − (𝑥 ↦→ 𝑇 ) = Γ′), context division (Γ1 ; Ω ÷ Γ2 = Γ3), context union and intersection
(Ω1 ∪ Ω2 = Ω3, Γ1 ∩q Γ2 = Γ3), qualifier ordering (𝑞1 ⊑ 𝑞2), and containment relations (𝑞 ⟨𝑇 ⟩ ,
𝑞 ⟨⟨Γ⟩⟩).

Each of these relations needs two elements: a definition, which is anAgda data type that represents
proofs of the relation, and an inference algorithm, that given some subset of the relation’s domains,
derives the remaining domains, or potentially concludes that there are no values that can complete
the relation.

We will use the context union relation as an example. Its definition and inference algorithm are
presented in Figure 10. Contexts themselves are defined like standard cons lists, with the empty list
written ∅, and appending to the context written as Γ, 𝑥 ↦→ 𝑇 . Proofs for context unions are defined
as follows: the union of a context with an empty context is the context itself (empty constructor),
while the non-empty case is defined inductively in the append constructor.
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data _∪_≡_ {V : Set} : Context V → Context V → Context V → Set where
empty : ∀ {𝛺 } → 𝛺 ∪ ∅ ≡ 𝛺

append : ∀ {𝛺 1 𝛺2 𝛺3 x v} → 𝛺 1 ∪ 𝛺2 ≡ 𝛺3 → 𝛺 1 ∪ (𝛺2 , x ↦→ v) ≡ (𝛺3 , x ↦→ v)

mergeContext : (𝛺 1 𝛺2 : Context V ) → 𝛴[ 𝛺3 ∈ Context V ] 𝛺 1 ∪ 𝛺2 ≡ 𝛺3

mergeContext 𝛺 1 ∅ = 𝛺 1 , empty
mergeContext 𝛺 1 (𝛺2

, x) with mergeContext 𝛺 1 𝛺2

... | 𝛺3 , 𝛺3-proof = (𝛺3
, x) , append 𝛺3-proof

Fig. 10. The definition and inference algorithm of the context union relation

The context union is evaluated by the mergeContext function, which given two contexts, returns
their union and a proof of this union. This makes the inference algorithm correct-by-construction,
and it is also inherently complete, as any two contexts have a union.

Proofs and inference algorithms for other relations are defined similarly. One notable difference
is that some inference algorithms do not always succeed, for instance, affine context intersection
can fail if the two contexts contain different non-affine bindings. Inference algorithms for such
relations return a Dec, ensuring completeness by returning a proof of impossibility in case of failure.
The typing relation is itself defined like these auxiliary relations, with its inference algorithm

being the type checker itself, as shown in Figure 5. Typing rules are converted into constructors
of the Agda type representing the typing relation using the auxiliary relations defined above. A
few examples are shown in Figure 11. Note that, as some terms contain embedded proofs, the
relevant typing rules (e.g. TUVar) need to take these proofs as parameters to be able to construct
the necessary terms in their conclusions.

3.3 Implementing the type checker
Having defined the necessary relations, we now move to implementing the type checker itself.
The path taken by well-typed programs is very similar to that of usual type checkers, with the
exception that correctness proofs of intermediate results need to be assembled into the final proof
of well-typedness using the typing rules.
Most of the complexity in the type checker itself is to account for ill-typed programs. In an

ordinary type checker, if some condition for type correctness fails, e.g. the type of an if condition
is not Boolean, it suffices to reject the program with some error message. However, in order to
achieve completeness of our type checker, we need to return a proof of ill-typedness in case of
failure.
In order to prove ill-typedness in Agda, we demonstrate that should any type be assigned to

the term in question, a contradiction would follow. As an example, consider the case when the
condition of an if term is not a Boolean. Assume, for the sake of contradiction, that the term is
actually well-typed: in that case, there must be a valid typing derivation for it. The last rule of this
typing derivation must be TIf, since no other rules are applicable to if terms. TIf requires that the
condition of the if term be a Boolean, but we have established that this is not the case: therefore we
have a contradiction.

Note that the proof above relies on the implicit assumption that each term has only one type: in
other words, in the typing relation, the type, output context, and usage context are functionally
dependent on the input context and the term. For brevity, we will refer to functional dependencies
between the "input" values and the "output" values as the uniqueness of the relation. The definition
of the typing relation does not encode this fact – we must prove it manually.

Proving the uniqueness of the typing relation requires proving that the relations it uses are also
unique. This leads to a total of five uniqueness lemmas, listed in Figure 12.
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data _⊢_::_,_#_ (𝛤 𝑖 : TypingContext) :
(t : Term 𝛼)
(ty : Type)
(𝛤𝑜 : TypingContext)
(𝛺 : TypingContext)→ Set where
TUVar : (p : x ∈ 𝛼)

→ (x ↦→ T ∈* 𝛤 𝑖 )
→ (qualifierOf T ≡ un)

————————————————————————

→ 𝛤 𝑖 ⊢ (‘ x # p) :: T , 𝛤 𝑖 # ∅
TOVar : (p : x ∈ 𝛼)

→ (x ↦→ T ∈* 𝛤 𝑖 )
→ (qualifierOf T ≡ ord)
→ (𝛤𝑜 : TypingContext)

————————————————————————

→ 𝛤 𝑖 - x ↦→ T ≡ 𝛤𝑜 → 𝛤 𝑖 ⊢ (‘ x # p) :: T , 𝛤𝑜 # ∅
TRVar : (p : x ∈ 𝛼)

→ (x ↦→ T ∈* 𝛤 𝑖 )
→ (qualifierOf T ≡ rel)

————————————————————————

→ 𝛤 𝑖 ⊢ (‘ x # p) :: T , 𝛤 𝑖 # (∅ , x ↦→ T )

TIf : 𝛤 𝑖 ⊢ t1 :: ‘ q ‘Bool , 𝛤 2 # 𝛺 1

→ 𝛤 2 ⊢ t2 :: T , 𝛤 3 # 𝛺2

→ 𝛤 2 ⊢ t3 :: T , 𝛤 4 # 𝛺3

→ 𝛤 3 ∩𝑎 𝛤 4 ≡ 𝛤 5

→ 𝛺2 ∩𝑟 𝛺3 ≡ 𝛺4

→ 𝛺 1 ∪ 𝛺4 ≡ 𝛺5

————————————————————————

→ 𝛤 𝑖 ⊢ ‘if t1 then t2 else t3 :: T , 𝛤 5 # 𝛺5

TLet : (p : x ∉ 𝛼)
→ 𝛤 𝑖 ⊢ t1 :: T1 , 𝛤 2 # 𝛺 1

→ 𝛤 2 , x ↦→ T1 ⊢ t2 :: T2 , 𝛤 3 # 𝛺2

→ 𝛤 3 # 𝛺2 ÷ ∅ , x ↦→ T1 ≡ 𝛤 4

→ 𝛺 1 ∪ 𝛺2 ≡ 𝛺3

————————————————————————

→ 𝛤 𝑖 ⊢ (‘let x := t1 ⇒ t2) {p} :: T2 , 𝛤 4 # 𝛺3

– etc.

Fig. 11. Agda encoding of the typing rules shown in Figure 3

∈*-unique : x ↦→ T ∈* 𝛤 → x ↦→ U ∈* 𝛤 → T ≡ U
÷-unique : 𝛤 1 # 𝛺 ÷ 𝛤 2 ≡ 𝛤 3 → 𝛤 1 # 𝛺 ÷ 𝛤 2 ≡ 𝛤 4 → 𝛤 3 ≡ 𝛤 4

contextIntersection-unique : 𝛤 1 ∩[ q ] 𝛤 2 ≡ 𝛤 → 𝛤 1 ∩[ q ] 𝛤 2 ≡ 𝛤 ’ → 𝛤 ≡ 𝛤 ’
mergeContext-unique : 𝛺 1 ∪ 𝛺2 ≡ 𝛺3 → 𝛺 1 ∪ 𝛺2 ≡ 𝛺3’ → 𝛺3 ≡ 𝛺3’
typing-unique : 𝛤 ⊢ t :: T1 , 𝛤 ’1 # 𝛺 1 → 𝛤 ⊢ t :: T2 , 𝛤 ’2 # 𝛺2 → T1 ≡ T2 × 𝛤 ’1 ≡ 𝛤 ’2 × 𝛺 1 ≡ 𝛺2

Fig. 12. Type signatures of the uniqueness lemmas. All variables are implicitly universally quantified.
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data ScopeCheckResult {𝛼 : Scope} (t : RawTerm) : Set where
good : 𝛴[ t’ ∈ Term 𝛼 ] EraseTerm t’ t → ScopeCheckResult t
bad : String → ScopeCheckResult t

scopeCheck : (t : RawTerm) → ScopeCheckResult {∅} t

Fig. 13. The type signature of the scope checker

3.4 The scope checker
The scope checker acts as a preprocessing stage for the type checker, enriching raw terms with
proofs ensuring, among other, its well-scopedness and renaming variables to ensure uniqueness of
variable names. The type of the scope checker is shown in Figure 13.

To ensure the soundness of the scope checker, we define the notion of erasure: an enriched term
𝑡 ′ erases to a raw term 𝑡 (denoted 𝐸𝑟𝑎𝑠𝑒𝑇𝑒𝑟𝑚 𝑡 ′ 𝑡 ) if converting 𝑡 ′ to a raw term by deleting all
its embedded proofs and renaming variables to their original names yields 𝑡 . When producing an
enriched term from a raw term, the scope checker returns a proof that the enriched term erases to
the raw term, ensuring that the scope checker cannot change the meaning of the term.
Unlike the type checker, the scope checker is not proven complete, instead, it returns an error

message on failure. This is because proving completeness would require producing a proof that
no enriched term erases to the input raw term and producing such proofs is difficult as it requires
reasoning about 𝛼-equivalent terms.5 As the scope checker is only a preprocessing step for the
actual type checker, which is the focus of this project, we leave this issue to future work.

4 DISCUSSION
We have described a correct-by-construction type checker for a substructural type system. In this
section, we reflect on the merits of such a type checker, and whether it is useful in practice.
The raison d’être of a correct-by-construction type checker is to prevent bugs: it is therefore

natural to ask whether bugs in type checkers actually exist and whether they are a problem. The
answer is that bugs in type checkers are quite common: Chaliasos et al. [4] study typing-related bugs
in popular JVM languages, and found a total of 4,153 such bugs. Their analysis of a representative
sample of those bugs found that these bugs take a median of 24 days and a mean of 186 days to be
fixed and that the three most prevalent types of bugs are "unexpected compile-time errors" (50.09%),
"internal compiler errors" (24.69%) and "unexpected runtime behavior" (16.56%).
In light of the prevalence of type checker bugs, correct-by-construction type checkers have a

strong promise of soundness and completeness, and might also reduce the amount of effort spent
on writing tests. However, they also have an associated cost in that correct-by-construction type
checkers are significantly more time-consuming to create than conventional type checkers.

The vast majority of the work in writing the type checker presented in this paper has been spent
not on the type checking code itself, but rather on the infrastructure around it, namely the relations
described in Section 3.1. This process is quite different from what most developers are used to, as it
requires thinking on both the definition and the implementation level at the same time: one Agda
encoding of a given concept may be more elegant, but harder to implement than the alternatives.
Programming using dependent types is also challenging in that the metalanguage may have

limitations that are not immediately obvious to the programmer. In particular, as illustrated by the
example of qualifierOf in Section 3.1, the compiler is not always able to unify more complex
expressions. Since this limitation is not apparent at the time of defining a potentially problematic
interface, this can lead to programmers accidentally creating abstractions that are difficult to use,
leading to additional development time when the abstraction needs to be adjusted or replaced
entirely.

5Two terms are considered 𝛼-equivalent if they differ only on bound variable names.
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Another factor complicating correct-by-construction type checker development is that extending
and refactoring them is inherently more difficult than for conventional type checkers. This is
because many proofs and lemmas depend on manually handling all possible variants of some data
type, thus any modification of the data type results in a large number of broken proofs that need to
be manually updated. This issue is exacerbated by the fact that dependently typed programming
languages are currently considered to be niche, and, as a result, there are far fewer tools available
for automated refactoring than for mainstream languages.
The development cost of correct-by-construction type checkers is sufficiently high that we

consider them to be infeasible for mainstream general-purpose programming languages. Such
languages are updated relatively frequently – making the difficulty of extending the type checker
an issue – and have user bases so large that, together with existing testing methods, the probability
of a critical bug remaining in the type checker is very low.
However, in certain cases, the correctness of the type checker is of special importance: proof

assistants need users to trust that the proofs they accept are really correct and in safety-critical
cases even extremely rare bugs could be catastrophic. As such, we argue that for such languages,
correct-by-construction programming can, and should, be used to ensure that the type checker is
correct.
Finally, note that correct-by-construction programming guarantees only that the type checker

follows the typing rules of the language – it does not provide any guarantees that these typing
rules themselves do what their writer intended. Soundness bugs may still arise from incorrect
typing rules, thus any desired property of the type system should be proven in addition to using
correct-by-construction type checkers.

5 RESPONSIBLE RESEARCH
The results of this research can be reproduced by downloading the code available online,6 and
compiling it using the appropriate Agda version. We believe that there are no direct or reasonably
foreseeable indirect ethical implications of this research.

6 RELATEDWORK
There are a number of prior results on verified type checkers. Casamento [3] presents a framework
for constructing correct-by-construction type checkers in Agda, specifically focusing on scoping.
Sozeau et al. [11] present a verified type checker for the Coq proof assistant, itself written in Coq.
Finally, Tan et al. [12] formally specify the type system of CakeML (a subset of Standard ML), prove
its soundness, and develop a verified type inferencer, all in the HOL4 proof assistant.
Correct-by-construction programming can also be used for interpreters, as seen in the work

of Bach Poulsen et al., [2] which presents methods for writing intrinsically-typed interpreters in
Agda.

More broadly, there is significant interest in verified compilers. Other than the verified type
checker mentioned earlier, CakeML [8] features an entire verified compiler. Similarly, CompCert
[9] is a verified compiler for the C programming language, targeting critical embedded systems.

7 CONCLUSION AND FUTUREWORK
In this paper, we presented a correct-by-construction type checker for a toy language with sub-
structural types. We use Agda’s dependent type system to define the toy language’s type system
and ensure that the type checker is sound and complete with respect to the definition. This means
that the type checker provably accepts programs if and only if they are well-typed. We discuss
that the development of such type checkers is more time-consuming than that of conventional
type checkers, and therefore argue that conventional type checkers are likely more suitable for
general-purpose programming languages than correct-by-construction type checkers. However, we

6https://github.com/CakeWithSteak/suty

https://github.com/CakeWithSteak/suty
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believe that correct-by-construction type checkers do have an application within proof assistants
and safety critical applications, where the impact of type checker bugs is especially high.

Importantly, correct-by-construction type checkers do not guarantee anything about the correct-
ness of the typing rules themselves. As such, the typing rules must also be proven correct with
respect to the properties they are meant to uphold.
Consequently, the most interesting area of future work would be to extend the type checker

into a full correct-by-construction interpreter for the toy language. This would make it possible to
prove that the guarantees that substructural type systems promise are indeed upheld by the typing
rules, therefore increasing confidence in the language as a whole.
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