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Abstract—Deep Learning (DL) has recently led to remark-
able advancements, however, it faces severe computation related
challenges. Existing Von-Neumann-based solutions are dealing
with issues such as memory bandwidth limitations and energy
inefficiency. Computation-In-Memory (CIM) has the potential to
address this problem by integrating processing elements directly
into the memory architecture, reducing data movement and
enhancing the overall efficiency of the system. In this work,
we propose CIM architecture using three distinct emerging
technologies. Firstly, a CIM architecture utilizing Ferroelectric
Field-Effect Transistors (FeFET) is shown and the resulting errors
from the analog compute scheme are injected into the emerging
algorithm of Hyperdimensional Computing. Subsequently, we
explore Vertical Nanowire Field-Effect Transistors (VNWFETs)
based CIM within a 3D computing architecture, demonstrating
improved energy efficiency and reconfigurability for CIM. Addi-
tionally, we improve the accuracy of the Resistive Random Access
Memories (RRAM) based CIM architecture using two mapping-
based solutions. These three technologies exhibit non-volatile
characteristics, and when integrated into the CIM architecture,
they yield significant advantages, including enhanced energy
efficiency, reliability, and accuracy in computing processes.

I. INTRODUCTION

Deep neural networks (DNNs) have demonstrated signifi-
cant advancements across a variety of applications, including
image recognition, speech recognition, healthcare and natural
language processing [1]–[3]. In general, DNNs are configured
using several layers with many inputs that are connected
through weights to their outputs and learn useful represen-
tations by adjusting their weights algorithmically. This archi-
tectural design allows DNNs to effectively capture complex
patterns and relationships within data, enabling them to excel
in tasks requiring sophisticated decision-making capabilities.
However, they face challenges for computation efficiency,
especially as they grow in complexity and require substan-
tial computational resources, that hinder their deployment in
resource-constrained environments like IoT devices or mobile
platforms.

Current computing systems, including Central Process-
ing Units (CPUs), Graphics Processing Units (GPUs), Field-
Programmable Gate Arrays (FPGAs), and Tensor Process-
ing Units (TPUs), are developed using CMOS-based von-
Neumann architecture [4]–[6]. In these systems, the phys-
ical separation of memory and compute units results in a

large number of data transfers necessary to execute vector-
matrix multiplication (VMM) operations for neural network
applications, leading to a degradation in performance and
energy efficiency. Additionally, CMOS technology is strug-
gling with challenges such as excessive sub-threshold leakage
and scalability issues. Computation-in-memory, where data
processing occurs directly within the memory, demonstrates
potential for enhancing computation efficiency and addressing
the data transfer bottleneck. The CIM architecture, combined
with emerging non-volatile technologies, delivers various ad-
vantages, including leakage-free storage, high density, high
scalability, and faster accesses. These features have the po-
tential to further enhance the computation efficiency of the
system.

In this paper, we exploit three emerging technologies,
namely Ferroelectric Field-Effect Transistors (FeFET), Ver-
tical Nanowire Field-Effect Transistors (VNWFETs), and
Resistive Random Access Memories (RRAM), to enhance
Computational-In-Memory (CIM) capabilities for neural net-
work development. The contributions for this paper are as
follows:

• We address ferroelectric stochasticity and temperature
effects in FeFET-based IMC, proposing innovative
strategies like on-chip cooling using thermoelectric
devices to ensure reliable computing.

• We highlight the potential of VNWFETs in 3D
computing architecture, demonstrating enhanced en-
ergy efficiency and reconfigurability advantage for
computing-in-memory and approximate computing.

• We present two mapping-based solutions to enhance
the accuracy of the RRAM-based CIM architecture
for Neural Networks, namely the unbalanced bit-
slicing scheme and the mapping-aware biased training
methodology.

The rest of this paper is organized as follows. Section II
presents the fundamentals of CIM architecture. CIM Using
FeFET Technology is discussed in Section III. Section IV and
Section V provides details of the VNWFET- and RRAM-based
CIM architectures, respectively. Finally, Section VII concludes
the paper.
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Fig. 1: Computation-In-Memory architecture [7].

II. COMPUTATION-IN-MEMORY (CIM) ARCHITECTURE

Computation-in-memory (CIM) proves to be a highly ef-
ficient alternative to the conventional von-Neumann architec-
ture for the implementation of Vector-Matrix Multiplication
(VMM) in neural network hardware. The mapping of VMM
operation between layers onto the CIM architecture is illus-
trated in Figure 1. In the CIM configuration, data is stored
as conductance in memory elements arranged in a grid-like
structure called crossbar [8]–[12]. This crossbar operates in the
analog domain and interfaces with other digital components in
the system through peripheral circuits such as digital-to-analog
converters (DACs) and analog-to-digital converters (ADCs).
The weight matrix is translated into conductances within the
crossbar, and input voltages (IN’s) are applied using DACs.
This sets off a current flow through all conductances, fol-
lowing Ohm’s law and simulating element-wise multiplication
of voltages and conductances. In the same column, currents
from conductances accumulate according to Kirchhoff’s law,
generating output currents (I’s). Each column, consequently,
performs a multiply-and-accumulate operation in the analog
domain. Simultaneous output production from all columns
allows the VMM operation to be executed with an O(1) time
complexity. Following this, the column currents are converted
into digital outputs using ADCs and transmitted to other
system components for subsequent processing or storage. This
process demonstrates the potential advantages of CIM for the
neural network computations.

III. CIM USING FERROELECTRIC FIELD-EFFECT

TRANSISTOR

Applications like Deep Neural Networks (DNNs) and big
data are heavily data-centric, demanding excessive amounts
of on-chip memory, while traditional CMOS-based SRAM is
power and area-hungry. At the same time, the slow-down in
classical CMOS technology scaling boosted the attention of
emerging non-volatile memory (NVM) technologies. The lit-
erature has proposed several different technologies like, Spin-
Transfer Torque Magnetic RAM (STT-MRAM) [13], Resistive
RAM (ReRAM) [14] or Ferroelectric FET (FET) [15]. Clas-
sically SRAM needs at least six transistors, whereas NVMs
needs only one memory device plus typically one access

Fig. 2: (a) FeFET where the high-κ layer is replaced by a thick (e.g.,
10 nm) layer of ferroelectric material. (b) Two distinguishable states
are created by polarizing the ferroelectric layer, i.e., low-VTH and
high-VTH, corresponding to high and low currents, respectively.

Fig. 3: Circuit of the FeFET-based Ternary Content Addressable
Memory (TCAM) cell implementation. A complementary write
scheme stores logic 0 and 1 in a cell.

transistor [16]. Additionally, NVMs technologies retain their
stored information even when powered off, drastically reducing
static power consumption. These advantages enable larger on-
chip memories compared to conventional SRAM. However,
tight integration with logic is challenging for most NVMs due
to their lacking CMOS compatibility [17].

Since 2007, hafnium oxide (HfO2) has been adopted as a
high-κ material in existing manufacturing processes. Later, in
2011, ferroelectricity was discovered in Hf0.5Zr0.5O2. Replac-
ing the high-κ layer of a traditional CMOS transistor with a
thick HfO2-based ferroelectric (FE) layer creates a FeFET (see
Figure 2(a)). Except for the addition of two masks, no new
process steps or materials are necessary [15], [18], making
FeFET a fully CMOS-compatible emerging NVM [18], [19].
Further, as the FE layer only increases the height of the device,
the footprint is unchanged, enabling high-density memory.

The non-volatility of FeFET comes from the polarization
of the FE layer itself. By applying strong gate voltage biases
(e.g., ±4V), the polarization can be changed, i.e., a state is
written into the FE layer. In turn, the polarization of FE layer
affects the characteristics of the underlying transistor, where
a positive polarization decreases the transistor’s VTH (low-VTH

state), while a negative polarization increases VTH (high-VTH

state). With these two states, shown in Figure 2(b), FeFET can
be used to store binary information. To read a FeFET, a much
smaller probing gate bias is used (≈0.7V), and the flowing
current indicates the stored state within the FeFET.

Using FeFET TCAM cells can be implemented extremely
area-efficient, as only two FeFETs are necessary. In compari-
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Fig. 4: (a) Circuit of TCAM block. The number of cells (block size) is
variable. (b) Example of the output voltage waveforms of the CSRSA
for a block size of 15 bit. Data from [20].

son, 16 transistors are needed using conventional technology.
Figure 3 shows the circuit of a FeFET-based TCAM cell
and how data is stored using a complementary write scheme
of the two FeFET. On an abstract level, a TCAM cell will
compare the provided query data with the internally stored
data (i.e., Q = C). The Match Line (ML) (the cell’s output)
is precharged to the supply voltage during the initialization.
When the two data are the same, a match occurs, and the
cell will respond with logic 1 and block the path from ML to
ground. In case of a miss, when the two data are different, the
cell will have one conducting path from ML to ground, and
the result will be a logic 0.

Using several of such TCAM cells, a block can be con-
structed by connecting the cells to a shared ML shown in
Figure 4(a). The ML now depends on the miss/match state
of all the connected cells, and the number of cells that report
a mismatch is proportional to the discharge current of the ML.
This is due to the parallel discharge paths that are formed
in the cells reporting a mismatch. By using a clocked self-
referencing sense amplifier, the discharge current is translated
to the temporal domain shown in Figure 4(b). As the discharge
current is proportional to the number of cells reporting a miss,
the degree of mismatch is equal to the Hamming distance of
the bit string stored in the block and an applied query string.
From the moment of applying the query data until the sharp
output transition of the sense amplifier, an operation delay can
be measured, representing the different Hamming distances.

Analog computing schemes are very sensitive to noise
and process variation, leading to errors in the final result
of the calculation. Using a TCAM block to calculate the
Hamming distance faces similar issues. The fact that emerging
technologies like FeFET exhibit even more process variation
compared to mature technologies exacerbates the problem
further. Figure 5 shows the operation latency distributions at
different supply voltages of the TCAM block under process
variation. With increasing Hamming distances, the margins
between the distributions shrink until they start to overlap.
However, with the overlap to the neighboring distributions,
the operation latency will be interpreted wrongly, leading to
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Fig. 5: The operation latencies of FeFET TCAM under process
variation at three different supply voltages. The variation for one
miss is particularly high at 0.5V ranging from 0.8 ns to 5.0 ns (not
recognizable in the plot). The block size is 15 bit. The results are
based on 1000 Monte Carlo SPICE simulations per voltage level and
Hamming distance. Data from [20].

errors in the calculation. This can be abstracted and modeled
using the concept of a confusion matrix. Each row represents
a true Hamming distance value, and the columns represent
the potential output value. The cells denote the probability
for a specific value X to result in a value of Y ; ideally,
all the probability mass is on the main diagonal. Evidently,
the error probability of the circuit is very high, which will
break error-sensitive algorithms like deep neural networks and
other conventional machine learning algorithms [21]. Thus, to
make use of such unreliable hardware, an emerging computing
paradigm that is able to tolerate errors becomes a must.

A. Hyperdimensional Computing on Analog Hardware
Hyperdimensional Computing (HDC) is an emerging brain-

inspired algorithm that uses large vectors with elements in the
thousands to represent real-world objects in the hyperspace.
By using these large-scaled vectors, HDC does not store
information in the conventional sense, where each element
represents a unique piece of data, but rather relies on patterns
encoded in the vectors [22]. To retrieve data, these patterns are
recognized, giving HDC strong error and noise resistance [22].
After the concept was proposed by Kanerva in 2009 [23], HDC
has been employed in a wide range of applications. Amongst
others, language recognition [22], image classification [24],
EMG signal processing [25], wafer map defect pattern classi-
fication [26], and voice recognition [27] have been showcased
in literature.

In order to encode the complex real-world entities from
the example applications, only the three basic HDC operations
are necessary. Further, the implementation of these operations
depends on the data type that is used for the elements of
the vectors, which can be only binary, integers, real, or
even complex numbers. The binary case, in particular, is
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very computationally lightweight, making HDC very energy
efficient. HDC follows a similar flow to other machine learning
approaches, where a model is first trained on data and then
tested. To infer the model with a query, all the class hyper-
vectors are stored in the associative memory. The result of
an inference is the class vector with the highest similarity to
the query vector, and the respective class label is selected.
Figure 6 shows the accuracy of the language recognition
task using binary HDC across different vector dimensions.
With increasing vector dimensions, the pattern storage capacity
improves, and the accuracy grows higher, peaking around 97%
with a dimension of 10 000 bit.

For binary vectors, the similarity metric is implemented
through the Hamming distance. As HDC is very error-resilient,
it is a perfect candidate to employ unreliable analog compute
schemes whilst maintaining reasonable performance. To test
this, we have injected the errors coming from the previously
described TCAM block into the inference algorithm of HDC
via the abstracted confusion matrices. Figure 7 shows the
inference accuracy loss on the test set for the different sup-
ply voltages we have tested. As the probabilistic-based error
model introduces additional randomness, we have repeated the
inference of the whole test set 100 times for each configuration
plotted to have sufficient statistical data. Thus, the bars repre-
sent the average accuracy loss, and the error bars indicate the
standard deviation. From the histograms in Figure 5, we could
already estimate the increase in error probability with lower
supply voltages. This carries forward, and the peak average
accuracy loss is around 1.3% for 0.5V VDD. Increasing VDD
decreases the average accuracy loss throughout below 0.4%,
showing the trade-off between energy and inference accuracy.

IV. CIM USING VERTICAL NANOWIRE FIELD-EFFECT
TRANSISTORS

Vertical Nanowire Field Effect Transistors (VNWFETs)
represent a promising emerging technology that holds substan-
tial promise for minimizing footprint and, consequently, reduc-
ing interconnect capacitance. This has the potential to enhance
energy efficiency and seamlessly integrate with advanced 3D
integration strategies. In this perspective, the VNWFET emerg-
ing technology that may fulfill the energy efficiency, perfor-
mance, and compact design prerequisites for CIM, serving as
viable alternatives to conventional von Neumann machines.
Indeed, adding ferroelectric material to the VNWFET gate-
stack [28] enables nonvolatile logic as well as nonvolatile
reconfigurability.

In previous works such as [29] and [30] we presented a
design methodology aimed at bridging the gap between an
established (laboratory-scale) VNWFET technology and its
corresponding compact model, progressing towards standard
static logic cell design and characterization, and ultimately
extending to logic synthesis.

A. Vertical Nanowire Field Effect Transistors (VNWFET) :
Device & Compact Model

In this study, we employ a VNWFET with a junction-less
Gate-All-Around (GAA) structure [31], illustrated in Figure 8.
The nanowire channel, homogeneously highly doped and pat-
terned into a boron-doped silicon substrate, controls the current
between drain and source contacts. The GAA structure ensures
an effective channel length of 14 nm, improving electrostatic
control and overcoming scaling issues in conventional planar
transistors.

Fig. 8: VNWFET device from [31]: (a) STEM image in cross section
of the vertical transistor implemented in nanowire arrays, (b) single
VNWFET showing its (c) gate formation

The VNWFET device modeling incorporates carrier trans-
port physics in the junctionless architecture. A SPICE simu-
lation methodology, founded on a unified charge-based con-
trol model [32], accurately captures the 3D technology. The
compact model addresses depletion and accumulation charges,
short channel effects, velocity saturation, Drain-Induced Bar-
rier Lowering (DIBL), Band-To-Band Tunneling (BTBT),
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Gate-Induced Drain Leakage (GIDL), and Schottky contact
formation [33], [34]. To enhance model accuracy at low drain
bias, a semi-empirical field-dependent mobility model is imple-
mented, demonstrating good agreement between measurement
and compact model.

B. Logic Cell Characterization: Simulation Flow and resulting
delays & Power Consumption

For this study, we implemented 4 basic complementary
static: INV1X1, NAND2X1, NOR2X1 and XOR2X1 and a
D Flip-Flop. SPICE simulations utilize the compact model
implemented as a Verilog-A executable model making use of
the vertical nanowire technology and exploring the impact of
the variation of critical parameters. Gate physical length (Lg)
and nanowire (NW) diameter (dnw) are fabrication-dependent
parameters set to Lg = 18nm and dnw = 22nm = 22nm based
on experimental devices. This study explores the number of
nanowires for p-type and n-type transistors as a key design
parameter. Initial steps involve verifying n-type and p-type
VNWFET device functionality through DC-sweep simulation,
ensuring expected IDS /VGS behavior. Subsequent simulations
focus on an elementary inverter gate to determine the optimal
ratio between n-type and p-type nanowires for balanced noise
margins and well-matched rise and fall times. The number of
nanowires are defined as shown in table I

TABLE I
Number of NWs used for each version of a logic gate

Logic Cell n-type NW values p-type NW values
INV 4, 24, 44, 64 4, 24, 44, 64

NAND 8, 48, 88, 128 4, 24, 44, 64
NOR 4, 24, 44, 64 8, 48, 88, 128
XOR 8, 48, 88, 128 8, 48, 88, 128

Accurate measurement of latency in individual logic gates
is essential. This study evaluates delay in output transition
compared to input transition(s), which was measured for both
rise and fall transitions according to equation 1.

delay = t(Vout = 0.5Vdd)− t(Vin = 0.5Vdd) (1)

Output rising and falling times are also measured, repre-
senting the time for the output voltage to rise/fall from 0.1Vdd

to 0.9Vdd.

Logic cell power consumption comprises static (leakage)
and dynamic power. Leakage power arises from cell leakage
current in a static state, defined as Pleak = IddVdd. Whereas
dynamic power includes switching power from load capacitor
(Cl) charging and short circuit power during pull-up and pull-
down network conduction. Total energy (Et) consumption per
transition is calculated, considering switching energy (Es)
and internal energy as shown in equation 2. In our case,
we considered that Vi= 0.1Vdd and Vf= 0.9Vdd whereas ti
corresponds to the time at which Vout= Vi and tf corresponds
to the time at which Vout= Vf .

Eint = Et−Es = Vdd|
∫ tf

ti

Idd dt |−|
∫ Vf

Vi

ClVout dvout | (2)

C. Logic Synthesis: from Standard Cell Library Characteriza-
tion to Synthesis Experiment

This study adopts the standard liberty file format for
standard cell library characterization. This hierarchical file
includes information on delay models, unit attributes, operating
conditions, and lookup tables (LUTs) for timing and power
consumption based on input slew and load capacitance. The
nonlinear delay model, incorporating input slew rate and load
capacitance, necessitates LUTs to store values for synthesis
optimization.

The liberty file details timing and power consumption at
the output pins of each cell. Matrices reflect values related
to output transitions affected by a single input transition,
considering the input’s effect on the output transition. A time
sensing parameter identifies how input transitions affect output
transitions, classified as negative unate, positive unate, or non
unate.

Fig. 9: Processing Element of a systolic array dedicated to MAC
operations

We chose to compare the number of cells, delay and
power performance of the VNWFET library generated, with
two technology libraries: a free 45nm pdk [35] and a 65nm
industrial library. We chose to retrain these library equivalent
logic cells (INV, NAND, NOR, XOR and D FLip-Flop) to
realize a fair comparison. Table II shows how many versions
of the same combinational cell is available for each technology
library.

TABLE II
Number of employed cells per logic function for each technology library

Library INV NAND NOR XOR
VNWFET 4 3 3 3

45nm CMOS 4 1 1 1
65nm CMOS 20 15 15 10

The targeted circuit used as benchmark is a Processing
Element (PE) within a Systolic Array accelerator designed for
matrix-to-matrix multiplication through Multiply and Accu-
mulate operations (MAC). Illustrated in Figure 9 is the PE
architecture, comprising a multiplier, an adder, and three D
flip-flops responsible for storing and synchronizing operands,
weights, and the accumulated result of the operation. Each
library is utilized to synthesize PE versions with data sizes
of 4, 8, 16, and 32 bits, aiming to assess the scalability of
VNWFET in comparison to traditional CMOS technology.

D. Preliminary results on VNWFET performance
The synthesis results reveal two primary aspects: logic op-

timization and power/timing trade-off. Concerning logic opti-
mization, Table III indicates that the VNWFET exhibits strong
performance in comparison to the 45nm library, potentially
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attributed to the broader selection of cells within the VNWFET
library. However, when compared to the 65nm library, the
VNWFET library still performs admirably despite having a
less optimal pool of cells. Although the cell count may not
explicitly indicate area performance, a reduced number of cells
inherently contributes to improved place and route solutions,
thereby limiting the overall footprint.

TABLE III
Number cells per circuit based on VNWFET and 45/65 nm CMOS technology
library

Circuit NVWFET 45nm CMOS 65nm CMOS
4-bits PE 230 530 221
8-bits PE 737 1674 705
16-bits PE 2553 5697 2321
32-bits PE 9395 20608 8492

The timing outcomes, as illustrated in Figure 10, indicate
that the VNWFET library exhibits commendable performance
compared to the 45nm CMOS library, particularly for smaller
circuits. However, the trend suggests that the advantage dimin-
ishes as circuits grow in size. Additionally, when compared to
the 65nm CMOS, which performs optimally, the disadvantage
becomes more pronounced. Nevertheless, the minimal timing
differences are promising in the context of these preliminary
results.

Fig. 10: VNWFET timing results vs 45/65 nm CMOS libraries

Fig. 11: VNWFET power consumption results vs 45/65 nm CMOS
libraries

An equal comparison is made for power consumption
results obtained. It is important to emphasize that these results
are derived from estimates obtained through the synthesis tool.
The power consumption estimates are illustrated in Figure
11.The VNWFET technology library exhibits lower power
consumption across each size version of the PE. The scaling
trend of VNWFET aligns with that of the CMOS libraries,

indicating that these results are likely to remain favorable at
higher integration rates.

To push further, the next step will be to add Ferroelectric
layer (see Section ÌII) to to VNFET to obtain VNFeFET.
We thus plan to have Non-Volatile Boolean gates [36] and
operators meaning that we can permanently store a given input
data (i.e., an operand) in order to reduce the data transfer and
obtain a hybrid approach between CIM and the classical von
Neumann paradigm

V. CIM USING RESISTIVE RADOM-ACCESS MEMORY

A. RRAM technology
RRAM devices function as storage elements where data

is stored in resistance states. The operational mechanism of
RRAM devices is centered around the reversible creation or
disruption of a Conductive Filament (CF) within a resistive
layer, leading to high and low resistance states. The structural
composition of RRAM devices is depicted in Figure 13. It
comprises of a metallic oxide that is sandwiched between a Top
Electrode (TE) and a Bottom Electrode (BE) as described in
the figure. The magnitude of the CF determines the resistance
state of the device, which, in turn, is dependent upon the
polarity of the applied supply voltage [37]–[41]. To elaborate,
when a sufficiently high positive voltage (exceeding the set
threshold voltage, Vset) is applied, bonds between ions break,
creating a conductive filament (CF) comprising vacancies
capable of conducting current. This amplifies the CF’s size,
corresponding to the low resistance state. Conversely, when a
negative voltage (below the reset threshold voltage, Vreset) is
applied, some ions migrate back into the oxide region, thereby
diminishing the CF’s size. Consequently, the device attains a
high resistance state. These RRAM devices are non-volatile
in nature, scalable, compact, with reduces access latency and
energy consumption as well as compatible with the CMOS
technology.

B. CIM architecture using bit-slicing
CIM architectures encounter a challenge in meeting the

high bit-precision requirements of neural network applications.
This is primarily because the bit capacity of RRAM devices is
typically insufficient compared to the bit size needed for neural
network weights. Additionally, achieving full-precision inputs
and outputs in neural networks necessitates the use of high-
resolution digital-to-analog converters (DACs) and analog-to-
digital converters (ADCs). However, these components are
costly in terms of both energy consumption and physical space,
significantly diminishing the hardware efficiency advantages
of CIM [42]–[44]. To address these issues, bit-slicing tech-
niques [8], [9], [45] are implemented within CIM architectures.

Fig. 12: RRAM technology.
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Fig. 13: RRAM-based CIM architecture with bit-slicing.

Fig. 14: Demonstration of non-zero Gmin error.

Bit-slicing involves breaking down the full-precision neural
network weights and inputs into smaller bit-size segments
known as slices, illustrated in Figure. For example, 2-bit
slices of an 8-bit weight are transformed into conductances
and assigned to distinct columns in the RRAM crossbar.
Simultaneously, 1-bit slices of a 16-bit input are converted
into voltages and distributed across different time steps, se-
quentially applied to the crossbar. Column currents resulting
from time-multiplexed voltage inputs are then converted to
digital values. Through shift-and-add operations across both
columns and time steps, the complete full-precision output is
obtained. Nevertheless, such architecture faces the issue of
finite conductance states (Non-zero Gmin error) as well as
conductance variations.

Non-Zero Gmin error: In Bit-slicing CIM architectures, a
zero weight-slice in the neural network is represented by
an RRAM device with non-zero conductance equal to the
minimum device conductance value (Gmin). In the digital
domain, multiplying any non-zero input with a zero weight
must result in a zero output. However, when it mapped to
CIM architecture (see Figure 14), a non-zero output current is
produced when a non-zero input in the form of a voltage is
applied to an RRAM with Gmin conductance. This is known
as non-zero Gmin error, which creates a functional mismatch
between digital output and CIM output resulting in erroneous
VMM operation and degraded neural network accuracy.

Conductance variations: The programmed conductance of a
RRAM deviates from its target value due to the stochastic
nature of oxygen vacancy creation/depletion and fabrication
imperfections like variable oxide thickness [18]. This phe-

Fig. 15: Overview of conventional and proposed bit-slicing schemes
[46].

nomenon is called conductance variation, shown in Fig. 3.
It leads to incorrect weight storage as RRAM conductance,
resulting in poor accuracy. In this paper, we improve the
accuracy of RRAM-based neural network architectures in the
presence of conductance variation.

C. Unbalanced bit-slicing scheme
A bit-slicing scheme consists of two fundamental compo-

nents: 1) bit-slicing logic which determines how the slices are
created, and 2) arithmetic which determines how the partial
outputs from sliced columns are combined. The balanced
bit-slicing (BBS) logic in state-of-the-art bit-slicing schemes
provides low sensing margin resulting in significant impact
of non-zero Gmin errors, while unsigned binary arithmetic in
these schemes leads to high accumulative non-zero Gmin error
on combining the partial outputs as shown in Figure 15.

We have proposed an unbalanced bit-slicing (UBS) scheme
in [47] which changes the way in which neural network
weights are mapped to bit-slicing CIM crossbar to mitigate
the impact of non-zero Gmin error. The proposed UBS scheme
provides high sensing margin for important bits (MSBs) by
using an RRAM with n-bit maximum capacity as an m-
bit memory-cell (slice) where m<n. This provides sufficient
sensing margin to the MSB column output and make them
immune to non-zero Gmin error as shown in Figure 16. This
suffices for good accuracy due to the robustness of neural
networks to minor computational fluctuations i.e. errors in
less important bits (LSBs). Moreover, use of 2’s complement
arithmetic in [47] leads to reduction in accumulative non-zero
Gmin error after combining the partial outputs due to weighted
subtraction as shown in Eq. 3a and Eq. 3b obtained using
8-bit weights with maximum 2 bits/RRAM as an example.
The conductance subscripts indicate binary slice value. The
digital outputs of the columns are denoted by Di, while the
accumulated digital outputs are indicated by Df . Di=Ti+Ei,
where Ti is the ideal output value and Ei the error due to
non-zero Gmin. Similarly, Df=Tf +Ef , where Tf is the ideal
accumulated output value and Ef the accumulated error due
to non-zero Gmin.

Ef = 64·E1 + 16·E2 + 4·E3 + E4 (3a)
Ef = (−128)·E1 + 64·E2 + 16·E3 + 4·E4 + E5 (3b)

Owing to the cumulative effect of high MSB sensing
margin and 2’s complement arithmetic on non-zero Gmin
error, unbalanced bit-slicing scheme achieves up to 8.8× and
1.8× classification accuracy compared to state-of-the-art CIM
architectures for single-bit memristors and two-bit memristors
respectively, at reasonable energy overheads arising due to
extra columns.
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Fig. 16: Impact of sensing margin on bit-slicing schemes.

D. Mapping-aware biased training methodology

Figure 17 shows a CIM-based multiply-accumulate opera-
tion, where Ierror is the error current in a single RRAM device
due to conductance variation. As small Ierror is desirable, the
preference order of states in Fig. 4 is: G00 (best), G01, G11,
G10 (worst). Despite having a higher variation percentage,
G00 and G01 are preferred over G11 and G10 as their small
mean values result in small Ierror. Hence, the preference order
of conductance states must be based on Ierror contribution
instead of the variation percentage.

The deployment of a neural network on CIM hardware for
inference involves two phases as shown in Figure 18: i) Train-
ing the neural network weights to obtain high classification
accuracy. ii) Mapping the trained weights to RRAM device
conductances for inference on CIM hardware. Conventional
training can result in the mapping of weights to conductance
states having a high variation impact (unfavorable states). This
can lead to low hardware accuracy despite high software ac-
curacy. A mapping-aware biased training, as proposed in [49],
restricts the neural network weights during training, so that
their post-training values directly get mapped to conductance
states having a low variation impact (favorable states). How-
ever, restricting too many weights hinders backpropagation and
leads to low software accuracy. This in turn results in low

Fig. 17: Favorable conductance states analysis for a 2-bit memristor
(four conductance states). The used conductance variation data is
obtained from [48].

Fig. 18: Overview of the conventional and proposed biased training
methodologies

hardware accuracy, as it is upper bounded by software accu-
racy. Conversely, if too few weights are restricted, the hardware
accuracy will be poor as many RRAM devices can get mapped
to unfavorable states. Hence, our proposed mapping-aware
biased training only restricts the important weights. This leads
to high software accuracy due to the adaptability of non-
important weights and also provides high hardware accuracy
as important weights get mapped to favorable RRAM states.

We first train the neural network in a standard (hardware-
unaware) manner. These weights are used as initial weights for
mapping-aware biased training for faster convergence. We then
determine a favorability constraint on the weights to ensure
the mapping of desired weight bits to favorable conductance
states. It depends on RRAM device bit capacity and CIM
mapping scheme details like fixed-point format, underlying
CIM architecture, etc. For example, consider 2-bit RRAM
devices (slices), 8-bit fixed-point weights (6-bit fraction), and
CIM architecture in [9]. The mapping scheme first converts
trained weights to 2’s complement fixed-point format. It then
shifts the 2’s complement weight range by 27 to overcome the
difficulty in isolating the sign contribution from a multi-bit
slice [9]. Figure 19 then shows the favorability constraint to
map the most significant 2-bit slice to favorable states (G00,
G01, and G10) for this example. We now perform a new epoch
of backpropagation using training data and then determine

Fig. 19: Illustration of favorability constraint derivation for mapping
MSB slice of 8-bit weight to favorable conductance states in a 2-bit
RRAM device
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which weights are important for high hardware accuracy.
In CIM hardware design for the same network, instead of
individual weights, some crossbar columns (groups of weights)
are more important than others for high hardware accuracy.
Weights in these columns are restricted as per the favorability
constraint and test accuracy is evaluated. This process is
repeated for a given number of biased training epochs and
weights with the best post restriction test accuracy are mapped
to CIM hardware. The proposed biased training achieves up
to 2.4× hardware accuracy and up to 2.4× correct operations
per unit energy compared to the conventional training, without
incurring any hardware overhead. Such high accuracy and
energy efficiency can facilitate the deployment of CIM-based
neural networks for edge-AI.

VI. CONCLUSIONS

Deep neural networks demand a lot of computation ef-
ficiency, and the existing hardware is not suitable as they
have separated processor units and memory units that can
impose significant latency and bandwidth constraints, limiting
the overall speed and effectiveness of deep neural network
computations. Computation-in-memory has the potential to
considerably enhance deep neural network efficiency by in-
tegrating processing and storage within the same module,
thereby reducing latency, minimizing data transfer bottlenecks.
In this paper, we have presented CIM architecture using three
emerging technologies. Initially, a CIM structure incorporating
Ferroelectric Field-Effect Transistors (FeFET) is introduced
to calculate the Hamming distance function using an analog
computing scheme. To test the error resiliency of the emerging
HDC algorithm, the errors from the unreliable hardware have
been modeled and injected into the inference step of HDC.
Following this, we investigated a CIM system employing
Vertical Nanowire Field-Effect Transistors (VNWFETs) within
a 3D computing framework, demonstrating enhanced energy
efficiency and reliability through CIM and approximate com-
puting. Furthermore, we have presented the improvement in the
precision of the Resistive Random Access Memories (RRAM)
based CIM architecture by implementing two mapping-based
solutions, namely the unbalanced bit-slicing scheme and the
mapping-aware biased training methodology. These findings
underscore the transformative potential of CIM architectures
in overcoming current hardware limitations and advancing the
capabilities of deep neural network computations.
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