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Pitch type classification based on pelvis and trunk IMU data
C. Bouwmeester, L. Gomaz MSc, B. van Trigt MSc, Dr. E. van der Graaff, Prof. dr. H.E.J. Veeger

Abstract—Classification of pitch types outside the laboratory
or game environment provide benefits in designing and outlining
training routines to reduce injury and improve performance.
Current classification approaches are based on vision-based
optical data, however these optical data is often not available in
training sessions. The aim of the current study is to use machine
learning algorithms to classify pitch types, i.e., fastball, change-
up and curveball, based on pelvis and trunk IMU data in training
sessions. A total of 406 successful pitches thrown by 19 pitchers
were used to classify pitch types. Three conditions were tested
and evaluated in a binary (fastball versus others) and multi-
class (fastball versus change-up versus curveball) classification
approach. Condition A included the direct output of the PitchPer-
fect software, whereas condition B included features normalized
by fastball characteristics. Condition C is a combination of both
condition A and B. The random forest algorithm demonstrated
the best predictions in both the binary and multi-class classifica-
tion approach based on the highest accuracy and F1 scores, i.e.,
the harmonic mean between sensitivity and precision. Therefore,
the random forest algorithm is the best fit for classifying pitch
types based on pelvis and trunk IMU data in training sessions.
In addition, the performance of the classification algorithm
improved when using a binary classification approach. There
were no relevant improvements when using additional features.
The random forest algorithm can directly be implemented in the
PitchPerfect application. Pitchers can use the pitch type data
to track and tune their performances, whereas coaches can use
the data to design match and training routines. Future research
should focus on larger datasets, i.e., more pitchers and pitches,
to pre-classify pitchers with similar pitching characteristics to
improve the classification algorithms.

Keywords: Supervised learning, Sports, Biomechanics, Off-
speed pitches

NOMENCLATURE

µFB Mean of the first five fastballs [ deg/s or ms ]
FN False Negatives [ - ]
FP False Positives [ - ]
Pelvis Pelvis angular velocity [ deg/s ]
Prop Ratio [ - ]
Sep Separation time [ ms ]
TN True Negatives [ - ]
TP True Positives [ - ]
Trunk Trunk angular velocity [ deg/s ]

I. INTRODUCTION

Technological advances have been commonly used in base-
ball. More pitchers and coaches use objective information to
improve their training and performance over the last decade.
Baseball pitchers in professional leagues have the oppor-
tunity to acquire in-game data with Pitchf/x (SportsVision
Inc.,Chicago, IL, USA). This information is, however, not
available in training environments.

One element of information is pitch types. The most fre-
quent pitch types are the fastball, change-up and curveball [1],
[2]. The fastball is the fastest and straightest pitch. The change-
up is thrown with the same motion as a fastball but with less
ball velocity. The curveball is designed to deceive the batter
with ball spin and movement away from the pitcher's arm
side. Major League Baseball provides an extensive explanation
of each pitch type [3]. A complicating factor in acquiring
pitch type data, i.e., knowing the pitch type that is thrown,
is that training sessions are often not recorded on video.
Pitch type data outside the laboratory or game environment
provide benefits in designing and outlining training routines
to reduce injury and improve performance. Another benefit is
that counting errors can be prevented as pitch type data can
be used to automatically count and register the thrown pitches
in training sessions.

The use of Inertial Measurements Units (IMUs) in baseball
is rising as it has the potential to be used outside the laboratory
[4]–[11]. IMUs often consist of a three-axis accelerometer
and gyroscope that measure linear accelerations and angular
velocities, respectively. Technological innovations such as
PitchPerfect (PitchPerfect, The Netherlands) use synchronized
IMUs to measure pelvis and trunk angular velocities, and tim-
ing between these peaks in training sessions. These segments
are measured because the trunk is the main force generator
of the kinetic chain due to the large segment mass [12],
[13]. Moreover, proper timing between rotation of the pelvis
and trunk is seen as a critical component to maximize the
contribution of each link of the kinetic chain [14], [15].

IMUs could be used not only to measure mechanics, but
also to determine pitch types. Kinematic parameters, such
as the magnitudes of the pelvis and trunk angular velocity,
significantly differ among pitch types [16]–[20]. The magni-
tudes of the pelvis and trunk angular velocity are the highest
when throwing a fastball [16]–[20] and the lowest when
throwing a change-up [16], [17], [19]. However, there are some
inconsistencies when comparing the change-up and curveball
as some studies did not find a significant difference [17], [18],
[20]. This suggests that the fastball is the most distinctive pitch
type and that a binary classification approach (fastball versus
other pitch types) will likely perform better than a multi-
class classification approach (fastball versus change-up versus
curveball).

The studies described above indicate that there are differ-
ences in pelvis and trunk angular velocities among pitch types.
However, there is still a gap regarding how these kinematic
parameters translate in practice when using IMUs in training
sessions. Only one study has classified pitch types based on
IMU data with a machine learning approach [11]. Although
this study gives a first impression of classifying pitch types
based on IMU data, the study used six IMUs located on the

1
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upper extremities and chest. Also, the study was based on a
small dataset. Other studies have focused on classifying pitch
types based on video-based optical data and ball behaviour
[21], [22]. The accuracy of the model improved when classify-
ing pitchers with similar ball characteristics of the fastball, i.e.,
relative speed, spin rate, vertical and horizontal break distance,
prior to the classification of the pitch types [22]. This suggests
that taking fastball characteristics into account might improve
the accuracy of the used machine learning algorithms.

The aim of the current study is to use machine learning
algorithms to classify pitch types, i.e., fastball, change-up and
curveball, based on pelvis and trunk IMU data in training
sessions. It was hypothesized that adding more features that
take fastball characteristics into account and by using a binary
classification approach results in a better performance of the
machine learning algorithm.

II. METHODS

A. Participants

Data were collected from 24 baseball pitchers. To be in-
cluded in the current study, pitchers had to be pain- and injury-
free at the moment of measurements. Pitchers throwing higher
than the thresholds for pelvis and trunk angular velocities set
by PitchPerfect were included. A total of 19 pitchers (mean
± SD; age: 19.1± 3.89 years, experience: 8.1± 3.95 years,
height: 181.3±11.35 cm, weight: 75.2±17.8 kg, throwing
velocity: 98.9±9.99 mph) fit these criteria and were included
in the current study. The study protocol followed the guidelines
stated in the Declaration of Helsinki and was approved by
the Ethics Committee of the Technical University of Delft,
Netherlands (C201109130). Informed consent was signed by
the participants or leader of the team.

B. Procedures

The measurements were performed during the pitchers’
regular training at their own training facility. After performing
a regular warming-up, pitchers were instructed to throw pitch
types that they are familiar to throw in a game. The pitchers
followed their own training routine in accordance with their
coach with a minimum of 20 pitches. Pitchers threw from a
mound in the bullpen towards a catcher at the official distance
of 18.45 and 16.45 meter depending on their age. Sensors
were taped with Leukoplast FixoMull® stretch (BSN Medical
GmbH, Hamburg, Germany) on the processus Xiphoideus and
in the middle of the left and right posterior superior iliac spine
before starting the bullpen (Figure 1). As a thank you, the
pitchers received a summary of their mechanics during the
bullpen session (Appendix I).

C. Data collection

Peak pelvis and trunk angular velocity [in deg/s], and
separation time between both peaks [in ms] were registered
with the PitchPerfect sensors (PitchPerfect, The Netherlands).
The PitchPerfect sensors consist of a digital 3-axis gyroscope
measuring up to 2000 deg/s. The PitchPerfect software au-
tomatically calculates peak pelvis angular velocity (Pelvis),

Fig. 1: Placement of the sensors.

peak trunk angular velocity (Trunk) and separation time
(Sep) from the two IMUs. These parameters, also known as
features, were extracted from the database of PitchPerfect.
Pitch types were collected based on hand signal and agreement
of the pitch type between pitcher and catcher prior to the throw.
The ball velocity [in mph] was measured behind the pitcher
with a Pocket radar Ball coach, Model PR1000-BC (Pocket
Radar Inc., Santa Rosa, CA, USA) to check if ball velocity
significantly differs among pitch types, i.e., fastball is thrown
with highest ball velocity whereas curveball is thrown with
lowest ball velocity [7], [9], [17], [19], [23].

D. Data processing

Data were pre-processed and analysed with Rstudio (version
1.3.1093, Rstudio, PBC). As PitchPerfect has an integrated,
no additional filters were used to pre-process the data. Pitches
were included based on three inclusion criteria. First, the pitch
type should be a fastball, change-up or curveball. Second, the
ball should be able to be caught by the catcher. This means
that the ball could be a outside the striking zone, but the
catcher needs to be able to catch the ball. Third, Sep should
not be higher than 500 ms or lower than -500 ms. These limits
were based on the average rotation velocity profile where most
rotation velocity of the pelvis and thorax occurred between
300 and 800 ms [15]. The package Caret was used to create
the predictive models after pre-processing the data [24]. The
data were then used to train the supervised machine learning
algorithms (See II.F Classification approaches) and classify
the pitch types. The machine learning algorithm with the best
performance was used for comparison (See II.G Classification
methods).

E. Feature extraction

Besides the three features directly extracted from the Pitch-
Perfect database, i.e., Pelvis, Trunk and Sep, four other
features were calculated in order to investigate whether the
model improved when normalizing the features by fastball
characteristics. First, the ratio of pelvis and trunk angular
velocity, PropP elvis−T runk, was calculated to investigate
whether there was a relationship between trunk and pelvis
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angular velocities and pitch types (Eq. 1). Second, FBP elvis,
FBT runk and FBSep were calculated (Eq. 2-4, respectively).
These features were normalized by the mean of first five
fastballs (µFB).

PropT runkP elvis =
Trunk

Pelvis
(1)

FBP elvis =
Pelvis

µFBP elvis
∗ 100% (2)

FBT runk =
Trunk

µFBT runk
∗ 100% (3)

FBSep =
Sep

µFBSep
∗ 100% (4)

All continuous features were scaled and centred [24]. An
overview of the used features is shown in Table I.

TABLE I: Included features for pitch type classification.

Features Definitions and measurements Condition

Pelvis (deg/s) Peak angular velocity of the pelvis.
Directly given in PitchPerfect App A, C

Trunk (deg/s) Peak angular velocity of the trunk.
Directly given in PitchPerfect App. A, C

Sep (ms) Separation time between both peaks.
Directly given in PitchPerfect App. A, C

PropP elvis−T runk
Ratio between trunk and pelvis.
Calculated with Trunk and Pelvis

B, C

FBP elvis
Pelvis normalized with the mean of
the first five fastballs. B, C

FBT runk
Trunk normalized with the mean of
the first five fastballs. B, C

FBSep
Sep normalized with the mean of
the first five fastballs. B, C

F. Classification approaches

A binary and multi-class classification approach was used
to establish if an algorithm can classify pitch types based on
pelvis and trunk IMU data. The binary classification approach
classified the pitches in either a fastball or others, whereas the
multi-class classification classified the pitches in a fastball,
change-up or curveball.

The binary and multi-class classification approach both
evaluated three conditions. The first condition, condition
A, investigated whether features directly extracted from the
PitchPerfect database were sufficient to classify pitch types.
Condition A included Pelvis, Trunk and Sep. Condition
B investigated whether the normalized features were suffi-
cient to classify pitch types and included PropP elvis−T runk,
FBP elvis, FBT runk and FBSep. The last condition, condi-
tion C, investigated whether the models improved when taking
all the features into account. An overview of the classification
approaches is shown in Figure 2.

Fig. 2: The evaluated approaches. Left. Binary classification
approach. Right. Multi-class classification approach. ML =
Machine learning algorithms, Condition A includes Pelvis,
Trunk and Sep. Condition B includes PropP elvis−T runk ,
FBP elvis, FBT runk and FBSep. Condition C includes both
condition A and B.

G. Classification methods

The current study utilized several widely used classifiers to
classify pitch types. The most widely used classifiers include,
but not limited to, Discriminant Analysis (DA), K-Nearest
Neighbours (K-NN), Decision Tree (DT), Random Forest (RF)
and Support Vector Machine (SVM) [25]. DA divides the
space into the number of classes and assigns the variable to a
class if the variable is in the region of the class [26]. K-NN
assumes that similar things are close together. It calculates the
distances between K points and the variable and assigns the
variable to the class with the most frequent label [27]. DT
creates a training model that can be used to predict the class
of the variable by learning simple decision rules from training
data [28]. RF builds decision trees on random samples and
assigns the variable to the most frequent label [29]. SVM tries
to find an optimal hyperplane that separates the classes with
a minimum margin [30]. Included algorithms are explained
in more detail in Appendix II. The models were generated
using repeated K-fold cross-validation (repeated CV) with
three times repetition and 10 folds to train the classifiers. All
algorithms were used in both the binary as well as the multi-
class classification approach.

H. Evaluation of Classification

The confusion matrix provides a summary of the prediction
results of a classification algorithm. In this matrix, the number
of correct and incorrect predictions are summarized with count
values and broken down by each class. An example of a
confusion matrix is shown in Table II.

TABLE II: Example Confusion Matrix.

TP = True positives, FP = False positives, FN = False negatives, TP =
True positives.

The output True Positive (TP ) represents the number of
positives classified accurately, where True Negative (TN )
represents the number of negatives classified correctly. False
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Positive (FP ) shows the number of negatives that are pre-
dicted as positives, whereas False Negatives (FN ) shows the
number of positives that are predicted as negatives.

Accuracy, Sensitively and Precision were calculated from
the confusion matrix (Eq. 5-7). These metrics were calculated
to compare the performance of each model. Accuracy de-
scribes the fraction the model predicts right. Sensitivity defines
the proportion e.g., fastballs, that are correctly identified
as fastballs. Precision describes the proportion of predicted
fastballs that actually are fastballs.

Accuracy =
TP + TN

Totalsample
(5)

Sensitivity =
TP

TP + FN
(6)

Precision =
TP

TP + FP
(7)

The current study used both a binary and multi-class classi-
fication approach. As the number of pitches within the multi-
class classification is imbalanced (ratio of fastball to change-up
and curveball is 2:1:1), the F1 score was calculated to evaluate
and compare the models. The F1 score is calculated based
on the precision and sensitivity score and is able to handle
imbalance data. The F1 score is the harmonic mean of the
sensitivity and precision (Eq. 8).

F1 =
2 ∗ Precision ∗ Sensitivity
Precision+ Sensitivity

(8)

In the multi-class classification, the macro-specificity and
macro-precision were calculated. The macro-specificity and
macro-precision were calculated as the mean of the specificity
and precision of every class separately. The machine learning
algorithm with the highest accuracy and F1-score was used
for comparison between the conditions and approaches.

III. RESULTS

Twenty-four pitchers threw 763 pitches in total. The pitchers
and pitches that did not match the inclusion criteria stated in
the method section were excluded. A total of 406 successful
pitches thrown by 19 pitchers were included in the current
study1. Descriptive statistics are presented in Table III.

TABLE III: Descriptive statistics of the included pitches.

Feature
Fastball
(n = 213)

Change-up
(n = 94)

Curveball
(n = 97)

Total
(n = 404)

Mean SD Mean SD Mean SD Mean SD

Trunk (◦/s) 748 236 832 276 809 244 782 250
Pelvis (◦/s) 725 132 708 128 679 109 710 127
Separation (ms) 24.1 138 61.8 148 59.0 104 41.2 134

Figure 3 shows the ball velocity. One-way ANOVA showed
significant differences in ball velocity among pitch types (F(2)
= 83.07, p <.001). A post hoc Tukey test showed that every

1This number was lower than planned and maybe too low for this study.
Due to Covid restrictions, it was however not possible to obtain more data
within the time available for this thesis

pitch type significantly differed from the other two groups.
The pelvis and trunk angular velocity, and separation time for
every pitch are shown in Appendix III.

Fig. 3: Ball velocity per pitch type. CH = Change-up, CU =
Curveball, FB = Fastball.

A. Binary classification approach

The four evaluation scores from the three best performing
algorithms of every condition are shown in Figure 4.

In all conditions, the random forest (RF) algorithm demon-
strated the highest evaluation scores (Condition A: Accuracy
= .70, Precision = .72, Sensitivity = .71, F1 score = .71;
Condition B: Accuracy = .69, Precision = .71, Sensitivity =
.73, F1 score = .71; Condition C: Accuracy = .72, Precision
= .73, Sensitivity = .75, F1 score = .74). Accuracy scores
for RF were 10.9% and 12.8% in condition A, 4.60% and
9.11% in condition B and 12.3% and 15.8% in condition C
higher compared to KNN and SvmRad, respectively. F1 scores
for RF were 10.8% and 10.1% in condition A, 5.93% and
7.64% in condition B and 12.5% and 18.2% in condition C
higher compared to KNN and SvmRad, respectively. Based
on the highest evaluation scores, RF was selected as the best
fit for the binary classification approach. The corresponding
confusion matrices are shown in Table IV.

TABLE IV: Confusion matrices of RF in condition A, B and
C in the binary classification approach.

FB = Fastball, Other = Change-up and Curveball. Condition A includes
Pelvis, Trunk and Sep. Condition B includes PropP elvis−T runk ,
FBP elvis, FBT runk and FBSep. Condition C includes both condi-
tion A and B.

B. Multi-class classification approach

The four evaluation scores from the two best performing
algorithms of every condition are shown in Figure 4.
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Fig. 4: Evaluation scores. Left. Binary classification. Right. Multi-class classification. KNN = K-nearest Neighbours, RF =
Random Forest, SvmRad = Support Vector Machine, RDA = Discriminant Analysis, RPart = Decision trees. Condition A
includes Pelvis, Trunk and Sep. Condition B includes PropP elvis−T runk , FBP elvis, FBT runk and FBSep. Condition
C includes both condition A and B.

RF demonstrated the highest evaluation scores in condition
A (Accuracy = .56, Precision = .48, Sensitivity = .48, F1 =
.50), condition B (Accuracy = .56, Precision = 0.49, Sensitivity
= .47, F1 = .47) and condition C (Accuracy = .60, Precision
= .54, Sensitivity = 0.51, F1 = .52). Accuracy scores for RF
were 5.72%, 5.32% and 8.30% in condition A, 3.52%, 8.82%
and 10.7% in condition B, and 14.0%, 14.1% and 10.4%
in condition C higher compared to KNN, RDA and RPart,
respectively. F1 scores for RF were 9.18%, NaN, 29.5% in
condition A, 0.13%, 31.1% and 22.1% in condition B, and
14.1%, 29.3% and 14.8% in condition C higher compared
to KNN, RDA and RPart, respectively. Based on the highest
accuracy and F1 score, RF was selected as the best fit for
the multi-class classification approach. Table V shows the
corresponding confusion matrices.

TABLE V: Confusion matrices of RF in condition A, B and
C in the multi-class classification approach.

FB = Fastball, Other = Change-up and Curveball. Condition A includes
Pelvis, Trunk and Sep. Condition B includes PropP elvis−T runk ,
FBP elvis, FBT runk and FBSep. Condition C includes both condi-
tion A and B.

IV. DISCUSSION

The aim of the current study was to use a machine learning
algorithm to classify pitch types based on pelvis and trunk
IMU data in training sessions. We demonstrated that the
random forest (RF) is the best classification algorithm with
a maximum accuracy of .72 and .60 and maximum F1 score
of .74 and .52 in the binary and multi-class classification,
respectively. Evaluation scores were between .12 and .24
higher when using a binary classification approach compared
to a multi-class classification approach. Minor differences
were seen when comparing condition A, B and C in both
the binary as well as the multi-class classification approach,
suggesting adding more features had almost no effect on the
performance of the machine learning algorithms.

RF demonstrated to be the best fit for this specific classifi-
cation problem. RF consists of various decision tree classifiers
and uses randomly picked data to establish a different decision
tree. RF then averages these decision trees to create a predic-
tion. The improved performance of RF compared to the other
algorithms might be explained by the nature of the current
data. As can be seen in Appendix III, there is between-subject
variability in pelvis and trunk angular velocity, and separation
time. Therefore, there might not be a uniform solution to
classify the pitch types. RF is based on ensemble learning,
i.e., use of multiple learning algorithms, whereas the other
algorithms are based on only one learning algorithm.

Descriptive statistics showed, surprisingly, that throwing a
fastball resulted in the lowest trunk angular velocity compared
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to throwing a change-up or curveball. The pitchers had the
highest trunk angular velocity when throwing the change-up.
This contrasts with other research that have demonstrated that
trunk angular velocity was the highest when throwing a fastball
and the lowest when throwing a curveball [16]–[20]. Another
interesting observation were the low values for all trunk
angular velocities. The differences in trunk angular velocity
were between 347-472 deg/s, 148-288 deg/s and 222-351 deg/s
for the fastball, change-up and curveball, respectively [16]–
[20]. Younger pitchers (12.5 ± 1.7 years) still had a mean
trunk angular velocity between 979 and 1097 deg/s for every
pitch type [16]. The differences between previous studies and
the current study cannot be explained by age or level. However,
the previous studies have measured the angular velocities from
marker-based optical systems and in a laboratory setting. As
PitchPerfect is designed to cope with practical issues in real-
life situations, such as hitting the sensors, the filter is adjusted
accordingly. Therefore, the differences between the obtained
angular velocities of the current study and the previous studies
might be device-specific.

Previous research has demonstrated that pitchers had the
highest trunk and pelvis angular velocities when throwing
the fastball compared to the other pitch types [16]–[20].
However, those studies were not consistent when comparing
the angular velocities when throwing a change-up compared
to a curveball. This is supported by the current results as there
is an improvement in evaluation scores when using the binary
classification approach compared to multi-class classification
approach. Based on the improved performance when using
the binary classification approach, it can be suggested that
the algorithm has the most problems to classify curveballs
and change-ups. The confusion matrices of the multi-class
classification showed contradicting results. The number of
predicted fastballs when the actual class was curveball or
change-up was higher compared to the number of curveballs
or change-ups when the actual class was a change-up or
curveball, respectively. This suggests that the currently used
algorithm has the most problems classifying fastballs.

Results of the current study demonstrated that there were
some minor differences among the three conditions in both
approaches. It is often assumed that using more features
also means higher accuracy scores as there are more factors
that could discriminate between the classes. Condition C
included more features, but only a minor improvement was
seen compared to the other conditions. Therefore, condition
A is the most preferable as it includes only a few features
and the features are directly extracted from the PitchPerfect
software. Consequently, condition A is computationally less
taxing compared to condition C and, therefore, easier to use
in practice.

The current study used a small dataset because of the
Covid restrictions. Small datasets are more prone to overfitting
compared to larger datasets [31]. Cross-validation was used to
overcome this problem, however, there might still be overfit-
ting of the model. A larger dataset, i.e., more pitchers, would
also provide a better representation of more combinations and
variance of the features. Consequently, the model is able to
learn better and classify future pitches with higher accuracy

and/or F1 score. A larger dataset, i.e., more pitchers and
more pitches, could also be used to take individual pitching
characteristics into account. The current study tried to equalize
pitchers by normalizing features by the mean of the fastballs.
However, another way of equalizing pitchers and taking in-
dividual pitching characteristics into account would be to use
pre-classification based on fastball characteristics [22]. As they
tried to classify pitchers based on ball kinematics, the same
can be done for trunk angular velocity. For example, pitchers
with a relatively high trunk angular velocity could be classified
into one group, whereas another group represents pitchers with
a relatively low trunk angular velocity. Future research should
therefore focus on pre-classifying pitchers based on pitching
characteristics of the trunk angular velocity.

Another practical implication due to the Covid restrictions
was that the current study made the assumption that age
is not a confounder of the relationship between the angular
velocities and pitch types. Previous research has demonstrated
that pitching mechanics when throwing a fastball did not
significantly differ with level [32]. In addition, the same
pattern, i.e., angular velocity of the pelvis and trunk were the
highest when throwing a fastball and the lowest when throwing
a change-up, occurred at all levels of play. They also found that
there were no significant interactions between pitch type and
competition level [20]. Therefore, we have made the decision
to include all pitchers without any age restrictions.

An alternative route to classify pitch types is to train
classifiers for every pitcher individual. As stated previously,
there seems to be between-subject variability in the collected
data. Therefore, classifying pitch types for individual pitchers
might seem like a promising alternative. However, pitchers
show within-subject variability when investigating the vari-
ability of kinematic sequences [33]. They found that 10% of
the pitchers performed only one kinematic sequence pattern,
whereas 50% performed two types of kinematic sequence
patterns. Therefore, the currently used route seems to be the
best and computationally less taxing approach to classify pitch
types.

We have made objective information available in training
sessions and have demonstrated that RF is able to classify
pitch types in PitchPerfect. Pitchers can use the classification
algorithm in the PitchPerfect application to track their perfor-
mance in training(-sessions) and use the information to tune
their pitching mechanics. Coaches can use the classification to
compare pitch count and pitch mechanics between pitchers and
decide the pitcher order or maximum number of innings for
every pitcher in matches. Pitchers and coaches can now design
and outline training sessions and matches more efficient and
pitchers are able to take control of their own mechanics and
improvements. Standalone or together with other technological
innovations focusing on the ball kinematics, such as Rapsodo
pitching 2.0 (© Rapsodo LLC), pitchers are now able to
understand their own pitching mechanics in relation to ball
kinematics for every pitch type and act accordingly.

V. CONCLUSION

The random forest algorithm is the best machine learning
algorithm to classify pitch types, i.e., fastballs, change-ups
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and curveballs, based on pelvis and trunk IMU data with a
reasonable accuracy. Adding additional features besides the
three outcome parameters of PitchPerfect, pelvis and trunk
angular velocity, and separation time, had almost no effect on
the performance of the algorithms. The evaluation scores were
better when using a binary classification (fastball vs others)
compared to a multi-class classification (fastball vs change-up
vs curveball) approach. The random forest algorithm can be
implemented in PitchPerfect application where pitchers and
coaches could use the classification for designing training
and match routines. Future research should focus on larger
datasets, i.e., more pitchers and pitches, to pre-classify pitchers
with similar pitching characteristics in order to improve the
classification algorithms.
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Total Pitch Count Bullpen: Pitch Count per Pitch

Timeline

@PitchPerfectBaseballwww.pitchperfect-baseball.com
info@pitchperfect-baseball.com

Pitch Count

Name: 
Date: 
Team: 

Appendix I. Feedback report
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E�ciency

Consistency

Seperation time: Good timing between upper and lower body is essential to transport energy 
                                  through the body and results in reliable and consistent pitching. Good timing
                                  between the hips and trunk is between 5-50 ms. 

Name: 
Date: 
Team: 

             CH	             FB          	             CU		           	                        



10 

 

 

 

Appendix II. Machine learning algorithms 

Table VI. Included machine learning algorithms in Caret 

Name Caret function Tuning parameters*  Figure 

K-Nearest Neighbours knn k 

 
Naïve Bayes nb fL, usekernel, adjust 

 
Random Forest rf mtry 

 
Classification and 
regression trees (CART) 

rpart cp 

 
discriminant analysis rda Gamma, lambda 

 
Support vector 
machines 

   

Linear svmLinear C 

 
Radial svmRadial Sigma, C 

 
* Tuning parameters were set at default.  
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Appendix III. Included pitches 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure V. Trunk and pelvis angular velocity, and separation time. FB = Fastball, CH = Change-up, CU = Curveball.  


