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Abstract 
 

There is an increased need for modelling the Dutch overburden to improve the prediction of 

earthquakes and subsidence due to the extraction of hydrocarbons. Depending on the surface 

location, the subsidence model of the NAM can under or over predict the amount of subsidence by 4 

to 5 cm. This is around 15 % of the current maximum subsidence of 30 cm. The underlying assumption 

of the NAM subsidence model is that the reservoir, and the overburden above it, behave the same 

and thus have the same elastic parameters. The purpose of this research is to obtain a better 

understanding of the role overburden heterogeneities play in man induced subsidence. The main 

research question is: To what extent do overburden heterogeneities affect subsidence caused by 

reservoir depletion? Followed by the hypothesis: The heterogeneities of the overburden affect 

subsidence and should therefore be incorporated. 

The results show that modelling the overburden as multi-layered, rather than as one homogeneous 

layer, leads to a difference of 0.75 cm. This is greater than the measurement error of the InSAR data, 

which is used to determine the subsidence of the Groningen field, and is significant when compared 

to the current discrepancy of 4 to 5 cm. Elastic parameters have been calculated from acoustic well 

data for geological units around the Groningen area. The calculated values differ from the values used 

by the NAM. When the calculated values are used for the Upper North Sea and Lower North Sea 

groups, the difference with the reference model is up to 2 cm for a reservoir radius of 3 km and 0.87 

cm for a Groningen scale reservoir. The results suggest that the heterogeneities of the overburden 

affect subsidence significantly enough to warrant further investigation. Due to the fact that the 

obtained results are for horizontal layers, there is much potential for more complex overburden 

geology e.g. salt structures and non-horizontal layers. 
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1 
Introduction 

 

This report was written as part of completing the thesis for the master’s degree in Applied Earth 

Sciences at Delft University of Technology. The main research question of this report is: To what extent 

do overburden heterogeneities affect subsidence caused by reservoir depletion? 

Man induced subsidence is a global problem and caused by the extraction of a resource, for instance 

oil or water, and then the sinking of the ground above this resource (Doornhof et al., 2006). The 

pressure depletion in the subsurface leads to compaction of the reservoir which in turn causes 

subsidence (Figure 1). Some notable examples are Groningen in the Netherlands (gas), Ekofisk in the 

North Sea (oil) and Venice in Italy (water and gas) (Keszthelyi et al., 2016; Gambolati et al., 2006; 

Gambolati et al., 1991). The maximum predicted subsidence for the Groningen field is 50 cm (NAM, 

2016) which is less than the 9 m in Wilmington California (www-1). However, a large portion of the 

Groningen area is below sea level and protected by dikes (Nagel, 2001) which means that the 

subsidence poses considerable risk to the surrounding area. Production of the gas has a profound 

effect on the lives of inhabitants in the region. Earthquakes and subsidence cause damage to property 

and living quality, which cause much anger with the local population (www-2). This pressure has 

forced the Dutch government to reduce production to 21.6 billion cubic metres from 24 per year from 

the 1st of October 2017 (www-3). This change means that revenues to the state will be reduced by 

around 300 million euros on a per year basis. Due to these constraints, there has been a strong decline 

in gas production from the Groningen field as the new production level is less than half of the level in 

production year 2012-2013 which was 53 billion cubic metres (www-4). 

 

1.1 Subsidence Modelling 
 
The exact relationship between earthquakes/subsidence and damage to properties is not known. A 

report on the causes of damage to property will be published in the spring of 2018 (www-5) and should 

be used once it becomes available as it would allow a researcher to set clear benchmarks for 

modelling, e.g. what amount of subsidence causes damage. The negative effects of gas extraction from 

the Groningen field have led to an increased interest in accurately modelling the overburden to better 

predict earthquakes (Kruiver et al., 2017). If the report concludes that subsidence is a major 

contributor to damage then it needs to be modelled accurately. Appendix A shows the subsidence 

modelling error for the year 2013 of the Groningen field. Depending on the location, it can be seen 

that the model underestimates the subsidence by about 5 cm and overestimates by around 4 cm 

(NAM, 2016). Hence there is room for improvement as the predicted subsidence for the present day 

is around 30 m, meaning that the error is above 10 %. The way the overburden, material above the 

reservoir, is modelled could account for this. 



 

2 
 

There are currently multiple ways of determining subsidence. For the oil and gas industry the 

preferred methods are: using a linear approach, for instance a variant of Geertsma’s (1973) solution, 

or coupled models that link the stresses with fluid flow. In the Netherlands the Nederlandse Aardolie 

Maatschappij or NAM (Dutch Oil Company) and TNO conduct a lot of research on subsidence (NAM, 

2013; NAM, 2016; van Thienen-Visser et al., 2015). Their research is particularly aimed at predicting 

subsidence and seismicity for the large Groningen field. There are published models that at least 

incorporate more than one layer of rock material (Fokker, 2006) and (Mehrabian and Abouseleiman, 

2015) as for some models it is the case that the reservoir and surrounding material are assumed to 

behave the same. 

 

1.2 Research Objectives 
 
The first purpose of this thesis is to study the effect of the overburden on subsidence. This effect 

comes on top of the effect of the depleting reservoir. Overburden heterogeneities, in the context of 

this thesis, are horizontal layers with varying elastic properties. The main research question is:  

 To what extent do overburden heterogeneities affect subsidence caused by reservoir 

depletion? 

 From a practical point of view, this is then followed by: Can variations in elastic properties of 

the overburden be ignored for subsidence modelling? 

 The hypothesis is: The heterogeneities of the overburden affect subsidence and should 

therefore be incorporated.  

A second purpose of this thesis is to acquire more knowledge on the Dutch subsurface in terms of 

elastic parameters such as the Young’s modulus and Poisson’s ratio. These two parameters form the 

foundations of linear elastic modelling, which is a popular type of modelling in finite element 

programs. Data of these elastic parameters appears to be limited for the Dutch overburden and the 

values used by the NAM do not give an uncertainty estimate. Considering how fundamental these 

parameters are in finite element subsidence modelling, it makes sense to attempt to get a hold on this 

issue. The public data bank NLOG is used to obtain wireline log data to determine these parameters 

and a comparison will be made to existing literature. The gamma ray and neutron porosity logs will be 

used to discern possible lithological trends within the elastic parameters. The two research questions 

for well data are then as follows: 

 How do the literature values of elastic parameters compare to those determined in this thesis? 

 Can lithological links within the elastic parameters be discerned through the use of the gamma 

ray and neutron porosity logs? 
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Figure 1: The main research issue is the relationship between subsidence and the overburden (left) in the context of 
horizontal layers. Ultimately one would like to know what the response of a more complicated geological scenario would be 
(right). 

The general approach and lay out of this report can be seen in Figure 2. Chapter 2 deals with the 

existing theory forming the basis of this thesis. It describes basic geomechanics and the Geertsma 

(1973) subsidence model. It also provides information on existing literature for the Dutch subsurface. 

The method, results and discussion of the well analysis are shown in chapter 3. Chapter 4 has the same 

structure, but focusses on the finite element program Plaxis that has been used for subsidence 

modelling. This chapter is intended to show how sensitive the modelled subsidence is to variations in 

rock properties of the overburden. Finally, the two research approaches are brought together in 

chapter 5, where subsidence research questions are answered. Conclusions and recommendations 

are given in chapter 6. 

 

 

Figure 2: Approach of this thesis. The theory underpins the obtaining of elastic parameter from the well data (chapter 3), the 
subsidence modelling in Plaxis (chapter 4) which are then combined for more practical cases based on the Groningen geology 
(chapter 5). 
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2 
Theory 

 

This chapter discusses the underlying physics of linear elasticity and subsidence whilst also addressing 

the publically available knowledge of the Dutch subsurface. The first part (2.1) will focus on 

geomechanics, particularly linear elastic and perfectly plastic behaviour that forms the basis of the 

experiments in this thesis. The second part (2.2) deals with subsidence models developed by Geertsma 

(1973) and Geertsma and van Opstal (1973) which are used as a reference. In the third part (2.3) the 

current knowledge of the Dutch subsurface is introduced which is compared with the obtained results 

in chapter 3. 

 

2.1 Geomechanics 
 
It is essential to be able to mathematically describe materials in order to model them. Rocks, whether 

at the surface or in the subsurface, are subjected to forces that can temporarily or permanently 

deformed by these. When a material such as a rock is subjected to a force, it has an ability to resist 

and even recover from deformation (Fjaer et al., 2008). One can imagine a person trying to crush a 

rock with his or her bare hands. In most cases the person in question will be left with sore skin, 

wounded pride and nothing else to show for. Hence showing said rock’s ability to resist the 

implemented force. A material’s capability to withstand and recover from a force is called elasticity 

and the foundations for the theory of elasticity are stress and strain. These concepts are discussed in 

this chapter. The purpose of this chapter is to help someone who has little or no experience with 

elasticity, to understand the concepts terminology that are discussed further in this thesis. 

Section 2.1.1 discusses forces and stresses which cause elastic behaviour. The concept of strain is 

explained in section 2.1.2 and information on so-called elastic moduli can be found in section 2.1.3. 

Section 2.1.4 describes linear elastic and perfectly plastic behaviour which are two popular ways of 

material modelling. Finally elastic moduli can be determined from certain types of acoustic waves and 

this is discussed in section 2.1.5.  

 

2.1.1 Forces and Stresses 
 
An example is shown (Figure 3) to illustrate the concept of forces and stresses. A weight is laying on 

top of a pillar. For the purpose of this example we will neglect the mass of the pillar. This weight 

creates a force that acts on and through the pillar. The cross section, or area, at level 𝑎) is 𝐴 and with 

an acting force 𝐹 this leads to a following stress 𝜎 which is defined below (Fjaer et al., 2008). 
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𝜎 =
𝐹

𝐴
     (2.1) 

It is evident from eq. (2.1) that the larger the area 𝐴 is, the smaller the stress is and vice versa. The 

stress at 𝑎) will be smaller than at 𝑏), hence different parts of the column will undergo different 

stresses. 

 

Figure 3: Example of a constant force and varying stresses. After Fjaer (2008). 

To define the stress at a point 𝑃 one can divide a cross-section into small sub areas ∆𝐴. The same can 

be done for the force 𝐹 which can also be subdivided into smaller sub forces ∆𝐹. The stress on sub 

area ∆𝐴𝑖 becomes ∆𝐹𝑖/∆𝐴𝑖. Point 𝑃 (Figure 4) can be considered to be infinitesimally small and thus 

the stress on this point is ∆𝐹𝑖/∆𝐴𝑖 to the limit of zero, giving: 

𝜎𝑃 = lim
∆𝐴𝑖→0

∆𝐹𝑖

∆𝐴𝑖
     (2.2) 

Eq. 2.2 defines the local stress at a point 𝑃 within a larger cross-section where the average stress at 

the cross-section is described by Eq. 2.1. 

 

Figure 4: The local stress at a point P. After Fjaer (2008). 
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Figure 5: Normal and shear forces. After Fjaer (2008). 

One also needs to take the orientation of the force acting on a cross-section into account. If one were 

to take cross-section 𝐴′′ in Figure 3 then the acting force can be decomposed into two separate forces 

(Figure 5). There is one force acting normal to the cross-section 𝐹𝑛 and one acting parallel to the cross-

section 𝐹𝑝. The so-called normal stress is given by (Fjaer et al., 2008): 

𝜎𝑛 =
𝐹𝑛

𝐴′′    (2.3) 

and the shear stress by: 

𝜏 = 𝜎𝑠 =
𝐹𝑠

𝐴′′    (2.4) 

Both forces depend on the orientation of the plane and it is clear that if for instance the plane were 

to be vertical that the normal stress becomes zero. For this thesis the normal stresses are of most 

interest. 

 

2.1.2 Strain 
 
To give an example of strain, consider Figure 6 where an object has been deformed by a force. Due to 

this, a particle at point (𝑥, 𝑦, 𝑧) is moved to point (𝑥′, 𝑦′, 𝑧′). The change in 𝑥-direction can be denoted 

by 𝑢, the change in 𝑦-direction by 𝑣 and change in 𝑧-direction by 𝑤. These new constants are called 

displacements. After this the new position of the particle can be described by the following equations: 

𝑥′ = 𝑥 − 𝑢     (2.5) 

𝑦′ = 𝑦 − 𝑣     (2.6) 

𝑧′ = 𝑧 − 𝑤     (2.7) 
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Figure 6: Example of a material (left) that has undergone deformation (right) and the location of a particle or point within 
this material. After Fjaer (2008). 

In a case where the all the displacement constants are equal, the object has undergone translation. 

As an example where a cube is pushed across a table. The cube itself has not changed shape, it has 

simply moved to somewhere else. A different example is rotation where the example cube simply 

rotates around an axis. If a new position of a particle cannot be reconstructed from the old via rotation 

or translation, the particle is said to have undergone strain (Fjaer et al., 2008). For a more detailed 

explanation, an interested reader is referred to chapter 1 of Fjaer (2008) and chapter 2 of (Fossen, 

2010). Figure 7 shows an example of a strained object. 

 

Figure 7: A sample undergoing deformation. With the left illustration showing the unaltered state. After Fjaer (2008). 

The amount of change in length between points 𝑂 and 𝑃 is called elongation and is defined as: 

𝑒 =  
𝐿−𝐿′

𝐿
=

∆𝐿

𝐿
     (2.8) 

 

2.1.3 Elastic Moduli 
 
The theory of linear elasticity describes the deformation behaviour of materials that show a linear 

relationship between applied stresses and the resulting strains. For rocks this is at best an 

approximation as the majority of rocks do not behave linearly (Fjaer et al., 2008). The Ekofisk field is a 

good example of this: when waterflooding was applied the previous subsidence was not recovered, 

hence the reservoir had undergone plastic deformation (Doornhof et al., 2006). In the case of linear 

behaviour the relationship between stress and strain can be described by Hooke’s law: 

𝑒𝑧 =
1

𝐸
𝜎𝑧     (2.9) 
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Where 𝐸 is the Young’s modulus which is one of multiple elastic moduli. The Young’s modulus 

describes the stiffness, or ability to withstand uniaxial stress. Assuming that a stress acting on a sample 

is compressive (Figure 8), then for most materials the sample will expand laterally. In Eq. 2.9 and Eq. 

2.10 vertical contraction of the sample is defined by a positive number, hence negative strain equates 

an increase of the sample size in that dimension. 

 

Figure 8: A sample undergoing deformation due to uniaxial stress. After Fjaer (2008). 

The ratio with which a material expands laterally when compressed longitudinally is called the 

Poisson’s ratio and is: 

𝜈 = −
𝑒𝑥

𝑒𝑧
     (2.10) 

Figure 9 shows an example of two materials. Cork has a Poisson’s ratio of almost 0 and rubber 0.5. 

These two materials can be seen as two extremes, but there are some materials that can have a 

negative Poisson’s ratio, i.e. they expand when they become more elongated (Fossen, 2010). 

Sandstones tend to have a value between 0.21 and 0.38 (Fossen, 2010) and rocks that are highly 

compressible have a low Poisson’s ratio (Fjaer et al., 2008). 

 

Figure 9: A sample of cork (left) and rubber (right) deforming due to uniaxial stress. After Fossen (2010). 

Two other common elastic moduli are the shear modulus 𝐺 (Figure 10) and the bulk modulus 𝐾 (Figure 

11). The shear modulus describes a material’s ability to withstand a shear stress (Eq. 2.11). The bulk 
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modulus is the ratio between hydrostatic stress 𝜎𝑝 and volumetric strain 𝑒𝑣𝑜𝑙 (Fjaer et al., 2008) and 

states the resistance of the material to hydrostatic compression (Eq. 2.10). In a hydrostatic stress state 

the normal stresses are 𝜎𝑝 = 𝜎𝑥 = 𝜎𝑦 = 𝜎𝑧 whilst the shear stresses are zero. Elastic moduli are all 

related to one another, so when two are known all the others can be determined as well. A table can 

be found in chapter 1 of Fjaer (2008) which includes other elastic parameters as well. 

𝐺 =
𝐹𝑙

𝐴∆𝑥
=

𝜎𝑠𝑙

∆𝑥
     (2.11) 

𝐾 =
𝜎𝑝

𝑒𝑣𝑜𝑙
     (2.12) 

 

 

Figure 10: A sample undergoing shear deformation. After (www-6). 

 

 

Figure 11: A sample undergoing hydrostatic stress. After (www-7). 

 

Strains as function of stresses, when ignoring shear stresses, can be expressed by the following 

equations for Hooke’s law in three dimensions (Fjaer et al., 2008): 

𝑒𝑥 =
1

𝐸
{𝜎𝑥 − 𝜈(𝜎𝑦 + 𝜎𝑧)}   (2.13) 

𝑒𝑦 =
1

𝐸
{𝜎𝑦 − 𝜈(𝜎𝑥 + 𝜎𝑧)}   (2.14) 

𝑒𝑧 =
1

𝐸
{𝜎𝑧 − 𝜈(𝜎𝑥 + 𝜎𝑦)}   (2.15) 



 

11 
 

These can be rewritten into a more practical form when it comes to modelling subsidence (Fjaer et al., 

2008): 

𝑒ℎ =
1

𝐸
{∆𝜎ℎ

′ − 𝜈(∆𝜎𝐻
′ + ∆𝜎𝑣

′ )}   (2.16) 

𝑒𝐻 =
1

𝐸
{∆𝜎𝐻

′ − 𝜈(∆𝜎ℎ
′ + ∆𝜎𝑣

′)}   (2.17) 

𝑒𝑣 =
1

𝐸
{∆𝜎𝑣

′ − 𝜈(∆𝜎𝐻
′ + ∆𝜎ℎ

′ )}   (2.18) 

Note that the driver for deformation is the change in effective stresses. An example calculation is 

provided in chapter 4. 

 

2.1.4 Linear Elastic and Perfectly Plastic 
 
Linear elasticity is a popular way to model rocks, but it assumes that deformations are not permanent. 

When a material undergoes permanent deformation this is called plastic deformation. Mohr-Coulomb 

is a linear elastic and perfectly plastic model and thus combines the two. Some exploratory modelling 

has been conducted using Mohr-Coulomb, but only results conducted with linear elastic modelling are 

shown in this report. A common mechanical analogy for linear elastic materials (Figure 12) is a spring 

which can be pulled and pushed without permanent deformation. The mechanical analogy for 

perfectly plastic materials is a rigid block resting on a surface that provides friction. As the block is 

fixed to the surface it can only elongate once the yield stress has been achieved. The force pulling the 

object needs to be increased to the point that it overcomes friction and can begin to deform the block. 

 

Figure 12: Linear elastic and perfectly plastic behaviour. After Fossen (2010). N.B. the text bulletins in the figures are direct 
quotes from Fossen (2010). 

 



 

12 
 

 

Figure 13: A material undergoing elastic and then plastic deformation (a). Once the stress is released the elastic strain is 
recovered, but the plastic strain remains. In (b) a material is loaded to breaking point. After Fossen (2010). 

Figure 13 shows two different samples where both are plastically deformed, but (𝑏) is loaded to an 

extent that it breaks. Figure 14 shows three different types of plastic behaviour. In reality stress strains 

curves for material are more complex and can show (multiple) strain softening and hardening periods. 

A combined linear elastic and perfectly plastic model is shown in Figure 15. 

 

Figure 14: Stress-strain curves for three types of plastic behaviour. After Fossen (2010). 
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Figure 15: Linear elastic perfectly plastic behaviour. 

 

2.1.5 Elastic Wave Theory 
 
The Poisson’s ratio can be expressed in terms of acoustic wave velocities of P-waves (Vp) and S-waves 

(Vs). These are compressional and shear waves respectively and are characteristics of elastic 

deformation. For compressional waves the deformation is parallel to the direction of wave 

propagation and for shear waves this is perpendicular to the wave propagation (Fossen, 2010). The 

Poisson’s ratio can be described as follows: 

𝜈 =
(𝑉𝑝

2−2𝑉𝑠
2)

2(𝑉𝑝
2−𝑉𝑠

2)
     (2.19) 

This allows one to use wireline log data to determine elastic properties of rock formations. It should 

be noted that a distinction is made between these ‘dynamic’ parameters and ‘static’ parameters that 

are determined through loading and crushing rock samples in a lab. This needs to be kept in mind as 

for the Young’s modulus in particular the dynamic values are usually larger than the static values (Eissa 

and Kazi, 1988). When dynamic parameters are calculated the rock material is assumed to behave 

linear elastically, to be homogenous and isotropic. These assumptions are often the cause of the 

difference between dynamic and static values (McCann and Entwisle, 1992) and attempts have been 

made to correct for this, as can be seen in section 2.1.5.1 below. In this report the dynamic parameters 

are expressed as follows (Fjaer et al., 2008 and McCann and Entwisle, 1992): 

𝐸𝑑𝑦𝑛 =
𝜌𝑏𝑉𝑠

2(3𝑉𝑝
2−4𝑉𝑠

2)

(𝑉𝑝
2−𝑉𝑠

2)
    (2.20) 

𝜈𝑑𝑦𝑛 =
(𝑉𝑝

2−2𝑉𝑠
2)

2(𝑉𝑝
2−𝑉𝑠

2)
    (2.21) 

𝐺𝑑𝑦𝑛 = 𝜌𝑏𝑉𝑠
2     (2.22) 

𝐾𝑑𝑦𝑛 = 𝜌𝑏 (𝑉𝑝
2 −

4

3
𝑉𝑠

2)    (2.23) 
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2.1.5.1 Dynamic Young’s Modulus 
A number of relationships between static and dynamic Young’s modulus exist in literature as can be 

seen below. McCann and Entwisle (1992) used a linear trend to fit their data (Eq. 2.24) and their 

approach was based on Eissa and Kazi (1988) who devised Eq. 2.25. 

𝐸𝑠𝑡𝑎𝑡 = 0.64𝐸𝑑𝑦𝑛 − 0.32   (2.24) 

𝐸𝑠𝑡𝑎𝑡 = 0.74𝐸𝑑𝑦𝑛 − 0.82   (2.25) 

Research by TNO (van Eijs et al., 2006) states that Dutch operators use Eq. 2.18., hence this is one of 

the conversion techniques that is applied in this report. Eissa and Kazi (1988) state that their preferred 

correlation is Eq. 2.26. Which for their data set had a correlation coefficient of 0.96. 

𝑙𝑜𝑔10𝐸𝑠𝑡𝑎𝑡 = 0.02 + 0.77𝑙𝑜𝑔10(𝜌𝑏𝐸𝑑𝑦𝑛)  (2.26) 

𝑙𝑜𝑔10𝐸𝑠𝑡𝑎𝑡 = 𝑙𝑜𝑔10(𝜌𝑏𝐸𝑑𝑦𝑛) − 0.55   (2.27) 

Another log-linear model (Eq. 2.27) was developed by Barree et al. (2009) which provided the best fit 

for their data set. The behaviour or the four models can be seen in Figure 16. 

 

Figure 16: Behaviour of static Young’s modulus conversion methods. Note that some models become negative for small 
dynamic Young’s moduli. For these plots a density of 2.65 g/cc was used. 

 

2.1.5.2 Dynamic Poisson’s ratio 
The dynamic Poisson’s ratio is quite close to the static value. Depending on the imposed stress state, 

Barree et al. (2009) found that the static value was 93 % or 96 % of the dynamic value. However, 

Morales and Marcinew (1993) state: “No apparent correlation between static and dynamic Poisson’s 

ratio was observed”. 
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2.2 Subsidence 
 
There are many types of subsidence models available and of these a number are based on the 

(shallow) extraction of groundwater from aquifers (Poland, 1984). They can range from extrapolating 

measured subsidence to coupled equations which take fluid flow and reservoir compressibility into 

consideration. The cause of subsidence is the compaction of the reservoir due to pressure depletion. 

Currently, subsidence modelling is typically conducted with either a semi-analytical model or by using 

coupled equations, linking fluid extraction and reservoir compaction. Most models assume that the 

overlying material above the reservoir is homogeneous, but some (e.g. Mehrabian and Abousleiman, 

2015) incorporate multiple layers with different properties.  

In section 2.2.1 a number of subsidence controlling issues are laid out. Following this the semi-

analytical Geertsma (1973) model of subsidence is explained in 2.2.2. In section 2.2.3 a numerical 

scheme is shown which is used for subsidence calculations by the NAM. Multiple researchers have 

built upon the work by Geertsma, including Mehrabian and Abousleiman (2015). The derivation of 

their work assumes that the different geological layers have the same Poisson’s ratio, making this 

unsuitable for modelling the Slochteren reservoir. The Slochteren Formation has a considerably 

different Poisson’s ratio (≈ 0.17) from the overburden (0.20 – 0.35) but quite close to the underburden 

(0.20) (Lele et al., 2015) so this technique would be more suitable for different cases. A partial 

explanation of their model can be found in Appendix B including rewritten equations for ease of 

reading in Appendix C. A link between the work by Geertsma and poroelasticity is made in Appendix 

D as incorporating poroelasticity allows for more realistic modelling, but was not done for this study. 

 

2.2.1 Controls of Subsidence 
 
There are multiple effects and structures that influence subsidence and the most important are listed 

below (Gambolati et al., 2006). 

 Rock mechanical properties: the physical properties of a rock define how it will behave in 

certain settings. Linear elastic, non-linear elastic, elasto-plastic, visco-elasto-plastic are some 

common ways of modelling rocks. Each type requires input parameters and generally more of 

them as models become more complex. Whilst simple, linear, models are popular they might 

not be representative due to the fact that rocks often do not behave linearly and are not 

homogeneous and isotropic (Fjaer et al., 2008). 

 Hysteresis of rock mechanics: over hundreds of millions of years rocks will undergo a variety 

of processes such as burial, folding and uplift. Each affects the properties of a rock, often 

permanently, which is ‘remembered’. 

 Geo-mechanical anisotropy: rocks are often inherently anisotropic due to the way they are 

deposited. For instance laminations of different grainsizes in a fluvial sandstone or different 

cementation zones. 

 Preconsolidation effect: there is a sudden increase in rock compressibility at some stage 

during the field development. This is very hard to determine. 

 Underconsolidation: in over-pressurised reservoirs (e.g. Gulf of Mexico) the reservoir material 

can be under consolidated and hence relatively weak. 
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 Lateral/bottom aquifer: aquifer influx, or the lack thereof, will help determine the pressure 

system in the reservoir. For the Groningen field the aquifer influx is low (Geertsma, 1973), 

meaning that the large amount of pressure depletion will not be recovered for some time. 

 Faults: their number, size orientation and (re)activation. Faults may make predictions more 

complicated as they often compartmentalise a reservoir, leading to uneven pressure 

depletion. 

It is important to keep this in mind as all models are a simplification of reality. As will be seen in the 

coming pages, some models emphasise the effect of one particular parameter such as the rock 

mechanical properties and exclude everything else. Ultimately one would like to take all of these into 

account, however for this study the focus will be on linear elastic behaviour and the effect of the 

required elastic moduli for modelling this type of behaviour. 

 

2.2.2 Geertsma Model 
 
The underlying cause of subsidence is the compaction of the reservoir and thus the focus of available 

research and parameters is on the reservoir interval (NAM, 2016). When assuming that a reservoir is 

laterally extensive compared its height, then most of the deformation is in the vertical plane. Due to 

this the compaction in the formation can be represented by vertical strain 𝑒𝑧 (Geertsma, 1973) with a 

reservoir height of ℎ: 

𝑒𝑧 =
𝑑𝑧

𝑧
=

∆ℎ

ℎ
     (2.28) 

From chapter 2 it is known that the vertical strain is the change in reservoir thickness with respect to 

the original thickness prior to depletion. Reducing the reservoir pressure 𝑝 reduces the pore pressure 

which in turn increases the effective stress acting on the reservoir. Then a so called uniaxial 

compaction coefficient can be described which represents the reservoir compaction per unit of pore 

pressure reduction (Geertsma, 1973): 

𝑐𝑚 =
1

𝑧

𝑑𝑝

𝑑𝑧
 , and     (2.29) 

𝑒𝑧 = 𝑐𝑚𝑑𝑝     (2.30) 

The total reduction in reservoir thickness, or height, is then expressed as: 

∆ℎ =  𝑐𝑚∆𝑝ℎ     (2.31) 

Which is also known as compaction. Whilst strictly speaking the compaction coefficient is a function 

of effective stress, and thus 𝑝, it can be assumed to be constant throughout the pressure range of 

reservoir depletion. Geertsma (1973) had thus identified three different parameters that influence 

compaction and therefore subsidence. He concludes that, a thick and unconsolidated reservoir 

undergoing a large pressure drop will cause significant subsidence. 

The model that worked in predicting subsidence was the so-called nucleus-of-strain concept 

developed by Mindlin and Cheng (1950). This resulted in the following descriptions for surface 

deformation (Geertsma, 1973) which can be seen below, where Eq. 2.32 is a solution for vertical 

displacement and Eq. 2.33 a solution for horizontal displacement. 

𝑢𝑧(𝑟, 0) = −
1

𝜋
𝑐𝑚(1 − 𝜈)

𝐷

(𝑟2+𝐷2)3/2 ∆𝑝𝑉   (2.32) 
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𝑢𝑟(𝑟, 0) = +
1

𝜋
𝑐𝑚(1 − 𝜈)

𝑟

(𝑟2+𝐷2)3/2 ∆𝑝𝑉   (2.33) 

 

Figure 17: A cylindrical reservoir undergoing compaction in a semi-infinite half space. 

Subsequently Geertsma (1973) integrated the nucleus-of-strain solution over the entire volume of a 

disc-shaped reservoir. The assumptions for this are that there is an isolated porous or non-porous 

elastically deforming half space (Figure 17) with a traction free surface and that the reservoir and the 

surrounding rock are homogeneous in their deformation behaviour (i.e. 𝑐𝑚 and 𝜈 are constant). This 

then leads to the following integrals: 

𝑢𝑧(𝑟, 0) = −2𝑐𝑚(1 − 𝜈)∆𝑝ℎ𝑅 ∫ 𝑒−𝐷𝑎𝐽1(𝛼𝑅)𝐽0(𝛼𝑟)𝑑𝛼
∞

0
 (2.34) 

𝑢𝑟(𝑟, 0) = +2𝑐𝑚(1 − 𝜈)∆𝑝ℎ𝑅 ∫ 𝑒−𝐷𝑎𝐽1(𝛼𝑅)𝐽1(𝛼𝑟)𝑑𝛼
∞

0
 (2.35) 

These are semi-infinite integrals including Bessel functions and are known as Hankel-Lipschitz integrals 

(Geertsma, 1973). Numerical solutions have been tabulated by Easson et al. (1955) and when 

dimensionless parameters of reservoir thickness and reservoir depth are introduced then these can 

rewritten as: 

𝜌 =
𝑟

𝑅
      (2.36) 

𝜂 =
𝐷

𝑅
      (2.37) 

𝑢𝑧(𝑟, 0) = −2𝑐𝑚(1 − 𝜈)∆𝑝ℎ𝐴(𝜌, 𝜂)    (2.38) 

𝑢𝑟(𝑟, 0) = +2𝑐𝑚(1 − 𝜈)∆𝑝ℎ𝐵(𝜌, 𝜂)    (2.39) 

The tabulated values for A and B can be found in either Geertsma (1973) or Easson et al. (1955). Finally 

a solution for vertical displacement above the centre of the reservoir is given by: 

𝑢𝑧(0,0) = −2𝑐𝑚(1 − 𝜈)∆𝑝ℎ (1 −
𝜂

√1+𝜂2
)   (2.40) 

Previously in this chapter compaction has been stated to be equal to 𝑐𝑚∆𝑝ℎ. When using Eq. 2.38 

this means that: 

𝑉𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 (𝑠𝑢𝑏𝑠𝑖𝑑𝑒𝑛𝑐𝑒)

𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑖𝑜𝑛
= −2(1 − 𝜈)𝐴  (2.41) 
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𝐻𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡

𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑖𝑜𝑛
= +2(1 − 𝜈)𝐵   (2.42) 

Hence for the Geertsma solution, vertical and horizontal surface displacement depend on the location 

from, the depth and lateral extent of the reservoir (Figure 18). It should be noted that for the Geertsma 

(1973) solution the subsidence can actually exceed subsidence. For very laterally extensive reservoirs 

the maximum ratio is 2(1 − 𝜈), where theoretically it could be twice as large as the compaction. 

 

 

Figure 18: Two reservoirs that have a different dimensionless parameter and thus subsidence bowls. After Poland (1984). 

 

Figure 19: Geertsma (1973) solutions for different eta (D/R) values. The reservoirs are at a depth of 3000 m, but each has a 
different radius indicated by the relevant rectangle. Note that a very small eta value is represented by a D/R ratio of 0.1. 

Figure 19 shows different subsidence results for three different reservoirs at a constant depth of 3000 

m. For very laterally extensive reservoirs a large part of the subsidence bowl is only dependent on the 

amount of compaction of the reservoir rock and the Poisson’s ratio. This should be kept in mind for 

the results part of chapter 4. 
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2.2.3 Geertsma and van Opstal Numerical Model 
 
Geertsma and van Opstal (1973) developed a numerical formulation for subsidence above a 

compacting reservoir. As with the semi-analytical model, the numerical version (Figure 20) is based on 

the nucleus-of-strain concept and is only applicable in a homogeneous medium (Geertsma and van 

Opstal, 1973). A volume integral version of Eq. 3.5 over a block-sized reservoir element with 

dimensions 𝑙𝑥𝑛, 𝑙𝑦𝑛 and 𝑙𝑧𝑛 becomes (Burkitov et al., 2016): 

 

𝑢𝑧(𝑥, 𝑦, 0) =
1−𝜈

𝜋
∑ 𝑐𝑚,𝑛∆𝑝𝑛

𝐿𝑧𝑛𝑙𝑥𝑛𝑙𝑦𝑛𝑙𝑧𝑛

[(𝑥−𝐿𝑥𝑛)2+(𝑦−𝐿𝑦𝑛)
2

+𝐿𝑧𝑛
2 ]

3
2

𝑁
𝑛=1   (2.43) 

Where: 

𝑢𝑧(𝑥, 𝑦, 0):  vertical displacement or subsidence at the surface [m] 

𝑥, 𝑦:  surface coordinates [m] 

𝜈:  Poisson’s ratio [-] 

𝑐𝑚,𝑛:  uniaxial compaction coefficient [bar-1] 

∆𝑝𝑛:  pressure change in each reservoir grid block [bar] 

𝐿𝑧𝑛:  depth of the reservoir grid block [m] 

𝐿𝑥𝑛, 𝐿𝑦𝑛: distances in the 𝑥 and 𝑦 directions respectively from the surface location to 

the reservoir grid block [m] 

𝑙𝑥𝑛, 𝑙𝑦𝑛, 𝑙𝑧𝑛: dimensions of a reservoir grid block, where the product of these equals to a 

grid block volume [m] 

 

 

Figure 20: Illustration for the numerical subsidence model. After (NAM: Burkitov et al., 2016). 

It can be seen from Eq. (2.43) that each reservoir grid block contributes to each surface grid block 

(Burkitov et al., 2016). Additionally the equations for horizontal displacement are (Geertsma and van 

Opstal, 1973): 

𝑢𝑥(𝑥, 𝑦, 0) =
1−𝜈

𝜋
∑ 𝑐𝑚,𝑛∆𝑝𝑛

(𝑥−𝐿𝑥𝑛)𝑙𝑥𝑛𝑙𝑦𝑛𝑙𝑧𝑛

[(𝑥−𝐿𝑥𝑛)2+(𝑦−𝐿𝑦𝑛)
2

+𝐿𝑧𝑛
2 ]

3
2

𝑁
𝑛=1   (2.44) 
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𝑢𝑦(𝑥, 𝑦, 0) =
1−𝜈

𝜋
∑ 𝑐𝑚,𝑛∆𝑝𝑛

(𝑦−𝐿𝑦𝑛)𝑙𝑥𝑛𝑙𝑦𝑛𝑙𝑧𝑛

[(𝑥−𝐿𝑥𝑛)2+(𝑦−𝐿𝑦𝑛)
2

+𝐿𝑧𝑛
2 ]

3
2

𝑁
𝑛=1   (2.45) 

It should be noted that the NAM (Burkitov et al., 2016) uses a slightly different notation as the uniaxial 

compaction coefficient is not a constant, but also a unique grid cell property as with the reservoir 

pressure drop. Comparing Burkitov et al. (2016) to Geertsma and van Opstal (1973) it is clear that 

there is a typo in the original work of Geertsma and van Opstal, where for the horizontal displacement 

in the 𝑥-direction the power of the denominator in Eq. was 
2

2
 instead of 

3

2
. 
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2.3 The Dutch Subsurface 
 

The Dutch subsurface is relatively well understood and an interested reader is referred to the book 

Geology of the Netherlands (Wong et al., 2007). There is a large amount of publically available data 

via the websites DINOloket (www-8) and NLOG. (www-9) However, most of this knowledge is 

concentrated on the shallow subsurface (10s of metres) and around reservoir level (2-3 kilometres), 

whilst interest in the Dutch overburden has increased recently (Kruiver et al., 2017). Work by Kroon 

et al. (2009) shows that at the very least a separation needs to be made between deep (e.g. 

hydrocarbon extraction) and shallow (e.g. aquifer production). This section provides a brief summary 

of the current knowledge of the Dutch subsurface, particularly relating to existing geological models 

and elastic moduli for modelling. 

In section 2.3.1 the geological units of the Dutch subsurface are introduced as these nomenclatures 

will be used further in this report. Section 2.3.2 discusses the current knowledge of the Dutch 

subsurface in terms of existing subsurface models that are publically available on the DINOloket 

website. In section 2.3.3 the publically available elastic parameters are discussed. In section 2.3.4 the 

uniaxial compaction coefficient is discussed as it forms a fundamental part of subsidence modelling. 

Finally, section 2.3.5 summarises what has been discussed in the chapter and a case is made for 

expanding the existing knowledge through well data analysis. 

 

2.3.1 Dutch Stratigraphy 
 
In the following chapters there will be widespread use of geological units in the Dutch subsurface. The 

group names are of particular interest. Figure 21, on the next page, shows a graph representing a 

canonical stratigraphy of the Dutch subsurface form the website DINOloket. The nomenclature that 

will be used throughout this report can be found under the lithostratigraphy column. It should be 

noted that there is a considerable amount of variability in the subsurface as entire units were either 

not deposited or have eroded over time. For instance, the entire Jurassic is not present above the 

Groningen field. 

Figure 22 shows a north-south cross section of the Groningen field. The grey layers form the Limburg 

Group (Carboniferous) which is the source rock that produced the gas in the Groningen field (Wong 

et al., 2007). The burgundy red is the Upper Rotliegend Group and it consists of the Slochteren 

Formation, which is the reservoir rock, and the Silverpit Formation which acts in part as a seal for the 

reservoir. The dark pink is the Zechstein Group which forms the main seal of the Groningen gas field. 

The light pink represents the Upper Germanic Triassic Group and the Lower Germanic Triassic Group. 

As can be seen the thickness varies throughout the area. There is a relatively thin layer of the Rijnland 

Group (dark green), which is overlain by the Chalk Group (light green). The red and yellow layers are 

the Upper North Sea Group and Lower North Sea Group respectively. These sediments were deposited 

during the Cenozoic and are poorly consolidated compared to the other groups. 

 



 

22 
 

 

Figure 21: Stratigraphy of the Dutch subsurface. From DINOloket (www-10). 
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Figure 22: North-south cross section of the Groningen field. Note the change of thickness of the Triassic groups (RB+RN). 

 

2.3.1 Geological Models 
 
The knowledge of the Dutch subsurface is considered to be good when compared to other nations 

however, most of the knowledge is confined to the very near surface (10s of metres) and at reservoir 

depth (around 2-3 kilometres). On the DINOloket website there are 4 publicly available models and 

for this study DGM-Diep is of the greatest interest due to its (large) scale and the fact that there will 

not be fluid flow modelling in this Master thesis. 

2.3.1.1 DGM (Digitaal Geologisch Model) 
DGM is a regional scale layered model that goes down to a depth of around 500 m. This part of the 

Dutch subsurface consists mostly of unconsolidated sediments such as sand, clay and peat. The layers 

are subdivided, based on lithology and other characteristics, into different litho-stratigraphic units 

(Figure 23). The model incorporates the mainland of the Netherlands and does not extend into the 

Dutch part of the continental shelf (www-11). The DINOloket database consists of approximately 

430,000 (shallow) drilling surveys of which 26,500 well described ones were used to build this model. 

The drilling measurements have been subdivided into the litho-stratigraphic units. The DGM forms 

the basis for another subsurface model called REGIS II. It should be noted that DGM is a regional scale 

model and thus it is not suitable for accurate local modelling. Another model, GeoTOP, would be more 

suitable (www-12) for this purpose and a description of it can be found at (www-12), but this model 

goes too shallow for the interest of this thesis. 

These lithostratigraphic units are described in terms of grainsize range, mineral content (varies), 

colour and whether they contain other notable objects such as shells. PDF files containing this 

information can be downloaded from DINOloket. It is important to note that these PDF files do not 

contain geomechanical parameters of the respective layers so these will have to be determined. 
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Figure 23: Example of DGM between Bedum and Delfzijl in the Groningen area. The different colours denote different 
geological units of the Dutch Cenozoic. 

2.3.1.2 DGM-Diep 
The DINOloket database consists of more than 135 3D seismic surveys which cover an area of 99,900 

km2 (the Netherlands is 41,543 km2) and 577,000 km of 2D seismic lines. There are 5800 confidential 

wells. All the publicly available 3D surveys and 1305 wells were used to create the subsurface model. 

2D surveys were used where 3D surveys were not available. The used wells and seismic data can be 

found on NLOG (www-13). 

As with DGM, this model is on a regional scale and is not suitable for reservoir scale modelling. This 

model does cover 3 miles offshore of the Netherlands. An example is shown below (Figure 24) around 

the city of Utrecht. 

 

Figure 24: Example of DGM-Diep around the city of Utrecht. Red and orange: Tertiary. Green: Cretaceous. Blue: Jurassic. 
Pink: Triassic. Red-pink: Permian (Zechstein). Burgundy: Permian (Rotliegend). Grey: Carboniferous. Note the widespread 
erosion of the Jurassic and Cretaceous. 

2.3.1.3 Regis II 
Regis II is a hydrogeological model and consists of permeable and impermeable layers. The model 

contains hydrogeological layers which have more or less the same hydraulic properties. These layers 

are either the same or form part of the layers in DGM. The horizontal resolution is 100 m by 100 m. 

Because Regis II is based on DGM, the same size and resolution constraints are applicable to this 

model. This model will not be used for further research as water flow is not the topic of this thesis. 

2.3.1.4 GeoTOP 
GeoTOP is a more detailed model of the subsurface reaching to a maximum depth of 50 m (with 

respect to the NAP). The voxel resolution of GeoTOP is 100 m by 100 m by 0.5 m. Not all parts of the 

country are covered by this model. As an example to map the province of Zuid-Holland, 50,000 drilling 

measurements were used. By oil industry standards this is a very fine scale model, but for this study 
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is not suitable as it is constrained to the near surface. If one were to look at near surface reasons for 

subsidence, then this could be a useful tool for that purpose. 

 

2.3.3 Elastic Parameters 
 
At present there are a few sources that provide numbers on elastic parameters of the Dutch 

subsurface. A large part of this knowledge appears to be limited to research performed by the NAM 

and it is not traceable in public literature how the values of the overburden units were determined as 

for example Lele et al. (2015) does not elaborate on this. The values of two NAM reports are shown in 

Table 1 below. The data from the 2015 report served a different purpose than the values shown from 

the 2013 report, the latter was explicitly used to model subsidence and the former fault (re)activation. 

The values from the 2015 report will form the benchmark for this study. 

Table 1: Geomechanical parameters for the Groningen Field formations (Lele et al., 2015; NAM, 2013). Values in brackets 
are from the 2013 Technical Addendum to the Winningsplan. *In the 2013 source, Rijnland and Triassic are modelled 
together as Lower Cretaceous/Triassic. **Judging by the parameters the Anhydrite was not modelled in the 2013 report. 
Differences between the two sources are marked in red. 

Unit E [GPa] ν [-] ρ [kg/m3] 

North Sea 2 (2) 0.30 (0.30) 2150 (2150) 
Chalk 10 (10) 0.25 (0.25) 2350 (2350) 
Rijnland* 16 (16) 0.25 (0.25) 2350 (2300) 
Triassic* 16 (16) 0.25 (0.25) 2350 (2300) 
Zechstein** Halite 30 (30) 0.35 (0.35) 2100 (2200) 
 Anhydrite 70 (n/a) 0.25 (n/a) 2900 (n/a) 
Ten Boer 40 (40) 0.20 (0.20) 2300 (2300) 
Slochteren Heterolithic Por. (1-40) Por. (0.2) Por. (2300) 
 Reservoir Por. (1-40) Por. (0.2) Por. (2300) 
Carboniferous 40 (40) 0.20 (0.20) 2300 (2300) 

 

It is explicitly stated in (Lele et al., 2015) that the parameters for the Slochteren heterolithic and 

reservoir units were obtained via core data. The data for the Slochteren unit was estimated based on 

trend lines within graphs of the core data. As the exact data points were not available, four points 

were estimated on each trend line which were then used to create approximate trend lines. The values 

of the four points for each graph can be viewed in Table 2. These led to the following equations: 

Young’s modulus Eq. 2.46, Poisson’s ratio Eq. 2.47, density Eq. 2.48 and the Biot coefficient Eq.2.49 

Graphs for these relationships can be found in Appendix D. 

 

Table 2: Data point positions for geomechanical parameters of the Slochteren unit graphs and trendlines. Porosity is the 
controlling parameter. 

Porosity [-] Young’s Modulus [GPa] Poisson’s Ratio [-] Density [kg/m3] Biot coef. [-] 

0.10 20.0 0.14 2.50 0.75 
0.15 13.7 0.15 2.39 0.83 
0.20 9.3 0.17 2.28 0.88 
0.25 6.7 0.18 2.19 0.91 

 

𝐸 = 41.27𝑒−7.34𝜑    (2.46) 
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𝜈 = 0.28𝜑 + 0.11    (2.47) 

𝜌 = −2.08𝜑 + 2.70    (2.48) 

𝛼 = 0.67𝑒1.28𝜑     (2.49) 

Table 3 and 4 show elastic moduli that were used by Orlic (2016) for geomechanical modelling of two 

different reservoirs in the Netherlands. As can be seen a distinction is made between the Upper and 

Lower North Sea Group. Table 3 is geologically more detailed as for the Rijnland Group there are 

parameters for specific members. Whilst Table 4 is more akin to the group scale values used by the 

NAM, there are some significant differences between the tables which allows for the studying of 

different values for the same geological units and the effect of this. 

Table 3: Material properties used by Orlic (2016) for modelling the De Lier gas field. It is only stated that these parameters 
come from multiple sources. The Ommelanden Formation is part of the Chalk Group and is marked by (C). Units that are 
part of the Rijnland Group are marked by (R). 

Unit E [GPa] ν [-] ρ [kg/m3] 

North Sea Group 0.25 0.38 1960 
Ommelanden chalk (C) 10 0.18 2300 
Upper Holland marl (R) 5.5 0.26 2300 
Middle Holland claystone (R) 5.5 0.26 2300 
Greensand (R) 4.5 0.20 2300 
Lower Holland marl (R) 5.5 0.24 2300 
De Lier sand (R) 10.5 0.19 2300 
Vlieland claystone (R) 5.5 0.23 2300 
Rijswijk sandstone (R) 15 0.23 2300 

 

Table 4: Material properties used by Orlic (2016) for modelling the P18-04 gas field. 

Unit E [GPa] ν [-] ρ [kg/m3] 

Upper North Sea Group 0.5 0.30 1960 
Lower North Sea Group 5 0.30 2600 
Chalk 20 0.17 2300 
Rijnland 17 0.30 2650 
Schieland 13 0.30 2100 
Altena 15 0.30 2600 
Upper Germanic Trias 26 0.30 2600 
Detfurth, Hardegsen 20 0.20 2600 
Volpriehausen 25 0.20 2600 
Lower Germanic Trias 29 0.30 2600 
Zechstein 20 0.35 2100 
Carboniferous 30 0.25 2650 

 

2.3.4 Uniaxial compaction coefficient 
 
The NAM has developed a porosity based relationship, based on core data, (Eq. 2.50) for the uniaxial 

compaction coefficient (NAM et al., 2016): 

𝑐𝑚 = 267.3𝜑3 − 68.72𝜑2 + 9.85𝜑 + 0.21  (2.50) 
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From Appendix D we know that the uniaxial compaction coefficient can be described in terms of 

Young’s modulus and Poisson’s ratio. A comparison is made between the compaction coefficient 

determined directly (Eq. 2.50) or indirectly via the elastic moduli of Eq. 2.46 and Eq. 2.47. The results 

can be seen below in Figure 25. The difference between the two is very large. Using the polynomial 

would lead to values roughly one order of magnitude larger than when using the Young’s modulus and 

Poisson’s ratio. Considering that for Geertsma type subsidence modelling the subsidence is linearly 

dependent on compaction this would result in a very large difference. The uniaxial compaction 

coefficient is not actually used in Plaxis, as this is essentially replaced by the Young’s modulus. 

 

Figure 25: Comparison between two differently determined uniaxial compaction coefficients. 
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3 
Elastic Parameters from Well Data 

 

To gain a better understanding of the Dutch overburden, multiple wells have been analysed and the 

results are displayed in this chapter. From this well data one can obtain elastic parameters such as the 

Poisson’s ratio and Young’s modulus which are then compared to existing data from chapter 2. As 

stated previously, current literature does not describe how the obtained values were acquired. The 

purpose of this well analysis is to shine a light on this issue and find potentially interesting phenomena. 

The two research questions are: 

 How do the literature values of elastic parameters compare to those determined in this thesis? 

 Can lithological links within the elastic parameters be discerned through the use of the gamma 

ray and neutron porosity logs? 

Chapters 3, 4 and 5 are split into three parts: method, results and discussion due to the large amount 

of results. The first part in this chapter (3.1) gives a brief description on how the data was obtained 

and processed. The results can be found in the second part (3.2) and are discussed in the third and 

final (3.3) part of this chapter. 

 

3.1 Method 
 
In this part the methodology for obtaining the well data is explained. Section 3.1.1 briefly describes 

how the data is obtained and gives an overview of the publically available shear wave acoustic data. 

Section 3.1.2 details the workflow that was applied to find suitable wells. Some core data was also 

used and is described in section 3.1.3. 

 

3.1.1 Data Acquisition and Processing 
 
As of 03-10-2017 there are 6429 wells on NLOG of which 163 are supposed to contain shear wave 

acoustic data. One can simply find the available wells on NLOG and download the desired files. Section 

3.1.2 will explain why it is not always the case that this data is usable or even present. 

An underlying issue with this study is that there is simply too much data to go through for one 

individual in the considered time span. Only a few files per well were deemed necessary and the 

remaining have been ignored. The majority of wells have tens of LAS files and it would be too time 

consuming to go through all of them. Furthermore, only LAS files were studied as LIS files cannot be 
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opened in Excel or Notepad. LIS files contain much more information than LAS files in particular 

regarding to resolution. 

There was a multitude of reasons why some wells could not be analysed. The most common have 

been listed below. A further issue that limits the use of data is that sometimes the density and acoustic 

logs were not taken at the same time, but more importantly, at different depth intervals. This further 

reduces the nett interval that can be analysed. 

- Zeros. In many files the acoustic (shear wave and/or compressional) data consisted of zeros. 

Hence these wells could not be used. 

- No LAS file. Whilst a well might contain acoustic wireline data it would not have bulk density 

data. These wells were discarded. In a few cases there was no LAS file for acoustic data. 

Many wells contain potentially useful data, but need to be adjusted for further analysis. The two issues 

are described below: 

- Poor stacking. In many files the data is poorly stacked for use in Excel. The data points were 

repositioned in Matlab and then reimported into Excel. An example m-file is shown in 

Appendix F. 

- Discrepancy in resolution. For many wells the only log that contains bulk density values is the 

composite log constructed by TNO. The resolution of the composite log is per decimetre, 

which means that it cannot be used for a one to one comparison with logs that were measured 

with a resolution of per half foot. Usually the well measured in decimetres was decimated to 

ensure that the measured intervals were the same. This procedure involved rounding values, 

which means that the corresponding measurements linked to a certain depth were not 

precisely measured at that location. The discrepancy is in the centimetres. An example m-file 

is shown in Appendix G which was used to remove duplicate values. 

Based on the data usability, logs are either kept or discarded. Figure 26 shows the overview of usable 

wells and the process that was undertaken to acquire usable data can be seen in Figure 27. Once a 

well is deemed suitable the elastic moduli were calculated using equations from section 2.5. For this 

report the focus is on the wells that were (immediately) usable and, due to time constraint, the 

rectified wells are not further discussed. Hence there is still a group of wells which probably contain 

useful information that can still be used in a future study. 

 

Figure 26: Overview of number of suitable wells on 03-10-2017. Note that there is an overlap between wells with stacking 
and resolution issues. 
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Figure 27: Flow chart showing the undertaken steps to acquire suitable well data. Cleaning refers to removing obvious 
measurement errors such as constant and negative values. 

Figure 26 shows number of wells with data issues. As can be seen, from the 93 analysed wells, only 26 

were immediately usable. A total of 27 wells are deemed to be the best for calculating elastic moduli. 

This is mainly based on the length of the logged interval. This leaves a total of 15 potential well that 

could still be looked at in a future study. It might be beneficial to use a program where one can 

determine the desired resolution of all the logs manually, rather than adjusting them through a 

decimation procedure. 



 

32 
 

Table 5: List of wells with suitable acoustic data. The wells marked in green are considered to be the most interesting for 
further study and are addressed in the results section. Core data marked in yellow indicates that the acoustic and core data 
do not overlap. The acoustic interval is the nett usable interval after cleaning the logs. 

Well Acoustic Interval [m] Reservoir Fill Core data 

A15-02 385 Gas shows No 
ANN-05 150 Gas No 
B13-04 588 Dry No 
B16-01 871 Gas No 
BIR-13 760 Gas Yes 
CAP-01 744 Oil shows Yes 
COV-40 269 Gas No 
F02-07 648 Oil shows No 
F10-03 114 Dry No 
G14-02 57 Dry No 
GRL-01 950 Gas Yes 
J06-04 475 Gas No 

K04-A-04 147 Gas Yes 
K06-D-02 704 Gas No 

K11-14 266 Dry Yes 
K12-B-08-S1 328 Gas No 

L03-02 391 Dry No 
L04-06 194 Gas Yes 
L05-06 427 Dry No 
L06-01 284 Dry No 

L09-06-S1 334 Gas Yes 
P08-06 616 Dry No 
P15-14 1110 Gas Yes 
PRW-01 1050 Oil/Gas Yes 

Q04-C-01 399 Gas Yes 
Q11-03 538 Dry Yes 

WBMS-01 901 Gas Yes 

 

Table 5 shows the 27 wells with the pore fill of the target and whether it is used for the results in the 

next part of the chapter. As can be seen from the table the majority of wells are offshore. However, 

the presence of natural gas reduces the bulk density, when compared to a water fill, and therefore 

dynamic Young’s modulus. The dynamic Poisson’s ratio will also be distorted by gas fill. It is also of 

interest to try and find lithological relationships with the elastic moduli, hence the gamma ray and 

neutron porosity logs were also used. With reasons similar to stated previously, a number of the 27 

wells cannot be used in this manner. 
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Figure 28: Locations of used (green) and unused (grey) wells from the data set. The Groningen field is marked in green. Note 
that the majority of wells are located offshore and that only 3 are part of the Groningen field. 

Figure 28 shows a map of the Netherlands and the Dutch offshore containing the coordinates of the 

used wells in decimal degrees (DD). The Groningen field is coloured green and three of the used wells 

are part of it. From the figure it is clear that the majority of the wells are located offshore and that 

almost all the wells are far from the Groningen field and hence care needs to be taken when comparing 

wells with one another. In Figure 29 three wells that penetrate the Groningen field can be seen. The 

wells BRW-05 and ZRP-02 have been obtained via the NAM as the data from these wells is not yet 

publically available. The figure also shows the position of the Groningen field and it should be noted 

that the eastern part of the city lies over the field. 
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Figure 29: Three wells that are used to calculate elastic moduli around the Groningen field. The small satellite fields that are 
part of the Groningen field have been left out. The city of Groningen is marked by the orange circle. Note that in reality the 
eastern part of the city lies on top of the field. 

 

3.1.2 Core data 
 
Initially it was intended to use core data to reproduce similar graphs (Appendix E) that the NAM uses 

to describe the properties of the Slochteren Formation, however there is no suitable overlap between 

the acoustic data and the core data. Nonetheless a process has been developed to couple the nearest 

wireline measurement with the relevant core data point. The difference between the points ranges 

between nearly 0 and 8 cm which is not bad in terms of the common wireline logging interval of 15 

cm. An example script is shown in Appendix H. Only the results of well BIR-13 are shown in this report. 
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3.2 Results 
 

The results of the well data analysis can be found in this section. Results for the different stratigraphic 

units are discussed from young to old. A summary of the mean, median, mode and standard deviation 

of the Young’s modulus and Poisson’s ratio per well can be found in Appendix I. Finally 2 wells have 

been obtained from the NAM which, compared to the wells in the preceding sections, have a very long 

measured interval of acoustic data. The first research question is how the calculated values compare 

to those from literature. The other research questions is whether lithological links to the elastic moduli 

can be found. Hence, roughly half of the figures show moduli plotted against the neutron porosity 

combined with the gamma ray and the other half of the figures are histograms of these parameters. 

Additional figures are used to identify interesting findings. 

 

3.2.1 Upper North Sea Group 
 
For the Upper North Sea Group 3 wells are used: A15-02, B13-04 and B16-01. These three wells are 

located offshore. None of the wells that were analysed contained information on the Middle and 

Lower North Sea Group. 

 

Figure 30: Dynamic Young’s modulus vs. neutron porosity combined with the gamma ray log in [GAPI] for the Upper North 
Sea Group for wells A15-02, B13-04 and B16-01. All three wells show that the material with a low gamma ray response has 
a lower dynamic Young’s modulus than the material with a high response. What is also noticeable is that well B16-01 has a 
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large range of values compared to the other two wells. What is also the case is that the low gamma ray material forms smaller 
data clusters. 

 

Figure 31: Dynamic Poisson’s ratio vs. neutron porosity combined with the gamma ray log in [GAPI] for the Upper North Sea 
Group for wells A15-02, B13-04 and B16-01. All three wells show that the material with a low gamma ray response has a 
higher Poisson’s ratio. There appears to be a general trend of decreasing Poisson’s ratio with an increasing gamma ray 
response. B13-04 shows concentrated clusters, whilst B16-01 has a relatively large spread. Compared to the Young’s 
modulus, the Poisson’s ratio has a narrower range. 

Figure 30 shows reasonably similar results between the three wells. B13-14 and B16-01 both have 

distinct clusters where there is a separation between low gamma ray material and the high gamma 

ray material. This distinction is less so for A15-02. In Figure 31 it can be seen that the Poisson’s ratio 

behaves similar to that of the Young’s modulus. Wells B13-14 and B16-01 show distinct clusters which 

is visible with the gamma ray log. Well A15-02 does not have an equally clear distinction, but there is 

a trend from a higher Poisson’s ratio with a low gamma ray to a bit lower Poisson’s ratio with a high 

gamma ray response. Of the three wells, B13-14 shows the narrowest band of possible values along 

with a clear lithological distinction based on the gamma ray and neutron porosity. 

On the next page the Young’s modulus vs. measured distance from the rotary table can be seen in 

Figure 32. It is clear that for B13-14 and B16-01 that the material with a low gamma ray response is 

towards the top of the of the Upper North Sea Group and that around 700 m MDRT the material has 

a much higher gamma ray response. There is a clear increase in Young’s modulus with depth in both 

wells. This can be caused by an increase in the bulk density (Figure 33), but this shows a more or less 

constant value with a slight increase towards the bottom. 
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Figure 32: Measured distance from the rotary table vs. dynamic Young’s modulus with the gamma ray log in [GAPI] for the 
Upper North Sea Group for wells B13-14 and B16-01. Both wells clearly show that the low gamma ray material is towards 
the top of the measured interval. Well A15-02 shows similar behaviour, but not as clear as these two wells. 

 

Figure 33: Measured distance from the rotary table vs. bulk density with the gamma ray log in [GAPI] for the Upper North 
Sea Group for wells B13-04 and B16-01. Note that the bulk density does not vary much with depth. 

Figure 34 shows the histograms of the dynamic Young’s modulus, converted static Young’s modulus 

and Poisson’s ratio for the three wells. A15-02 and B13-04 show much overlap for both elastic 

parameters. Well B16-01 has a much wider range of values for the Young’s modulus (Figure 30) and a 

wider range for the Poisson’s ratio. B16-01 has two peaks for the Poisson’s ratio which is visible in 

Figure 31. When looking at the reference numbers, the Orlic (2016) value shows a poor fit with the 

Young’s modulus data. The value used by the NAM is closer to the data set. Both sources use the same 

value for the Poisson’s ratio and does not fit the data. 
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Figure 34: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Upper North Sea Group for wells A15-02, B13-04 and B16-01. Note the quite close overlap between 
A15-02 and B13-04. The wider spread in values for well B16-01 in Figure 3.4 can clearly be seen in the histograms, especially 
the Young’s modulus. The value used by Orlic (2016) has a poor match with the obtained data, regardless of dynamic or static 
conversion. Based on Table 3.5 the NAM value has a closer match with the Barree et al., (2009) conversion. 
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3.2.2 Chalk Group 
 
For the Chalk Group 2 wells are looked at: BIR-13 and P15-14. BIR-13 consists of the Ommelanden 

Formation whilst P15-14 consists of the underlying Texel Formation. There is core data available for 

BIR-13 which has been combined with the wireline data. Well BIR-13 is part of the Groningen structure 

and hence suitable for comparison with the NAM wells BRW-05 and ZRP-02. 

 

Figure 35: Dynamic Young’s modulus vs. neutron porosity combined with the gamma ray log in [GAPI] for the Chalk Group 
for well BIR-13 (left) and P15-14 (right). The Texel Formation does not show a correlation between the Young’s modulus and 
the two wireline measurements. Note that there is a clear correlation between the Young’s modulus and neutron porosity 
for well BIR-13, but there appear to be three clusters. 

 

Figure 36: Dynamic Poisson’s ratio vs. neutron porosity combined with the gamma ray log in [GAPI] for the Chalk Group for 
well BIR-13 (left) and P15-14 (right). Note that there is not a clear correlation between the Poisson’s ratio and neutron 
porosity for either well, but BIR-13 has a high concentration between 0.30 and 0.35. 

From Figure 35 and Figure 36 it is clear that the Ommelanden Formation (BIR-13) and Texel Formation 

(P15-14) are distinct from each other. Figure 35 shows that there are three clusters for the Young’s 

modulus in well BIR-13. Well P15-14 shows a very wide scatter with a cluster at around Edyn = 20 GPa. 

The Ommelanden Chalk shows a clear relationship with the neutron porosity. Figure 36 shows that 

both formations have a reasonably narrow range for the Poisson’s ratio. This is especially so for the 

Chalk in well BIR-13. What is noticeable is that the Poisson’s ratio appears to be invariant to the 

neutron porosity. 
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Figure 37: Dynamic Young’s modulus vs. MDRT (left) and bulk density vs. MDRT (right) with the neutron porosity in [%] for 
the Chalk Group for well BIR-13. Note the strong relationship between the Young’s modulus and the neutron porosity. 

Figure 37 shows the dynamic Young’s modulus and the bulk density versus MDRT for well BIR-13. The 

relationship between the Young’s modulus and neutron porosity is very clear for the Ommelanden 

Formation with the tightest part of the formation showing the largest Young’s modulus. The figure 

shows three zones for the Young’s modulus with the top layer having a distinctly low neutron porosity. 

In the middle there is a layer with a noticeably higher Young’s modulus and lower neutron porosity 

which is followed by a drop at 1600 m MDRT and then a large increase in Young’s modulus. The highest 

Young’s modulus values correspond with the lowest neutron porosity. The bulk density is clearly low 

for the top layer of the formation and increases suddenly after 1400 m MDRT and then remains 

roughly constant. It is noticeable that the very low neutron porosity zone does not have a particularly 

high bulk density. 

The combined wireline and core data can be seen in Figure 38 and conforms to the previous results. 

There is a clear relationship between the Young’s modulus and both porosities. The Poisson’s ratio 

shows no relationship between either porosity. The core porosity of the formation decreases with 

depth and the bulk density increases with it. Note that it is not known whether the core porosity is a 

total or effective porosity. This knowledge resides with the operator of the well. 

Both formations show a wide range of values for the Young’s modulus (Figure 39). Due to this the 

reference values are not going to match the data well. The value used by Orlic (2016) comes closest 

to the determined numbers and the NAM value matches best with the top third of the Ommelanden 

Formation. The narrow band of values for the Poisson’s ratio is clear in the histogram for BIR-13 and 

neither reference intersects the data. 
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Figure 38: Combined core and wireline data showing the dynamic Young’s modulus, the dynamic Poisson’s ratio, measured 
distance from the rotary table and the neutron porosity for well BIR-13. For the two top plots the colour bar indicates the 
neutron porosity [%] and for the bottom two plots the bulk density [g/cc]. The author enquired what type of porosity the 
core porosity is, but this was unavailable. What is also clear is that in terms of Young’s modulus there is a lot of variability 
within the Chalk Group. The porosity and bulk density are considerably lower towards the top of the group than at the 
bottom. 

 

  

Figure 39: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Chalk Group for wells BIR-13 and P15-14. The value used by Orlic matches the static Young’s moduli 
quite well. The NAM value appears to be more suited to the upper part (not shown) of the Chalk Group and not for the lower 
parts with a higher Young’s modulus. Note that for the Poisson’s ratio the two reference values completely do not concur 
with the processed data. 
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3.2.3 Rijnland Group 
 
For the Rijnland Group 2 wells are used: PRW-01 and P15-14. From Figure 40 it can be seen that the 

material is quite different for both wells. In well PRW-01 there are rocks with a low gamma ray 

response which is not the case for P15-14. The rocks in PRW-01 also show a trend between the Young’s 

modulus and the neutron porosity. The values for P15-14 are much more scattered with a dense cloud 

around Edyn = 25 GPa. 

 

Figure 40: Dynamic Young’s modulus vs. neutron porosity combined with the gamma ray log in [GAPI] for the Rijnland Group 
for well PRW-01 (left) and P15-14 (right). Note that there is a correlation between the Young’s modulus and neutron porosity 
for well PRW-01, but this is less so for P15-14. For P15-14 there is a concentrated cluster at 25 GPa. 

 

Figure 41: Dynamic Poisson’s ratio vs. neutron porosity combined with the gamma ray log in [GAPI] for the Rijnland Group 
for well PRW-01 (left) and P15-14 (right). Note that there is not a clear correlation between the Poisson’s ratio and neutron 
porosity for either well. P15-14 in particular shows a very large spread of values and no clear link can be discerned. 

Figure 41 shows the Poisson’s ratio for both wells and the clustering for PRW-01 is denser than for 

P15-14. As with the Young’s modulus, P15-14 shows a very wide range of values and no clear trend. 

The histogram (Figure 42) clearly shows the wide range of the Poisson’s ratio for well P15-14. What is 

noticeable is that despite the difference in gamma ray response, the range and distribution of the 

Young’s modulus are very similar. Both literature references match well with the data for the Rijnland 

Group. 
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3.2.4 Schieland Group 
 
For the Schieland Group 2 wells are used: F02-07 and PRW-01. The Schieland Group rocks show a 

general trend (Figure 43) between the neutron porosity and the Young’s modulus for well F02-07. The 

same can be said for PRW-01 however, there is no dense cluster for this well. Note that the trend for 

F02-07 appears to be exponential/bi-linear whilst PRW-01 shows a more linear trend. 

 

Figure 43: Dynamic Young’s modulus vs. neutron porosity combined with the gamma ray log in [API] for the Schieland Group 
for well F02-07 (left) and PRW-01 (right). Note that both wells show a general trend between the Young’s modulus and the 
neutron porosity. Well F02-07 shows a somewhat exponential relationship with the neutron porosity with a dense cluster 
around 15 GPa. 

Figure 44 shows the dynamic Poisson’s ratio for the two wells and particularly F02-07 shows a wide 

range in values. The values for PRW-01 stay between 0.25 and 0.35. Neither shows a link with the 

neutron porosity. 

Figure 42: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Rijnland Group for wells PRW-01 and P15-14. For both wells the Orlic reference Poisson’s ratio seems 
to have the best match. Note that the reference values for the static Young’s modulus appear to match really well. 
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Figure 44: Dynamic Poisson’s ratio vs. neutron porosity combined with the gamma ray log in [API] for the Schieland Group 
for well F02-07 (left) and PRW-01 (right). Both wells show a large scatter in values, particularly F02-07. 

 

 

From the histograms it is clear that the Schieland Group for the two wells is quite distinct were both 

wells show poor overlap between one another. The range of the Poisson’s ratio is relatively narrow 

for PRW-01 and it is wide for F02-07. There are only reference values from Orlic (2016) and the 

Poisson’s ratio shows a very good match with the mean (0.29) of PRW-01. This is not the case for the 

converted static Young’s moduli where the value by Orlic is much lower than that of the data. Note 

that the Young’s modulus for PRW-01 is somewhat normally distributed, whilst F02-07 is skewed. 

 

  

Figure 45: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Schieland Group for wells F02-07 and PRW-01. The two wells differ a lot in rock rigidity where the 
rocks in F02-07 have a significantly lower Young’s modulus. F02-07 clearly shows skewed behaviour whilst PRW-01 looks 
more like a normal distribution. Note that the reference value for the Poisson’s ratio appear to match reasonably with the 
obtained data. The mean of the Poisson’s ratio for PRW-01 is 0.29 which is very close to 0.30. 



 

45 
 

3.2.4 Scruff Group 
 
For the Scruff Group only one well was available: F02-07. Figure 46 shows that the range of Young’s 

modulus values is very narrow. The Young’s modulus increases gently with a decreasing neutron 

porosity. The Poisson’s ratio on the other hand, shows a relatively wide scatter. 

 

Figure 46: Dynamic Young’s modulus (left) and dynamic Poisson’s ratio (right) vs. neutron porosity combined with the gamma 
ray log in [API] for well F02-07. The colour bar indicates the gamma ray log in [GAPI]. The Young’s modulus forms a dense 
cloud and there appears to be a trend with the neutron porosity. The Poisson’s ratio on the other hand, shows a very 
scattered behaviour. 

 

 

The narrow range of the Young’s modulus is visible in Figure 47 as is the much wider range of the 

Poisson’s ratio. There is no reference value for the Scruff Group. 

  

Figure 47: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Scruff Group for well F02-07. The histograms clearly reflect the previous figure as for the Young’s 
modulus, the vast majority of data points are within one column. The Poisson’s ratio is quite spread out, but the majority of 
the points are around 0.20. Note there is no literature reference for the Scruff Group. 
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3.2.5 Altena Group 
 
As with the Scruff Group, for the Altena Group only one well was available: P15-14. Both the Young’s 

modulus and Poisson’s ratio show a wide scatter for P15-14. The Young’s modulus has a dense cluster 

at Edyn = 25 GPa. The Poisson’s ratio does not show an as clear concentration of values as the Young’s 

modulus. 

 

Figure 48: Dynamic Young’s modulus (left) and dynamic Poisson’s ratio (right) vs. neutron porosity combined with the gamma 
ray log in [API] for well P15-14. The Young’s modulus forms a dense cloud at around 25 GPa, but there is a clear scatter 
towards higher values. The Poisson’s ratio does not show an as clear concentration of values and the magnitude varies 
between 0.15 and 0.35. 

 

 

The distribution of the Young’s modulus shows a sudden drop at around 27 GPa with tail of higher 

values. The Orlic (2016) reference value shows a close match with the McCann and Entwisle (1992) 

conversion. The Poisson’s ratio has a wide range and the reference value does not match the data. 

  

Figure 49: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Scruff Group for well P15-14. Note that the Orlic reference value matches well with the McCann 
conversion for the static Young’s modulus. The reference Poisson’s ratio cannot match the data due to the wide spread. 
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3.2.6 Upper Germanic Triassic Group 
 
For the Upper Germanic Triassic Group two wells are looked at: CAP-01 and L03-02. CAP-01 (Figure 

50) shows a wide scatter and a vague increase of the Young’s modulus with a lower neutron porosity. 

The trend is clearer for L03-02 which shows a relatively dense cluster of points. 

 

Figure 50: Dynamic Young’s modulus vs. neutron porosity combined with the gamma ray log in [API] for the Upper Germanic 
Triassic Group for well F02-07 (left) and PRW-01 (right). Both show a large scatter, but a general relationship with the neutron 
porosity. 

 

Figure 51: Dynamic Poisson’s ratio vs. neutron porosity combined with the gamma ray log in [API] for the Upper Germanic 
Triassic Group for well F02-07 (left) and PRW-01 (right). As with the Young’s modulus there is a wide scatter, but no particular 
relationship with the neutron porosity. 

Figure 52 shows that the rock masses for the two well have a notably different distributions for the 

Young’s modulus. The Poisson’s ratios however, show similar behaviour. The Orlic (2016) value has a 

reasonable match with the static Young’s moduli, but the NAM value does not fit either. Neither 

reference for the Poisson’s ratio is satisfactory. 
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Figure 52: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Upper Germanic Triassic Group for wells CAP-01 and L03-02. Note that whilst the Young’s moduli 
differ substantially for the wells, the Poisson’s ratio is quite similar. 
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3.2.7 Lower Germanic Triassic Group 
 
For the Lower Germanic Triassic Group 4 wells are shown: CAP-01, L03-02, L06-01 and Q11-03. As 

reservoir target depth is reached, more data becomes available and can be seen with the next two 

geological groups as well. 

 

Figure 53: Dynamic Young’s modulus vs. neutron porosity combined with the gamma ray log in [GAPI] for the Lower Germanic 
Triassic Group for wells CAP-01, L03-02, L06-01 and Q11-03. Wells CAP-01, L03-02 and L06-01 show a clear relationship with 
the neutron porosity. Notably Q11-03 does not show a clear trend, but there is a dense cluster at 40 GPa. 

Figure 53 shows that there is some variability within the Lower Germanic Triassic for the Young’s 

modulus. Wells CAP-01, L03-02 and L06-01 shows trends between it and the neutron porosity, but this 

is not the case for Q11-03. There is clustering based on the gamma ray, implying quite different 

lithologies. Well L03-02 is further looked at in Figure 54, where the Lower Volpriehausen Sandstone 

Member can clearly be distinguished from the surrounding rock by the neutron porosity and the 

gamma ray. 
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Figure 54: Measured distance from the rotary table vs. dynamic Young’s modulus combined with the neutron porosity log in 
[%] (left) and the gamma ray log in [GAPI] (right) for the Lower Germanic Triassic Group for well L03-02. The Lower 
Volpriehausen Sandstone Member is easily distinguished by the low neutron porosity and low gamma ray response. 

 

Figure 55: Dynamic Poisson’s ratio vs. neutron porosity combined with the gamma ray log in [GAPI] for the Lower Germanic 
Triassic Group for wells CAP-01, L03-02, L06-01 and Q11-03. Wells CAP-01 and L03-02 show clustering based on the gamma 
ray log. The other two wells show this to a lesser extent. Note the very narrow ranges in well CAP-01. 

The Poisson’s ratio shows clear clustering for the wells CAP-01, L03-02 and Q11-03 and less so for 

L06-01. The rock mass with a high gamma ray response for CAP-01 seems to show a relationship 

with the neutron porosity, where the Poisson’s ratio increases with the neutron porosity. 
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The distribution of the Young’s modulus for CAP-01 differs from the other three wells. When it comes 

to the reference values, the one provided by Orlic (2016) shows the best fit to the static Young’s 

moduli. All four wells show a relatively narrow band for the Poisson’s ratio and the NAM reference is 

nearest to the data. 

  

Figure 56: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Lower Germanic Triassic Group for wells CAP-01, L03-02, L06-01 and Q11-03. For all four wells the 
Poisson’s ratio shows a relatively narrow band, especially for CAP-01. The Orlic reference for the static Young’s modulus 
shows a much better match than the NAM value. 
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3.2.8 Zechstein Group 
 
For the Zechstein Group 4 wells are shown: GRL-01, J06-04, P08-06 and Q11-03. Figure 57 shows that 

there is considerable variability within the Zechstein Group. Wells GRL-01 and J06-04 are similar in 

showing clusters with a high Young’s modulus and low gamma ray response caused by the anhydrite 

(Figure 58). In both plots there is also a wide scatter for the high gamma ray material. Well P08-06 

shows two distinct clusters based on the neutron porosity and the gamma ray. There is a clear trend 

between the neutron porosity and the Young’s modulus as well. Note that there is a group of values 

for well GRL-01 with a lower Young’s modulus and low gamma ray values. This is deemed to be peculiar 

and Figure 58 shows the bulk density vs. MDRT. The figure shows that a part of the Zechstein interval 

contains very low bulk density values which is circumspect. These values are highly likely to be 

erroneous and should be ignored. 

 

Figure 57: Dynamic Young’s modulus vs. neutron porosity combined with the gamma ray log in [GAPI] for the Zechstein 
Group for wells GRL-01, J06-04, P08-06 and Q11-03. Well P08-06 shows a clear trend with the neutron porosity. What is also 
noticeable is the transition from high gamma ray material to low gamma ray. The other wells show a much wider scatter. 
GRL-01 and J06-04 show clustering at 80-90 GPa caused by anhydrite and limestone. It should be noted that GRL-01 has a 
very low density layer which forms the data points with a low Young’s modulus and low gamma ray. This part of the data 
should be ignored. 
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Figure 58: Measured distance from the rotary table vs. bulk density combined with the gamma ray log in [GAPI] for the 
Zechstein Group for well GRL-01. Note the very low bulk density values between 3400-3450 m which are circumspect and 
the very high bulk density values that are of anhydrite. 

 

Figure 59: Dynamic Poisson’s ratio vs. neutron porosity combined with the gamma ray log in [GAPI] for the Lower Germanic 
Triassic Group for wells GRL-01, J06-04, P08-06 and Q11-03. The clustering for the Poisson’s ratio is somewhat similar in 
behaviour to the Young’s modulus, with P08-06 showing a clear lithological trend and GRL-01 and J06-04 in part. 
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The Poisson’s ratio in Figure 59 shows a similar behaviour to the Young’s modulus as distinct clusters 

can be discerned in all wells but Q11-03. Well P08-06 shows that the Poisson’s ratio decreases with 

decreasing neutron porosity. The anhydrite in wells GRL-01 and J06-04 shows a narrow band of values 

around νdyn = 0.30. Note that the vertical values with a low gamma ray for GRL-01 should be ignored. 

 

Figure 60: Measured distance from the rotary table vs. dynamic Young’s modulus combined with the neutron porosity log in 
[%] (left) and the gamma ray log in [GAPI] (right) for the Zechstein Group for well P08-06. The Z3 Carbonate Member is easily 
distinguished by the low neutron porosity and low gamma ray response. 

 

Figure 61: Measured distance from the rotary table vs. dynamic Poisson’s ratio combined with the neutron porosity log in 
[%] (left) and the gamma ray log in [GAPI] (right) for the Zechstein Group for well P08-06. Note that the (Z3) Grey Salt Clay 
Member is particularly distinguishable. 

Figure 57 and Figure 59 show that there is a separation in lithologies for rocks in well P08-06. This can 

be seen in Figure 60 and Figure 61 above. Rocks with a higher neutron porosity also have a higher 

gamma ray response and the opposite is the case for rocks with a low neutron porosity. What is 

noticeable is that rocks with a low gamma ray have a higher Young’s modulus combined with a lower 

Poisson’s ratio. 

Wells GRL-01 and J06-04 show the widest range of Young’s modulus values (Figure 62), whilst P08-06 

and Q11-03 have a narrower range. The reference value of the NAM appears to have a good match 

with the data when using the McCann and Entwisle (1992) conversion. The value for the anhydrite 

only has a good match with the anhydrite in well J06-04. The Poisson’s ratio from Orlic (2016) has a 

poor match as does the NAM value for anhydrite (0.35) as the mean for the data is around 0.30. All 

four wells show quite a large range of possible values for the Poisson’s ratio. 
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Figure 62: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Zechstein Group for wells GRL-01, J06-04, P08-06 and Q11-03. Wells GRL-01 and J06-04 show a wide 
range of Young’s moduli, but a more narrow distribution of Poisson’s ratios. The opposite is the case for P08-06 and Q11-03. 
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3.2.9 Upper Rotliegend Group 
 
For the Upper Rotliegend Group 3 wells are shown: L05-06, P08-06 and Q11-03. The data from well 

L05-06 is split into two graphs (Figure 63) where the left subplot includes the Silverpit Formation and 

the right one without. The other two wells did not contain the Silverpit Formation. From all three wells 

it is clear that there is a relationship between the neutron porosity and the Young’s modulus. 

 

Figure 63: Dynamic Young’s modulus vs. neutron porosity combined with the gamma ray log in [GAPI] for the Upper 
Rotliegend Group for wells L05-06, P08-06 and Q11-03. The top two subplots show the Silverpit Formation and Slochteren 
Formation together (left) and the Slochteren Formation by itself (right). Note that for the Slochteren Formation well P08-06 
shows a very clear trend with the neutron porosity, which is less so for L05-06 and Q11-03. 

Figure 64 shows that there are two distinct zones within the Slochteren Formation in well P08-06 

which can be seen in both the Young’s modulus and Poisson’s ratio. These two zones are represented 

by the two clusters in Figure 63. The lower part of the formation has a considerably lower neutron 

porosity than the upper part. Figure 65 shows that the gamma ray response is constant throughout 

the interval and that the cause is probably not due to clay content. 
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Figure 64: Dynamic Young’s modulus (left) and. dynamic Poisson’s ratio (right) vs. MDRT combined with the neutron porosity 
log in [%] for the Upper Rotliegend Group, in this case the Slochteren Formation, for well P08-06. Note that even within the 
Slochteren Formation there two distinct zones which can be seen in the by the two clusters in Figure 3.35 and Figure 3.37. 

 

Figure 65: Dynamic Young’s modulus vs. MDRT combined with the gamma ray log in [GAPI] for the Slochteren Formation for 
well P08-06. Note that the entire Slochteren interval has low gamma ray response. 

Figure 66 shows the dynamic Poisson’s ratio for the three wells and the behaviour between them is 

clearly different and does not show the similarities seen for the Young’s modulus. Again the Upper 

Rotliegend for L05-06 is split into a subplot showing the entire interval (left) and only the Slochteren 

Formation (right). Note the two clusters for well P08-06. 

The contrast between the Silverpit Formation and Slochteren Formation (Lower Slochteren Member) 

can be seen in Figure 67 by using the gamma ray log. Both formations show a wide range in values, 

but differences can be seen. The Young’s modulus is a bit lower for the Slochteren rock (Figure 63) 

and the Poisson’s ratio is a bit lower as well (Figure 66). 
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Figure 66: Dynamic Poisson’s ratio vs. neutron porosity combined with the gamma ray log in [GAPI] for the Upper Rotliegend 
Group for wells L05-06, P08-06 and Q11-03. The top two subplots show the Silverpit Formation and Slochteren Formation 
together (left) and the Slochteren Formation by itself (right). Note that for the Slochteren Formation well P08-06 shows a 
very clear trend with the neutron porosity, which is less so for L05-06 and Q11-03. 

 

Figure 67: Dynamic Young’s modulus (left) vs. dynamic Poisson’s ratio (right) combined with the gamma ray log in [GAPI] for 
the Upper Rotliegend Group for well P08-06. The two formations are not easily distinguished without the aid of the gamma 
ray log. Note that the Poisson’s shows two vertical columns, thus indicating the difference between the two rock types. 
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Figure 68 shows the distributions for the elastic parameters for the three wells. The characteristics of 

the Slochteren rock is based on porosity distributions which can be found in Appendix E. The Young’s 

modulus ranges between 1 and 40 GPa (Table 1). When looking at the McCann conversion, wells L05-

06 and P08-06 fall within this range. Most of P08-06 also falls into this range, but a small amount of 

values exceeds it. It is clear that the rock in well Q11-03 has a very narrow range of values for the 

Young’s modulus. For the Poisson’s ratio wells L05-06 and Q11-03 have a similar range and P08-06 has 

two clear peaks. Note the clear difference between the Silverpit and the Slochteren for the Poisson’s 

ratio and the poor match of the value used by the NAM. 

Four tables have been constructed that contain the mean, median and standard deviation for the 

dynamic Poisson’s ratio, dynamic Young’s modulus, converted static Young’s modulus using McCann 

and Entwisle (1992) and converted static Young’s modulus using Barree et al. (2009) can be found in 

Appendix I. 

 

  

Figure 68: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Upper Rotliegend Group for wells L05-06, P08-06 and Q11-03. All four wells shows a wide range for 
the Poisson’s ratio. The Young’s moduli show a narrower range, particularly Q11-03. The NAM range for Young’s modulus for 
the Slochteren reservoir is 1-40 GPa. 
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3.2.10 NAM Wells 
 
Data has been obtained from two wells of which the LIS and LAS files are not publically available yet. 

For this reason these two wells have been separated from the others. The same approach has been 

undertaken with these wells as previously. Note that the logged interval for these two is considerably 

longer than for any other well. Effectively the entire well is covered by shear wave acoustic data giving 

a complete overview of the differences of the varying geological units. Both wells have a short interval 

covered by the neutron porosity around reservoir level, but not for the rest of the well. Therefore 

there are no scatter plots for the overburden units. 

3.2.10.1 Well BRW-05 
Figure 69 shows the dynamic Young’s modulus for well BRW-05 versus measured distance from the 

rotary table. The complete overview shows the striking differences between certain geological units. 

There is a large increase in the Young’s modulus starting at the Chalk. The Chalk group shows a large 

variability which is also seen in well BIR-13 (Figure 37). There is a general increase in the Young’s 

modulus with depth until the top of the Rijnland Group. The halite in the Zechstein is clearly visible by 

the constant interval. 

 

Figure 69: Dynamic Young’s modulus vs. MDRT for well BRW-05. The well tops for the different geological groups have been 
added. The colour bar indicates the gamma ray response in [GAPI]. Note the general increase in Young’s modulus with depth 
until the Rijnland Group. Within the Zechstein Group there is a noticeable constant interval from 2650 m. One can clearly 
distinguish the North Sea groups from the others by their high gamma ray response. 

The dynamic Poisson’s ratio shows a steady decrease with depth (Figure 70) until the top of the 

Rijnland Group is reached. As with the Young’s modulus there is a clear jump ounce the Chalk Group 

is reached. Both Germanic Triassic groups show a relatively wide range of values, as does the Limburg 

Group. Note the vertical interval in the Zechstein Group. The bulk density (Figure 71) is a useful log to 

distinguish the different units. The halite, for instance, is clearly visible due to the low and constant 

value. 
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Figure 70: Dynamic Poisson’s ratio vs. MDRT for well BRW-05. The well tops for the different geological groups have been 
added. The colour bar indicates the gamma ray response in [GAPI]. Note the decrease in value with depth until around 2000 
m MDRT. After this it tends to vary between 0.2 and 0.3. 

 

Figure 71: Bulk density vs. MDRT for well BRW-05. The well tops for the different geological groups have been added. The 
colour bar indicates the gamma ray response in [GAPI]. The Chalk Group and the Zechstein Group both show an increase 
with depth. For the Zechstein group there is a noticeable constant interval in the middle. 
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Figure 72: Acoustic travel time vs. MDRT for well BRW-05. The well tops for the different geological groups have been added. 
The colour bar indicates the gamma ray response in [GAPI]. Note the constant behaviour for the Zechstein Group. And the 
clear increase with depth for the North Sea and Chalk. 

Figure 72 shows the acoustic slowness for the compression wave. Note the very large jump between 

the Chalk Group and the Lower North Sea Group which explains the changes in the Young’s modulus 

and Poisson’s ratio. The halite in the Zechstein shows a very constant behaviour.  

 

Figure 73: Dynamic Young’s modulus vs. neutron porosity for the Rotliegend, specifically the Slochteren Formation, for well 
BRW-05. The colour bar indicates the gamma ray response in [GAPI]. Note the relatively large amount of high gamma ray 
response material. 
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Interestingly there is no discernible trend in the Young’s modulus when combined with the neutron 

porosity for the Slochteren Formation (Figure 73), but the range of values is quite narrow. The figure 

shows that there is high gamma ray material in the reservoir unit. 

 

3.2.10.2 Well ZRP-02 
Well ZRP-02 is the second well obtained from the NAM. Figure 74 shows the dynamic Young’s modulus 

for well ZRP-02 versus measured distance from the rotary table. The results are similar to BRW-05 and 

the complete overview shows the striking differences between certain geological units. There is a large 

increase in the Young’s modulus starting at the Chalk. The Chalk group shows a large variability which 

is also seen in well BIR-13 (Figure 37). There is a general increase in the Young’s modulus with depth 

until the top of the Rijnland Group. The halite in the Zechstein is clearly visible by the constant interval 

which is longer for ZRP-02 than BRW-05. Note that the Upper Germanic Triassic is absent in this well. 

 

Figure 74: Dynamic Young’s modulus vs. MDRT for well ZRP-02. The well tops for the different geological groups have been 
added. The colour bar indicates the gamma ray response in [GAPI]. Note the general increase in Young’s modulus with depth 
until the Rijnland Group. The Chalk Group clearly shows a large amount of variability. 

The dynamic Poisson’s ratio shows a steady decrease with depth (Figure 75) until the top of the 

Rijnland Group is reached. As with the Young’s modulus there is a clear jump ounce the Chalk Group 

is reached. Both Germanic Triassic groups show a relatively wide range of values, as does the Limburg 

Group. Note the vertical interval in the Zechstein Group. The bulk density (Figure 76) is a useful log to 

distinguish the different units. The halite, for instance, is clearly visible due to the low and constant 

value. 



 

64 
 

 

Figure 75: Dynamic Poisson’s ratio vs. MDRT for well ZRP-02. The well tops for the different geological groups have been 
added. The colour bar indicates the gamma ray response in [GAPI]. Note the decrease in value with depth until around 2000 
m MDRT. After this it tends to vary between 0.2 and 0.3. 

 

Figure 76: Bulk density vs. MDRT for well ZRP-02. The well tops for the different geological groups have been added. The 
colour bar indicates the gamma ray response in [GAPI]. The Chalk Group shows a general increase with depth. The Zechstein 
Group also shows an increase with depth after a long constant interval. 
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Figure 77: Acoustic travel time vs. MDRT for well ZRP-02. The well tops for the different geological groups have been added. 
The colour bar indicates the gamma ray response in [GAPI]. Note the constant behaviour for the Zechstein Group. 

Figure 77 shows the acoustic slowness for the compression wave. Note the very large jump between 

the Chalk Group and the Lower North Sea Group which explains the changes in the Young’s modulus 

and Poisson’s ratio. The halite in the Zechstein shows a very constant behaviour and has a longer 

interval than BRW-05. 

 

Figure 78: Dynamic Young’s modulus vs. neutron porosity for the Rotliegend, specifically the Slochteren Formation, for well 
ZRP-02. The colour bar indicates the gamma ray response in [GAPI]. Note the clear linear trend of the data cloud. 
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Figure 78 shows that the Slochteren rock in ZRP-02 does show a trend between the neutron porosity 

and the dynamic Young’s modulus. Note that there is gas in the well, which reduces the neutron 

porosity and also the dynamic Young’s modulus by lowering the bulk density. 

3.2.11.2 Histograms of the Elastic Parameters 
Figure 79 shows the distributions of the two NAM wells for the Upper North Sea Group and Lower 

North Sea Group. Both groups show very narrow distriubtions for both the Young’s modulus and the 

Poisson’s ratio. The material of the Lower North Sea is more rigid and has a lager spread of values. The 

reference values do not match well with the data and extremely poorly for the Poisson’s ratio. 

 

 

 

 

Figure 79: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Upper North Sea Group and Lower North Sea Group for wells BRW-05 and ZRP-02. Neither the 
reference Poisson’s ratio nor the Young’s modulus fit the respective plots well. Both elastic moduli show a narrow range of 
values. Note that the reference Young’s modulus does fit the dynamic Young’s modulus. 

Figure 80: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Chalk Group for wells BRW-05 and ZRP-02. The reference Poisson’s ratio does not fit the data. The 
dynamic Young’s modulus for the Chalk group has a wide spread with the dynamic values showing three distinct groups. 
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The Chalk Group (Figure 80) has a similarly wide distribution for BRW-05 and ZRP-02 as with well BIR-

13. The distribution cannot be captured by the reference value of the NAM and whilst it is a good fit 

for the less rigid top part of the group, it does not fit well with the more rigid parts that are deeper in 

the subsurface. The Poisson’s ratio does not match at all with the data. For the Rijnland Group (Figure 

81) the reference value for the static Young’s modulus shows a poor match. The distriubtion of the 

Young’s modulus is noteceably narrower than for the Chalk Group. Just as with the Chalk, the Poisson’s 

ratio does not overlap with the data. 

 

 

 

  

Figure 82: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Upper Germanic Triassic Group and Lower Germanic Triassic Group for wells BRW-05 and ZRP-02. The 
reference value for the Poisson’s ratio for the Upper Triassic shows a good fit for one of the data clouds. The number for the 
Lower Triassic has a poor match with both wells. The McCann and Entwistle (1992) conversion shows a good fit for ZRP-02 
and comes quite close to the data for the Upper Triassic. 

Figure 81: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Chalk Group for wells BRW-05 and ZRP-02. The reference Poisson’s ratio does not fit the data. The 
Rijnland shows a greater concentration with the Barree et al. (2009) conversion showing the better fit. 
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Figure 82 shows the distributions for the Upper Germanic Triassic and Lower Germanic Triassic Group. 

There is a clear concentration of values within the Upper Germanic Triassic, but also a wide range of 

values for the Young’s modulus. The NAM reference value comes quite close to the peak for the 

McCann and Entwisle conversion. The reference Poisson’s ratio matches well with one of the clusters, 

but not with the other. When looking at the Lower Germanic Triassic it is clear that this group also has 

a concentration of values, but a narrower range for the Young’s modulus. The NAM reference matches 

well with ZRP-02 but not with BRW-05. The Poisson’s ratio does not fit either well for the Lower 

Germanic Triassic. Note the difference in distribution for the two wells, where ZRP-02 has a narrower 

band for most of the values, but also a small cluster of higher values. 

 

 

Figure 83 shows that, for Zechstein Group, the vast majority of values fall in a narrow range. Note the 

small cluster of much higher Young’s modulus values. For the Barree et al. (2009) conversion the 

cluster matches well with the NAM value for anhydrite. The Poisson’s ratio also has a narrow range, 

especially well ZRP-02. The reference value for Halite does not match the data by a wide margin. The 

differences in Young’s modulus between the halite and anhydrite can be clearly seen in these 

histograms. Note that due to the relative purity of evaporates it is interesting to compare the data for 

the Zechstein to other, more general, literature values. Markov et al. (1998) show that halite has a 

Poisson’s ratio of 0.25 which is very different from the NAM value, but would fit the data much better. 

When using parameters from Markov et al. the Young’s modulus for halite is around 36 GPa so in this 

case the dynamic Young’s modulus is closer to ‘real’ value than the converted static values. This is 

probably due to the very low porosity of salts. According to the same source, anhydrite has a value of 

around 0.28 which is a bit different from the NAM value. The two reference values from Markov et al. 

(1998) give a Young’s modulus of 75 and 85 GPa. The latter is close to the dynamic values of the basal 

anhydrite in the Zechstein Group (Figure 83). 

No histograms have been made for the Upper Rotliegend Slochteren rocks as these are assumed to 

be filled with gas that distorts the dynamic elastic parameters. If these are to be looked at then 

correction should be applied to compensate for the gas saturation. 

 

  

Figure 83: Histograms showing dynamic Young’s modulus and dynamic Poisson’s ratio (left) with the converted static Young’s 
modulus (right) for the Zechstein Group for wells BRW-05 and ZRP-02. 
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3.2.11.3 Tabulated values 
The tables below show the dynamic Poisson’s ratio (Table 6), dynamic Young’s modulus (Table 7), 

converted static Young’s modulus using McCann and Entwissle (1992) (Table 8) and converted static 

Young’s modulus using Barree et al. (2009) (Table 9) for wells BRW-05 and ZRP-02. 

Table 6: Dynamic Poisson’s ratio values for the wells BRW-05 and ZRP-02. *In the provided data there was no specified top 
for the Upper North Sea Group, however it is assumed to be the first encountered unit. **The Upper North Sea Group for 
well ZRP-02 also contains around 30 metres of Middle North Sea Group 

Unit Well Mean νdyn [-] Median νdyn [-] Std. νdyn [-] 

Up. North Sea* BRW-05 0.463 0.461 0.010 
Up. North Sea** ZRP-02 0.463 0.426 0.009 
Lo. North Sea BRW-05 0.434 0.443 0.032 
Lo. North Sea ZRP-02 0.438 0.446 0.029 
Chalk BRW-05 0.334 0.338 0.026 
Chalk ZRP-02 0.326 0.325 0.020 
Rijnland BRW-05 0.341 0.345 0.021 
Rijnland ZRP-02 0.343 0.342 0.018 
Up. Germanic Triassic BRW-05 0.282 0.283 0.028 
Up. Germanic Triassic ZRP-02 n/a n/a n/a 
Lo. Germanic Triassic BRW-05 0.266 0.268 0.028 
Lo. Germanic Triassic ZRP-02 0.275 0.273 0.028 
Zechstein BRW-05 0.271 0.267 0.024 
Zechstein ZRP-02 0.267 0.264 0.017 

 

Table 7: Dynamic Young’s modulus values for the wells BRW-05 and ZRP-02. *In the provided data there was no specified 
top for the Upper North Sea Group, however it is assumed to be the first encountered unit. **The Upper North Sea Group 
for well ZRP-02 also contains around 30 metres of Middle North Sea Group. 

Unit Well Mean Edyn [-] Median Edyn [-] Std. Edyn [-] 

Up. North Sea* BRW-05 1.42 1.37 0.44 
Up. North Sea** ZRP-02 1.48 1.43 0.38 
Lo. North Sea BRW-05 2.54 2.27 1.14 
Lo. North Sea ZRP-02 2.52 2.13 1.24 
Chalk BRW-05 23.16 21.66 10.77 
Chalk ZRP-02 21.52 17.49 11.12 
Rijnland BRW-05 19.26 19.25 3.52 
Rijnland ZRP-02 16.44 17.06 3.94 
Up. Germanic Triassic BRW-05 35.42 29.87 12.56 
Up. Germanic Triassic ZRP-02 n/a n/a n/a 
Lo. Germanic Triassic BRW-05 34.79 33.74 4.50 
Lo. Germanic Triassic ZRP-02 26.97 27.02 5.03 
Zechstein BRW-05 36.94 34.02 14.46 
Zechstein ZRP-02 35.91 32.67 13.17 
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Table 8: Converted static Young’s modulus using McCann (1992) for the wells BRW-05 and ZRP-02. *In the provided data 
there was no specified top for the Upper North Sea Group, however it is assumed to be the first encountered unit. **The 
Upper North Sea Group for well ZRP-02 also contains around 30 metres of Middle North Sea Group. 

Unit Well Mean Estat [GPa] Median Estat [GPa] Std. Estat [GPa] 

Up. North Sea* BRW-05 0.59 0.56 0.28 
Up. North Sea** ZRP-02 0.63 0.59 0.24 
Lo. North Sea BRW-05 1.31 1.13 0.73 
Lo. North Sea ZRP-02 1.29 1.04 0.80 
Chalk BRW-05 14.51 13.54 6.89 
Chalk ZRP-02 13.46 10.87 7.12 
Rijnland BRW-05 12.00 12.00 2.25 
Rijnland ZRP-02 10.21 10.60 2.53 
Up. Germanic Triassic BRW-05 22.35 18.80 8.04 
Up. Germanic Triassic ZRP-02 n/a n/a n/a 
Lo. Germanic Triassic BRW-05 21.94 21.28 3.20 
Lo. Germanic Triassic ZRP-02 16.94 16.98 3.22 
Zechstein BRW-05 23.32 21.44 9.25 
Zechstein ZRP-02 22.66 20.59 8.43 

 

Table 9: Converted static Young’s modulus using Barree (2009) for the wells BRW-05 and ZRP-02. *In the provided data there 
was no specified top for the Upper North Sea Group, however it is assumed to be the first encountered unit. **The Upper 
North Sea Group for well ZRP-02 also contains around 30 metres of Middle North Sea Group. 

Unit Well Mean Estat [GPa] Median Estat [GPA] Std. Estat [GPa] 

Up. North Sea* BRW-05 0.81 0.77 0.28 
Up. North Sea** ZRP-02 0.81 0.50 0.23 
Lo. North Sea BRW-05 1.47 1.32 0.69 
Lo. North Sea ZRP-02 1.44 1.21 0.72 
Chalk BRW-05 16.01 14.11 8.52 
Chalk ZRP-02 14.51 10.89 8.63 
Rijnland BRW-05 13.97 14.02 2.73 
Rijnland ZRP-02 11.71 12.20 2.90 
Up. Germanic Triassic BRW-05 27.03 21.46 11.62 
Up. Germanic Triassic ZRP-02 n/a n/a n/a 
Lo. Germanic Triassic BRW-05 25.08 24.21 4.32 
Lo. Germanic Triassic ZRP-02 18.97 18.97 3.66 
Zechstein BRW-05 23.40 19.76 13.68 
Zechstein ZRP-02 22.08 18.61 12.72 
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3.3 Discussion 
 
The well results show a lot of variability. For some units, such as the Altena (Figure 48) and Upper 

Germanic Triassic (Figure 51) groups, it can be hard to distinguish clear lithological trends for the given 

wells. On the other hand, the Chalk Group (Figure 35) and Upper Rotliegend Group (Figure 63) do 

show clear trends between the dynamic Young’s modulus and the neutron porosity. The two wells 

provided by the NAM give a complete overview of the variability of the different units and how they 

compare to one another. Figure 69 and Figure 74 show an increase of the dynamic Young’s modulus 

with depth until the Rijnland Group. For the Chalk Group this is probably in part due to the increase in 

the bulk density (Figure 71 and Figure 76), but considering that the bulk density for the North Sea 

groups does not steadily increase there must be another reason that explains the increase. 

Lithification and cementation might play a more important role for the Young’s modulus rather than 

bulk density in general. 

The Poisson’s ratio can show a very narrow range (Figure 79) or a very broad range (Figure 62), often 

in line with the Young’s modulus (Figure 79). However, the Poisson’s ratio seems to be invariant 

towards (neutron) porosity (Figure 36 and Figure 38) for most wells except for P08-06 (Figure 66). The 

Poisson’s ratio might be more dependent on the mineral type and cementation than the amount of 

compaction as the figures 70 and 75 show that the Poisson’s ratio changes without a constant increase 

in bulk density. The Poisson’s ratio steadily decreases with depth up and till the top of the Rijnland 

Group (Figure 70 and Figure 75). Once the Rijnland Group is reached, there is no discernible trend with 

depth. In both wells the halite is easily identifiable due to the constant acoustic slowness (Figure 72 

and Figure 77), which in turn leads to a constant Poisson’s ratio. This is particularly noticeable for well 

ZRP-02. 

The use of the gamma ray and neutron porosity certainly have added benefit as differences within 

geological units become clear. In the Lower Germanic Triassic the Volpriehausen Sandstone Member 

(Figure 54) can be clearly distinguished by using both logs. Even though it is the same (Slochteren) 

formation within well P08-06, Figure 64 shows that there are two distinct layers within the geological 

layer. Another example is the Upper North Sea Group (Figure 32) where the change from probably 

more sandy material to more clayey can be seen by using the gamma ray log. The dynamic Young’s 

modulus increases steadily with MDRT, but this does not seem to be caused by the bulk density as this 

remains constant throughout the interval (Figure 33). The increase in Young’s modulus might be 

explained by increased cementation or better connectivity between the grains, but not to the extent 

that the bulk density increased. 

The reference values (Table 1 and Table 4) by the Lele et al. (2015) and Orlic (2016), which are shown 

in the histograms, often do not conform to the obtained data. For instance, an underlying issue with 

this study is that there is considerable variability between the literature values and the obtained 

results. This study would be greatly improved by static measurement for the studied geological 

intervals. Then one could check the existing conversion methods or even create a new one. It is the 

case that many wells and geological units show potential due to strong lithological relationships. Thus 

if the right conversion method or reference can be found, then the results of this study can be applied 

into practice. There is also the potential for much more detailed research as this report mostly looks 

at group scale and not formation and member scale. 
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4 
Influence of Simple Overburdens on 

Subsidence 
 

This chapter shows the undertaken processes and results for subsidence modelling in Plaxis. The 

modelling runs in this chapter are not so much designed to be realistic from a geological point of view, 

but more for testing the behaviour of the program and looking at extreme limits. Another important 

objective is to find trends that can be applied to geological units that are representable for the geology 

around Groningen. These learning points can then be applied to more realistic cases in chapter 5. Part 

4.1 will outline the methodology and explain the used software and modelling type. In the second 

part, 4.2, the result of the modelling runs can be found. Finally, part 4.3 provides a discussion of the 

results. 

 

4.1 Method 
 
The model builds in this chapter are relatively simple, often consisting of a homogeneous overburden. 

As has been stated the purpose of this chapter is to look at the behaviour of the program and the 

relative influence of the elastic parameters. In the next chapter though, the overburden will not be 

homogeneous. A program is needed that can account for the overburden by building multiple 

geological layers above the reservoir. One way to do this is via a finite element program. For this thesis 

the program Plaxis is used, specifically the version PLAXIS 2D Input 2016 and its associated output 

program. This program will be further referred to as Plaxis. Whilst it is more commonly used for civil 

engineering purposes, it does allow for modelling rock type behaviour. Examples of previous work 

involving rock modelling and Plaxis are: Lawless et al. (2003) and Cuisiat et al. (2010). The advantage 

of using a finite element program is that complex structures such as salt domes can be built and 

studied, but this would need to be done in a 3D program as Plaxis 2D would not model these in a 

structurally realistic way. 

Section 4.1.1 provides an introduction to Plaxis and the available modelling types. In section 4.1.2 the 

properties of the modelled materials are described in further detail. Hereafter in section 4.1.3 an 

example of a model structure and mesh are shown. Section 4.1.4 provides information on the model 

pore pressures which drive the deformation in the models. 
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4.1.1 Plaxis Modelling Types 
 
There are 12 modelling types (Figure 84) readily available in Plaxis and of these, four models are stated 

to be suitable for modelling rock-type behaviour (Plaxis, 2017). Increasingly sophisticated models do 

require more input parameters, leading to a cost-benefit situation where one might be limited due to 

existing data. For instance, the jointed rock model requires multiple Young’s moduli and Poisson’s 

ratios to model a material’s anisotropic behaviour. For the Dutch subsurface such data does not 

appear to exist and hence this model is not suitable. The Hoek-Brown model is stated as being 

unsuitable for stratified layers and hence can be disregarded for this study. Furthermore this model 

requires additional parameters that are not available to the writer of this report. The Mohr-Coulomb 

model requires few parameter inputs and is thus easier to use. However, even this modelling type 

requires input parameters that are not readily available for the Dutch subsurface. Hence the choice is 

made to use linear elastic modelling which is essentially dependent on two parameters: the Young’s 

modulus and the Poisson’s ratio. 

 

Figure 84: Illustration showing the available options in Plaxis 2D. The models in yellow are suitable for modelling rocks. For 
this thesis linear elastic modelling was chosen. 

In the past the NAM (2013) has used a finite element model, as one of multiple techniques, to model 

the subsidence above the Groningen field, but concluded that the Geertsma and van Opstal (1973) 

method is sufficiently accurate (NAM, 2013). No mention of a finite element model for subsidence 

prediction is made in the latest Winningsplan (NAM, 2016). The used Plaxis model has been tailored 

towards the 2013 Winningsplan model and it is stated that the bottom boundary of the finite element 

model is set to 7000 metres and that the model boundary extends to one extra reservoir diameter in 

all x-y directions (NAM, 2013). For the Plaxis model the bottom boundary will also be set 7000 metres. 

The thickness of the reservoir is 100 metres. The reservoir radius and model extent are varied 

depending on the research. These two are further specified under the results part of the Chapter. 

 

4.1.2 Model Materials 
 
As has been stated, the choice is made to use linear elastic modelling of the model materials. A variety 

of input parameters exist for the material modelling. Ranging from grain size, flow characteristics and 

temperature behaviour. One of these characteristics is drainage. Model drainage is an important issue 
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for modelling in Plaxis as drainage determines how pore pressures influence the soil response (Plaxis, 

2017). There are multiple options within the program, however for the present study the interest lies 

at looking at the long-term (i.e. drained) behaviour of the model and therefore the materials are 

modelled as such. If one needs to take into account the effect of excess pore pressures that are created 

due to stress changes, then an undrained model is more suitable. 

The program Plaxis uses certain parameters which require calculating from those values which are 

already obtained through literature. The unit weight in Table 10 was calculated using Eq. 4.1 and the 

void ratio with Eq. 4.2. Plaxis allows for a saturated and unsaturated unit weight, but for during this 

study both values are set to be the same and the material is assumed to be saturated with fresh water 

𝜌 = 1000 𝑘𝑔/𝑚3. During preliminary modelling using Mohr-Coulomb (and not linear elastic), the unit 

weight did not affect the displacement results. Nevertheless the given densities are converted to their 

unit weight values. The porosity or void ratio has no effect on the model output hence all material 

have the same porosity of 0.15 or a void ratio of 0.176 except for the Zechstein units. 

𝛾 = 𝜌𝑔      (4.1) 

𝑒𝑣𝑜𝑖𝑑 =
𝜑

1−𝜑
     (4.2) 

 

Table 10: Densities and corresponding unit weights per geological unit, based on values from the NAM (Lele et al., 2015). 

Unit Density, ρ [kg/m3] Unit weight γ [N/m3] 

North Sea 2150 21.09 * 103 
Chalk 2350 23.05 * 103 
Rijnland 2350 23.05 * 103 
Triassic 2350 23.05 * 103 
Zechstein Halite 2100 20.60 * 103 
 Anhydrite 2900 28.45 * 103 
Ten Boer 2300 22.56 * 103 
Slochteren Heterolithic 2390 23.45 * 103 
 Reservoir 2390 23.45 * 103 
Carboniferous 2300 22.56 * 103 

 

Table 11: Parameters from Lele et al. (2015) used in Plaxis. 

Unit E [GPa] ν [-] γ [N/m3] evoid 

North Sea 2 0.30 21.09 * 103 0.176 
Chalk 10 0.25 23.05 * 103 0.176 
Rijnland* 16 0.25 23.05 * 103 0.176 
Triassic* 16 0.25 23.05 * 103 0.176 
Zechstein** Halite 30 0.35 20.60 * 103 0.000 
 Anhydrite 70 0.25 28.45 * 103 0.000 
Ten Boer 40 0.20 22.56 * 103 0.176 
Slochteren Heterolithic 14 0.15 23.45 * 103 0.176 
 Reservoir 14 0.15 23.45 * 103 0.176 
Carboniferous 40 0.20 22.56 * 103 0.176 
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Table 11 shows the elastic parameters of the geological units around the Groningen area and form the 

basis for the calculations which are performed using Hooke’s law in three dimensions (Plaxis, 2016): 

𝑒ℎ =
1

𝐸
{∆𝜎ℎ

′ − 𝜈(∆𝜎𝐻
′ + ∆𝜎𝑣

′ )}   (4.3) 

𝑒𝐻 =
1

𝐸
{∆𝜎𝐻

′ − 𝜈(∆𝜎ℎ
′ + ∆𝜎𝑣

′)}   (4.4) 

𝑒𝑣 =
1

𝐸
{∆𝜎𝑣

′ − 𝜈(∆𝜎𝐻
′ + ∆𝜎ℎ

′ )}   (4.5) 

Due to axial symmetry of the 2D model the horizontal stresses are equal to each other. Therefore only 

the last two equations are needed and ∆𝜎ℎ
′  = ∆𝜎𝐻

′ . An example calculation is shown in the results part 

of the chapter. 

 

4.1.3 Model Structures and Mesh 
 
The upcoming figures will show example 2D images of the models. It should be noted that all the 

models are modelled to be axial symmetric, hence in a 3D context the model represents a layered 

cylinder. Structures have to be drawn which are the objects that undergo the modelling. The material 

properties are assigned to the relevant structure. For all the created models the structures consist of 

rectangular polygons. An example can be seen in Figure 85 where geological layers of varying thickness 

are modelled. The bottom boundary of the model is fixed and there cannot be any vertical or 

horizontal movement. Elements on the flanks are free to move vertically, but not horizontally and the 

top boundary is completely free. 

 

Figure 85: Model showing multiple geological units with varying material properties. The reservoir is the smaller red rectangle 
to the left. Note the pattern of different thicknesses which facilitate certain modelling runs and are not meant to represent 
real life geology. 

When the structures are complete the model needs to be meshed. Plaxis allows for different settings 

that create a certain number of elements based on the desired fineness of the model. It is not possible 

to seed a structure line in Plaxis, hence the inbuilt refinement needs to be used. A ‘medium’ basis 

mesh is chosen and certain thin layers (e.g. Figure 86) are set to a refinement of 0.5 to: 1) ensure a 

larger amount of nodes at the top surface of the model and 2) a constant spacing between the nodes. 

The bottom half of the model is considered to be of less interest and hence is not refined. This 
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significantly reduces the amount of nodes and hence computational time. Figure 87 shows the mesh 

in multiple geological units. For the smaller elements a triangle side is between 50 and 100 metres 

long. 

 

Figure 86: Model showing mesh refinement in certain polygons (dark green). Whilst this is not the case in this figure, the 
brighter the green the smaller (i.e. more elements) the mesh refinement. 

 

Figure 87: Zoomed-in image of the mesh at reservoir (red) level. One can impose a desired element interval by using mesh 
refinement. 

The user can choose between 6-node and 15-node elements. All the models in this report were made 

using 15-node elements as these allow for greater accuracy. An example of the 15-node elements is 

given in Figure 88. 
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Figure 88: Two 15-node elements with nodes in Plaxis. After (Plaxis, 2017). Note the presence of nodes within the element. 

 

4.1.4 Model Pore Pressures and Stresses 
 
The vast majority of the model is assumed to be hydrostatic where the pore pressure increases linearly 

with depth. Only the green rectangle, representing the reservoir, (Figure 89) has a different pore 

pressure which is reduced on a per step basis. An example of the resulting pore pressures are shown 

in Appendix J. It is assumed that in the scope of this research there is no aquifer influx to recover the 

pore pressure. For the Groningen field this is a realistic assumption as there is slow aquifer influx. 

 

 

Figure 89: Model showing the so-called flow conditions in Plaxis. Blue areas are subject to hydrostatic pore pressures whilst 
the green area is user defined and represents the reservoir pore pressure. 

The horizontal stress can be determined in multiple ways in Plaxis and all are based on the vertical 

effective stress, which is determined by gravity. The horizontal stress can be a simple ratio, but the 

choice is made to use so called gravity loading which generates the horizontal effective stress based 

on the following relationship (Plaxis, 2017): 

𝜎ℎ
′ =

𝜈

1−𝜈
𝜎𝑣

′     (4.6) 
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4.2 Results 2D 
 
Multiple modelling scenarios have been developed to study the effect of the elastic moduli on 

subsidence. There are three main geological units: reservoir (section 4.2.2), underburden (4.2.3), and 

overburden (4.2.4). Each component will be studied individually in the sections below. Hereafter there 

will be a section (4.2.5) that looks at the relative shape of the reservoir by studying the ratio between 

reservoir depth and reservoir radius. Only the vertical displacement is considered in detail. As a rule 

of thumb the horizontal displacement is greatest at the edge of the reservoir cylinder and the 

maximum horizontal displacement is around half of the maximum vertical displacement. Figure 90 

provides a sketch of the displacement of an object and examples from Plaxis can be found in Appendix 

K. For all results, the displacements become linearly larger with the reservoir pressure drop. The 

chosen pressure drop for the vast majority of modelling runs is 34 MPa as this is the expected pressure 

drop at abandonment for the Groningen field (NAM, 2013) unless stated otherwise. 

 

Figure 90: Schematic illustration of the displacements an object at the surface will undergo due to reservoir depletion. The 
red rectangle represents the compacting reservoir. Note that the maximum vertical displacement is at the centre of the 
reservoir. The maximum horizontal displacement is on the reservoir edge. 

 

4.2.1 Compaction 
 
As a program validity check, a Plaxis model is created where the reservoir extends from one side of 

the model to the other, i.e. the surface area of the top of the reservoir equals to that of the top of the 

surface of the Plaxis model. When the reservoir compacts, it is expected that the vertical surface 

displacement will be equal to that in the reservoir. A schematic illustration of the model can be seen 

in Figure 91 and the results can be seen in Figure 92. Two different scenarios were tested where in the 

first one the reservoir material is kept constant, but the overburden as a whole changes. In the second 

scenario there is a single overburden type and the reservoir material is varied. 

The reservoir material throughout this report is modelled as a Slochteren rock material with a porosity 

of 15 % leading to a Young’s modulus of 14 GPa and a Poisson’s ratio of 0.15 (Appendix E).  
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Figure 91: Schematic illustration of the Plaxis model used for the compaction modelling. The colour green indicates a Chalk 
Group material and grey a Carboniferous material (Table 11). The red layer is the reservoir. Note that the figure is not to 
scale. 

 

Figure 92: Vertical displacement of the surface for varying overburden types (left) and varying reservoir types (right). Note 
that only the reservoir influences the displacement. For the overburden results a reservoir with 15 % porosity was used. 

The left subplot of Figure 92 shows that for different overburden types the vertical displacement at 

the surface is the same. The right subplot shows that when the reservoir material is varied, that there 

are unique surface responses, hence for this type of scenario the overburden has no effect on the 

vertical displacement. A simple check can be done to test the physics of the model. The stresses are 

taken from the Plaxis output program. The vertical strain of the reservoir is calculated as follows: 

𝑒𝑣 =
1

𝐸
{∆𝜎𝑣

′ − 𝜈(∆𝜎𝐻
′ + ∆𝜎ℎ

′ )}   (4.5) 

𝑒𝑣 =
1

14∙109
{34 ∙ 106 − 0.15 ∙ (6 ∙ 106 + 6 ∙ 106)}  

𝑒𝑣 =
1

14∙109
{34 ∙ 106 − 1.8 ∙ 106}  

𝑒𝑣 = 2.3 ∙ 10−3  
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The strain is 0.0023 and the reservoir height is 100 metres. The reservoir compacts by 0.23 % which is 

equal to 23 cm and can be seen in Figure 92. For linear elasticity to be valid, strains need to be small. 

Some rocks show linear elastic behaviour of up to a couple of percent (Fossen, 2010), thus the model 

is within the margin. 

In the compaction model there is no heave of the overburden due to the pressure drop. This is not the 

case in the other models that have a different structural set up. In these models the base of the 

reservoir is raised by a few centimetres. This is substantially less than the downward displacement at 

the top of the reservoir. 

 

4.2.2 Reservoir 
 
Figure 93 shows a schematic illustration representing the Plaxis model of some of the modelling runs. 

In the coming results the entire unit is varied, but assumed to be homogeneous. The model is 15 km 

wide and the reservoir radius is 3 km. The reservoir is 100 m thick and at a depth of 3000 m. The 

underburden is assumed to be fixed at a depth of 7000 m. 

 

Figure 93: Schematic illustration showing the three modelling zones where each is assumed to be homogeneous. 

The emphasis of this study is on the overburden and not the reservoir. However, to get an impression 

of its effect, a modelling run has been performed to gain an insight in its influence. A range of values 

are used for the two elastic moduli. The Young’s modulus varies from 5 to 35 GPa in steps of 5 GPa 

and the Poisson’s ratio from 0.10 to 0.30 in steps of 0.05. The overburden is modelled as Chalk material 

which the NAM models as a weak rock (E = 10 GPa) and the underburden as Carboniferous, which is 

much stiffer than the reservoir and overburden (E = 40 GPa). The results can be found in Figure 95 and 

show that for relatively high Young’s modulus values the variability in vertical displacement is quite 

small. However, when the Young’s modulus becomes less than 15 GPa the displacement becomes 

much larger. The Poisson’s ratio also has a greater influence for relatively weak rocks and shows 

nonlinear behaviour in the blue part of the mesh. Note that, unless explicitly stated, most plots show 

the vertical displacement at (0,0) which is above the centre of the reservoir. At this location there is 

maximum vertical displacement. 
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Figure 94: The vertical displacement at (0,0) for a varying reservoir material. Note that when the Young’s modulus becomes 
less than 15 GPa the displacement becomes much larger and the Poisson’s ratio plays a greater and nonlinear role. 

 

4.2.3 Underburden 
 
In this case the overburden is kept constant and a number of different underburdens are modelled. 

The results can be seen in Figure 95. The overburden consists of Chalk material from Lele et al. (2015) 

and the reservoir is assumed to have the material properties of Slochteren reservoir rock with 15 % 

porosity (i.e. E = 14 GPa and ν = 0.15). The Young’s modulus varies from 10 to 80 GPa in steps of 5 GPa 

and the Poisson’s ratio from 0.10 to 0.40 in steps of 0.05. 

 

Figure 95: Absolute vertical displacement (left) and relative displacement with respect to the minimum absolute 
displacement (right) at (0,0) for varying Young’s moduli and Poisson’s ratios for the underburden. Note that for decreasing 
Young’s modulus the Poisson’s ratio becomes increasingly influential. The red circle indicates the elastic properties of the 
Carboniferous (Lele et al., 2015). 
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From Figure 95 it is evident that the Young’s modulus has the most influence on the vertical 

displacement at point (0,0), as for a constant Poisson’s ratio the displacement can vary by 8 to 10 

centimetres. However, for lower values of the Young’s modulus the Poisson’s ratio becomes 

increasingly important. This is particularly clear for E = 10 GPa as the maximum change between the 

Poisson’s ratio leads to a difference of 5 cm for the vertical displacement. The factor plot shows that 

a very large part of the varied materials there is not much difference. From a Young’s modulus of 

around 35 GPa the vertical displacement is 3 times as much as for an underburden consisting of E = 

10 GPa and ν = 0.4. 

 

4.2.4 Overburden 
 
To study the effect of varying overburdens the underburden is kept constant and assumed to be same 

as the Carboniferous. The reservoir rock is assumed to have the properties of a 15 % (E = 14 GPa and 

ν = 0.15) porosity rock. As the main interest of this thesis lies with the overburden, multiple scenarios 

have been devised to study different factors starting with a homogeneous overburden below. Unless 

it is a specific example, in general it would be unrealistic to model an entire overburden with a Young’s 

modulus of 2.5 GPa. The purpose of these modelling runs is to gain a better understanding of not only 

the range of possible values, but also the extremities of a Plaxis model. 

4.2.3.1 Homogeneous Overburden 
In this scenario there is a homogeneous overburden of which the elastic properties are varied. The 

Young’s modulus ranges from 2.5 to 80 GPa in steps of 5 GPa (and one step of 2.5) and the Poisson’s 

ratio from 0.10 to 0.40 in steps of 0.05.  

 

Figure 96: Absolute vertical displacement (left) and relative displacement with respect to the minimum absolute 
displacement (right) at (0,0) for varying Young’s moduli and Poisson’s ratios for the overburden. As with the underburden, 
for decreasing Young’s modulus the Poisson’s ratio becomes increasingly influential. The red circle indicates the elastic 
properties of the Chalk Group (Lele et al., 2015). 
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Figure 96 shows that once the Young’s modulus becomes less than around E = 40 GPa, the vertical 

displacement becomes more sensitive to this parameter and drops more quickly per increment. The 

Poisson’s ratio becomes more influential for lower Young’s moduli. For instance, the difference 

between ν = 0.10 and ν = 0.40 for E = 2.5 GPa is about 3 cm. Note that the colour bar in the figure 

shows that there is less variability in the vertical displacement for the overburden than the 

underburden. Nevertheless the difference in displacement between the maximum and minimum 

displacement is around 7 cm. 

4.2.3.2 Thin Layer 
Now the research is made more interesting by adding another layer of material in the overburden. 

The material properties of a thin, 100 metre thick (Figure 97), layer are varied with the same range of 

values as in section 4.2.3.1. The rest of the overburden is modelled as Chalk. A layer of this thickness 

can be considered to be of formation scale (e.g. the Slochteren Formation) or a small group scale, e.g. 

the Rijnland Group above the Groningen field. Three different depth intervals were studied: one at 

the surface, one with the top at 1000 m depth and one right above the reservoir with the top at 2900 

m depth. 

 

Figure 97: Schematic illustration showing the four modelling zones where each is assumed to be homogeneous. A 100 m 
thick layer has been placed on at the surface and then placed at a depth 1000 m and 2900 m. The remaining overburden and 
the other two zones are kept constant. 

In the case of the varied layer at the surface, a larger Young’s modulus leads to less displacement 

(Figure 99) and a larger Poisson’s ratio leads to less subsidence. What is noticeable is that when the 

layer is not at the surface then a larger Poisson’s ratio, at low Young’s modulus, leads to more 

displacement which is the reverse of the surface case. This is probably caused by a much higher 

effective horizontal stress for this material combination (Appendix L). The larger effective horizontal 

stress causes a reduction in vertical elongation of the material in the overburden, which is visible 

(Figure L5 and L6) and fits the behaviour of Hooke’s law. This then in turn causes a larger total 

downward surface displacement. 
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A larger Young’s modulus in the subsurface layers also leads to less subsidence which is reverse 

behaviour. When a layer is stiff it undergoes less vertical elongation than if it were flexible (Appendix 

L), this also seems to cause the overburden above the rigid layer to undergo less elongation as well. 

In total there is a reduction in elongation in the overburden, hence the vertical displacement at the 

surface is larger. Note that the absolute amount of displacement for the two latter results is small, 

meaning that thin layers in even weak overburden material do not have large effect on the subsidence 

at the surface. 

 

Figure 98: Absolute vertical displacements for a varied 100 m thick layer at three different depths. The layer at the surface 
sees the greatest difference in absolute displacement. Note the inverse behaviour of the other two layers where a greater 
Young’s modulus leads to a larger displacement. 
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4.2.3.2 Thick Layer 
A natural progression from experimenting with a thin layer is to make it thicker. The material 

properties of a thick, 1000 metre thick (Figure 99), layer are varied with the same range of values as 

in section 4.2.3.1. A layer of this thickness can be considered to be of a large group scale, e.g. both 

North Sea groups or the Chalk Group above the Groningen field. Three different depth intervals were 

studied: one at the surface, one with the top at 1000 m depth and one, in contact with and, above the 

reservoir with the top at 2000 m depth. 

 

Figure 99: Schematic illustration showing the four modelling zones where each is assumed to be homogeneous. A 1000 m 
thick layer has been placed on at the surface the depth of which is varied, whilst the other three zones are kept constant. 

 

Figure 100: Absolute vertical displacements for a varied 1000 m thick layer at three different depths. The layer at the surface 
sees the greatest difference in absolute displacement. 
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Figure 100 shows that when the varied layers is at the surface the range of vertical displacements is 

greatest. This is the same as with a 100 m thick layer. The inverse behaviour, where increasing Young’s 

modulus leads to greater displacement, is not present for the other cases. The Poisson’s ratio behaves 

somewhat similar for low Young’s moduli (D = 1000 m). Notice the remarkable switch for a Young’s 

modulus of 2 GPa for a layer at 2000 m depth. The absolute difference for the two confined layers is 

not very large at around 1 cm. This is for almost all of the elastic parameter combinations. The range 

of absolute difference for the layer at the surface is around 5 cm. 

4.2.3.4 Rigid overburden 
From the previous results it is clear that the greater the Young’s modulus, the smaller the vertical 

displacements. Thus the question arises how much less it becomes when the rest of the overburden 

is more rigid than the relatively weak Chalk. In this case the model set up is similar to that of Figure 

100, but the Young’s modulus of the rest of the overburden is increased and the Poisson’s ratio is kept 

constant to that of the Chalk (ν = 0.25). 

 

Figure 101: Absolute vertical displacements for a varied 1000 m thick layer the surface. The rest of the underlying overburden 
is changed to 20 GPa (top right) and 30 GPa (bottom). Note the reduced amount of vertical displacement, but still a wide 
range of displacements. 

Figure 101 shows that there is less vertical displacement when the remaining overburden has a larger 

Young’s modulus. When the underlying overburden is modelled as Chalk then the maximum 

difference between the smallest and largest displacement is 4.93 cm. What is noticeable is that the 

range of values is still large at around 4.74 cm for 20 GPa and 4.64 cm for 30 GPa. Despite the relatively 

large increase in Young’s modulus the effect of it is quite small. 
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4.2.5 Reservoir Radius and Depth 
 
The Geertsma (1973) subsidence solution is partly dependent on the ratio between the reservoir 

radius and the reservoir depth. This implies that subsidence is in part ‘reservoir shape’ dependent, 

hence Plaxis versions have been created to study its effect (Figure 102).  

 

Figure 102: Schematic illustration showing the three modelling zones where each is assumed to be homogeneous. The model 
is much larger with a total extent of 50 km. The reservoir radius is varied between 1 and 30 km. 

4.2.5.1 Vertical Displacement 

The absolute vertical displacement as a function of the dimensionless parameter 𝜂 =
𝐷

𝑅
 are shown in 

Figure 103. The results show that when the reservoir tends to very large or very small the overburden 

plays a smaller role or none at all when at the surface above the centre of the reservoir (0,0). The 

maximum amount of vertical displacement is around 23 cm which equals to the compaction of the 

reservoir (section 4.2.1). Subsidence in a Plaxis model cannot become greater than the amount of 

compaction in the reservoir. This is different from the Geertsma (1973) model which allows large 

reservoirs to have a subsidence which is greater than the amount of compaction! Hence there is a 

fundamental difference between using the Geertsma (1973) method and the finite element program 

Plaxis. There appears to be a maximum amount of variability in vertical displacement when 𝜂 = 0.8 

and 𝜂 = 1.0. The overburden has the largest amount of effect for these two reservoir scales. 

The reader is reminded that these results, are only at the point (0,0) which leaves over 300 others 

across the rest of the subsidence bowl. To take these into account the maximum difference in 

displacement for each of these points is determined and shown in Figure 104 and Figure 105. These 

two figure show that for 𝜂 > 0.6 the greatest amount of difference is at (0,0) and decreases with 

distance. This then changes as the reservoir becomes more extensive. For 𝜂 = 0.1 around 10 km of 

the surface subsides by the amount of compaction. Note that a ‘dead zone’ appears where the 

variability drops starkly above the edge of the reservoir (Figure 104). This is due to the fact that, at 

some location, displacement solutions intersect at single point. For smaller reservoirs this point is 

further away from the reservoir and for laterally extensive reservoir the displacements intersect above 

the edge of the reservoir. Figures 117, 119 and 121 show this in chapter 5. 
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Figure 103: Absolute vertical displacements at (0,0) for different eta ratios. Note that for a very large reservoir radius the 
displacement at (0,0) becomes zero and for small reservoirs this trend is also visible. The overburden material properties 
become irrelevant at the centre of the reservoir disk. 
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Figure 104: The maximum absolute difference at each subsidence bowl point. The reservoir radius is represented by the 
yellow rectangle. The largest difference is for R/D = 0.8 and R/D = 1.0. Note the dips for most of the models at the reservoir 
edge. 
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Figure 105: The maximum absolute difference at each subsidence bowl point. The reservoir radius is represented by the 
yellow rectangle. The extent of the x-axis is smaller than the previous figure. Note the dips for most of the models at the 
reservoir edge. 
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4.2.5.2 Zone of Influence 
The absolute amount of subsidence is not the only parameter of interest, but also the area that is 

affected by the sinking ground. In this report it is called the zone of influence (Figure 106). Another 

potentially interesting feature is the extent of the ramp of the subsidence bowl as, for larger reservoirs 

(Figure 104) the ramp is where there is the greatest amount of sensitivity to changes in the 

overburden. Perhaps making this area more susceptible to damage than the surface that sinks the 

same amount as the reservoir compaction. For smaller reservoirs the ramp and zone of influence are 

essentially the same. The zone of influence is defined as any node that has a greater negative 

(downward) vertical displacement than 1 mm. For the ramp the criterion is that the difference 

between two nodes needs to be greater than 0.1 mm. The distance between the nodes is 

approximately 150 m. 

 

Figure 106: Schematic illustration showing the definitions of: zone of influence and ramp 

 

 

Figure 107: Zone of influence (left) and ramp length (right) for D/R = 0.1 (bottom). Note that the colour bar is different for 
the two reservoir types. 

Figure 107 shows the zone of influence and the ramp length for 𝜂 = 0.1. The ramp is clearly ‘shorter’ 

than the zone of influence for both models, which is to be expected as very extensive reservoirs show 

that a large part of the surface undergoes the same amount of subsidence (Figure 105). Figure 109 

shows the zone of influence for the other eta values and Figure 110 shows the ramp length. Most of 

the reservoirs show that the zone of influence is largest for a combination of a large Poisson’s ratio 

and low Young’s modulus. This is not the case where the reservoir radius is less than the depth. 
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Figure 108: Zone of influence for the different reservoir scenarios. Note that the colour bar differs per model. Note that for 
the models where D/R > 1.0 the subsidence extends greatest when the overburden has a large Young’s modulus. For the 
other models the extent is greatest for small Young’s moduli and large Poisson’s ratios. 
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Figure 109: Ramp length for the different reservoir scenarios. Note that the colour bar differs per model. Note that for the 
models where D/R > 1.0 the subsidence extends greatest when the overburden has a large Young’s modulus. For the other 
models the extent is greatest for small Young’s moduli and large Poisson’s ratios. The pattern is essentially the same as for 
the zone of influence. 
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4.3 Discussion 
 
In general the results show that the Young’s modulus has the greatest influence of the two elastic 

parameters, but note that for small Young’s moduli the Poisson’s ratio starts to play a greater role 

(Figure 100). This is to be expected as the Young’s modulus specifically is the driver for the amount of 

deformation a material undergoes due to a change in the stress state. An overburden layer has the 

greatest effect on subsidence when it is at the surface and this effect increases with layer thickness 

(Figure 98 and Figure 100). A higher accuracy of the North Sea groups rock properties in subsidence 

models is important for subsidence prediction as this would be the geological unit most susceptible to 

change in elastic parameters. Especially as for lower Young’s moduli the variability in vertical 

displacement becomes larger (Figure 100 and Figure 101). For deeper geological units this is less the 

case (Figure 100). 

The results are fundamentally different from the possible outcomes of using Geertsma’s (1973) 

method, due to the fact that in Plaxis the absolute amount of subsidence is limited by the amount of 

reservoir compaction. This is not the case for Geertsma as when using a Poisson’s ratio of 0.15 and 

eta = 0.2 the maximum amount of subsidence becomes 1.36 times the compaction. An increase of 36 

percent is substantial. 

For the zone of influence of the subsidence bowl, both the elastic parameters and the relative shape 

of the reservoir are important for predicting the vertical displacement. There is a reversal in behaviour 

where for 𝜂 < 1, a smaller Young’s modulus and larger Poisson’s ratio lead to a larger zone of influence 

(Figure 108). When the radius is smaller than the depth, the opposite is the case and a higher Young’s 

modulus leads to a greater zone of influence. This makes sense for larger Poisson’s ratios as the 

material is more prone to lateral expansion/compression due to changes in stress. It might be the case 

that due to the combination of a high Poisson’s ratio and less rigidity, the overburden is more prone 

to deformation in the form of subsidence. 

Note that all the results are in the context of horizontal layers in the program Plaxis. Based on the 

results of this chapter, an overburden can influence the vertical displacement by multiple centimetres. 

This is significant enough, as the mismatch between the NAM model and observations is also of this 

scale. The results in this chapter are based on models that show extreme ranges and not typically 

found in nature. It is thus interesting to look at narrower and more applied values for the elastic 

parameters. This is dealt with in chapter 5 and will answer the research questions and hypothesis. 

 

  



 

96 
 

 

  



 

97 
 

5 
Subsidence and Realistic Overburden 

Heterogeneities 
 

The purpose of this chapter is to combine findings from the previous three chapters and to look at 

more realistic geological scenarios based on the geology around the Groningen field. The desire is to 

look at overburden modelling from a more practical point of view than the previous chapter by 

incorporating specific overburden heterogeneities. This chapter is about the main and sub-research 

questions related to subsidence modelling and also to answer the hypothesis: 

 To what extent do the overburden heterogeneities affect subsidence caused by reservoir 

depletion? 

 Can specific variations in elastic properties of the overburden be ignored for subsidence 

modelling? 

 Hypothesis: The heterogeneities of the overburden affect subsidence and should therefore be 

incorporated. 

For the second question, the point is that the NAM does not give an uncertainty range for the elastic 

parameters. In this chapter values obtained from the well analysis will be used as input due to the fact 

that, for certain geological units, the results differ considerably from the NAM reference values. The 

NAM states that the noise level of the subsidence measurements is around 5 mm (NAM, 2016). For a 

change, or ‘overburden effect’, to be meaningful it would have to be larger than this in order to 

overcome the noise. The first part discusses the methodology on what different scenarios are of 

interest. The results can be found in the second part and are discussed in part three. 

 

5.1 Experiments 
 
Plaxis 2D is used, but now more realistic geological cases are created (Figure 110). Section 5.1.1 

presents the two different geological models that are used for obtaining results. In section, 5.1.2, the 

thickness of the Triassic groups is looked at as the thickness varies above the Groningen field. Finally 

some new lithological layers are created using the obtained well data from chapter 3 in section 5.1.3 

and replace the reference layers. 
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Figure 110: The left model shows an overburden consisting of two layers where the top layer (1000 m) is varied (chapter 4). 
The right model shows the increased overburden complexity based on geology around the Groningen field. 

5.1.1 Geological Models 
 
Two geological models have been created: one model represents the Groningen field and is 

approximated as a disc with a radius of 20 km (Figure 111). A smaller model (Figure 112) has been 

made where the reservoir radius equals the depth of 3000 m. In both models the overburden is the 

same, however the maximum extent of the of the 20 km reservoir model is 40 km and that of the 

smaller 3 km is 15 km. Throughout the chapter the two models are referred to a as ‘large’ and ‘small’. 

Table 12 shows the thicknesses of the different geological units. These were determined mainly by 

using the DGM-Diep model in DINOloket (Appendix N) but also by using composite logs from wells and 

literature. It is important to note that the Plaxis model is a coarse approximation of the actual 

Groningen field as the thickness of various units changes considerably throughout the area of interest. 

Also all the layers in these two model are horizontal and more complex structures are not modelled. 

Table 12: Thicknesses and depth tops of the geological units in the Plaxis models. Note that these numbers should be seen 
as rough averages. *This represents both the Upper Germanic Triassic Group and the Lower Germanic Triassic Group. 

Unit Thickness [m] Unit Top [m] 

Upper North Sea Group 350 0 
Lower North Sea Group 500 350 
Chalk Group 900 850 
Rijnland Group 100 1750 
Germanic Triassic Group* 100 1850 
Zechstein Halite 950 1950 
Zechstein Anhydrite 50 2900 
Ten Boer Member 50 2950 
Slochteren Formation 100 3000 
Carboniferous 3900 3100 
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Figure 111: Plaxis model representing the Groningen field. Note the small vertical notch at 20,000 m denoting the reservoir 
boundary. Note a model was also made that divides the chalk (light green) into three layers. 

 

 

Figure 112: The Plaxis model representing the ‘small’ Groningen model. The colours represent the major geological units: 
Upper and Lower North Sea groups (yellow), Chalk Group (light green), Rijnland Group (dark green), Upper and Lower Triassic 
groups (purple), Zechstein halite (pink), Zechstein anhydrite (dark pink), Ten Boer Member (brown), Slochteren Formation 
(red) and the Carboniferous (grey). 

 

5.1.1 Homogeneous Overburden 
 
A homogeneous overburden is compared to the multi-layered Groningen models (Figure 113). The 

overburden is modelled exactly like the Slochteren reservoir with a porosity of 15 % (i.e. E = 14 GPa 

and ν =0.15). This is the greatest simplification that can be made when modelling an overburden and 

if the difference between the two models is insignificant then there is no point in creating a 

complicated overburden model. This result is in the context of horizontal layers and not, for instance, 

complicated salt structures. This goes for all the models in this chapter. 
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Figure 113: Model with a homogeneous overburden (left) consisting only of Slochteren reservoir material and a mulit-
layered Groningen geology (right). 

 

5.1.2 Triassic Thickness 
 
The thickness of the Upper and Lower Germanic Triassic varies above the Groningen field (Appendix 

N). It is of interest to know how important it is to take this into account when performing subsidence 

modelling. The thickness of the Triassic groups varies between 0 and 300 metres (Figure 114). The 

Triassic material is replaced by the Zechstein halite for this modelling round. All units are modelled 

using NAM values. 

 

 

Figure 114: Schematic illustration showing the modelling runs for the varying Triassic thickness. The thickness is varied 
between 0 and 300 metres. Note that some geological units are ignored and the illustration is not to scale. 

 

5.1.3 Well Data 
 
After obtaining a large amount of well data it would be interesting to use this as input for the 

subsidence models. For some units the differences between the results and the NAM values are very 

large and might make for significant findings. The results from chapter 4 show that the overburden at 

the surface has the greatest influence on vertical displacement, hence the North Sea and Chalk units 

will be looked at in further detail. 
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The NAM models the Upper North Sea Group and Lower North Sea Group as the same. In this section 

each group is assigned unique values for the elastic parameters (Figure 115). The values are based on 

the dynamic Young’s modulus and dynamic Poisson’s ratio from Table 6 and Table 7. Dynamic Young’s 

modulus values are chosen as the conversion techniques for static values are probably not suited for 

weak rocks as the converted value can become negative when the dynamic values are small. 

The acquired well data differs significantly from the values used by the NAM. For the Chalk group the 

converted static Young’s modulus is used (Table 8) and also Figure 80 as the Chalk Group shows three 

different, but roughly equally thick (300 m) intervals which are represented in Figure 116. The current 

NAM values do not properly represent the variability within the Chalk Group, regardless if the final 

results are similar or negligible. Table 13 shows the used values from the well data. Both North Sea 

groups are combined into one modelling round as are the three Chalk Group layers. 

Table 13: Parameters used from the well data for modelling in Plaxis. 

Unit E [GPa] ν [-] γ [N/m3] evoid 

Upper North Sea Group 1.42 0.46 21.09 * 103 0.176 
Lower North Sea Group 2.52 0.43 21.09 * 103 0.176 
Chalk Group 7.0 0.35 23.05 * 103 0.176 
Chalk Group 20.0 0.33 23.05 * 103 0.176 
Chalk Group 25.0 0.31 23.05 * 103 0.176 

 

 

Figure 115: Schematic illustration showing the modelling run for the North Sea groups. The Upper North Sea and Lower 
North Sea are each assigned unique elastic parameters instead of being modelled as the same. Note that some geological 
units are ignored and the illustration is not to scale. 
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Figure 116: Schematic illustration showing the modelling run for the Chalk Group. The Chalk Group is divided into three 300 
m thick layers and each is assigned unique elastic parameters instead of being modelled as the same. Note that some 
geological units are ignored and the illustration is not to scale. 

 

5.2 Results 
 
The first section (5.2.1) shows the results of comparing a homogeneous overburden with the multi-

layered overburden. The results of the varying Triassic are presented in section 5.2.2 and the results 

for implementing the well data can be found in section 5.2.3. 

 

5.2.1 Homogeneous Overburden 
 
Figure 117 shows the vertical displacement for both the homogeneous overburden and the multi-

layered model (base model). For the 20 km reservoir model, the difference between the two models 

is largest at a distance between 10 and 15 km which is the same behaviour in Figure 104. The absolute 

difference of the large model is also greater than that of the small (R = 3km) model. The behaviour of 

the smaller reservoir is also conform to the results from Figure 104 as the greatest difference is above 

the centre of the reservoir. 
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Figure 117: Vertical displacements for a homogeneous overburden and multi-layered overburden (base) for two different 
reservoir scales. Note that the large model shows the greatest difference in vertical displacement. 

Figure 118 shows the difference between the overburden model and the base model. For the results 

to be significant the absolute difference needs to be larger than the InSAR measurement error, which 

is around 5 mm. As can be seen, both models do overcome this limit for parts of the distance, r. The 

area seems small, but it should be noted that the x-axis is in kilometres. 

 

Figure 118: Absolute difference between the homogeneous overburden and the base multi-layered model. Note that the for 
both reservoir scales the difference exceeds the InSAR measurement error. 
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5.2.2 Triassic Thickness 
 
Figure 119 shows the vertical displacements when varying the thickness of the combined Germanic 

Triassic groups and replacing that material with Zechstein halite. The subsidence bowls are virtually 

indistinguishable for both reservoir sizes. This conforms to the results in the previous chapter where, 

almost regardless of the thickness, a layer surrounded by overburden has relatively little influence on 

the displacement (Figure 98 and Figure 100). 

 

Figure 119: Vertical displacement for the varying Triassic thickness in the Large/Groningen (left) and small (right) model. The 
yellow rectangle represents the reservoir radius. Note that the subsidence bowls are virtually indistinguishable for the 
Groningen scale model and almost so for 3 km radius model. 

Figure 120 shows the difference between the Triassic models and the base model. For the results to 

be significant the absolute difference needs to be larger than the InSAR measurement error, which is 

around 5 mm. As can be seen, both models do not overcome this limit for any distance, r. 
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Figure 120: Absolute difference between the base multi-layered model and the different Triassic thicknesses. Note that the 
for both reservoir scales the difference stays within the InSAR measurement error. 

 

5.2.3 Well Data 
 
Figure 121 shows the vertical displacements when the Upper North Sea Group, Lower North Sea Group 

and Chalk Group are modelled based on the obtained well data. When the relevant group is modelled, 

all the other geological units are modelled based on the NAM reference values. 

 

Figure 121: Vertical displacement for using well data for the North Sea groups and Chalk Group. The yellow rectangle 
represents the reservoir radius. Note that the subsidence bowls are quite distinguishable, especially for R = 3 km. 
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Figure 122: Absolute difference between the base multi-layered model and the well data models. Note that the for both 
reservoir scales the difference of the North Sea run is larger than the InSAR measurement error. For the Chalk Group the 
effect is only noticeable for a small scale reservoir. 

Figure 122 shows the difference between the well data models and the base model. For the results to 

be significant the absolute difference needs to be larger than the InSAR measurement error, which is 

around 5 mm. For the large scale model, the adjusted North Sea groups results in a difference that 

overcomes the InSAR error. This is not the case for the Chalk Group. The results are quite different for 

the small scale model, because both adjusted units result in a difference that is larger than the InSAR 

error. The difference of 20 mm is noticeably large and these results conform to the findings in Figure 

104 where reservoirs with a D/R ratio of 1 are the most susceptible to changes in the overburden. 
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5.3 Discussion 
 
The discussion of this chapter also incorporates points from the previous two chapters. Note that all 

the subsidence results are in the context of horizontal layers. The research questions for subsidence 

and the hypothesis are given below: 

 To what extent do overburden heterogeneities affect subsidence caused by reservoir 

depletion? 

 From a practical point of view, this is then followed by: Can variations in elastic properties of 

the overburden be ignored for subsidence modelling? 

 Hypothesis: The heterogeneities of the overburden affect subsidence and should therefore be 

incorporated. 

The results of chapter 4 show that for variations in overburden properties the range of values is in 

multiple centimetres. This is the relevant scale considering that the NAM subsidence model over or 

under predicts the observed subsidence by multiple centimetres, depending on the location (Appendix 

A). Figure 117 and Figure 118 show that there is a case for adding complexity to the overburden by 

trying to accurately model the different geological units. The difference between the multi-layered 

model and the homogeneous model is greater than the InSAR error and can therefore be seen. The 

extent of the effect of the overburden heterogeneities is in this case around 0.75 cm. In an absolute 

sense this is not large, but significant when compared to current modelling discrepancies (Appendix 

A) on the order of 4-5 cm by the NAM. The answer to the hypothesis is yes. 

Figure 100 shows that a thick layer at the surface can have a large influence on the vertical 

displacement even when the underlying overburden is more rigid (Figure 101). When the Young’s 

modulus is low, the vertical displacement becomes very sensitive to changes in the elastic parameters. 

These characteristics make the North Sea Group a prime candidate for further study, especially as the 

well data does not match the values used by the NAM. When the North Sea Group is modelled on the 

basis of the well data, the difference between the new model and the reference model is stark (Figure 

122). For the small scale model (R = 3 km) the maximum difference is 2 cm. The large scale model 

shows a difference of around 1 cm, which in the context of 4-5 centimetres (Appendix A) is large. 

These particular results answer the hypothesis with a more resounding yes than the previous 

comparison between a homogeneous and the base multi-layered model. The uncertainty in the North 

Sea elastic parameters should be narrowed down, as the two groups have a large effect on the 

subsidence. Based on these results it would be beneficial to acquire static values for the elastic 

parameters of the Upper North Sea Group and the Lower North Sea Group. The results suggest that 

these large variations in parameter values should not be ignored when it comes to subsidence 

modelling. Further research is warranted. 

The variability within the Chalk Group is poorly described by the assigned values of the NAM (Figure 

80), hence it is also studied. For a Groningen scale model (Figure 122) the difference caused by the 

well data Chalk Group is below the InSAR error, making it unimportant for this reservoir scale. 

However, when the new layers are applied to the small scale model then the difference caused by the 

Chalk is above the InSAR error and should therefore be incorporated. The influence is significantly less 

than when changing the North Sea groups. 

For horizontal layers the thickness of the Triassic groups is practically irrelevant. None of the 

differences come near the InSAR error level and would not be visible when measured (Figure 120). 
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These results can be seen as a practical example of Figure 98 and Figure 100 where the thickness of a 

layer in the overburden does not influence the vertical displacement by a large amount.  

It needs to be stated that the geological units are modelled as horizontal layers and therefore the 

geology is simple. The geology around the Groningen area is more complex than this (Appendix N) as 

there are salt pillows in the region and varying amounts of erosion for units such as the Upper and 

Lower Germanic Triassic. Subsidence results might be significantly different in a more accurate 3D 

setting. Added levels of complexity can be:  

 Adding large structures such as salt pillows and study their effect in a 3D setting. Due to the 

way the 2D modelling works, this is not suitable in Plaxis 2D. The key interest is the effect of 

non-horizontal layering. 

 The Groningen reservoir is heavily faulted (NAM, 2013) and reservoir faults have not been 

taken into account. If faults are (partially) sealing they will influence the pressure drop around 

the reservoir, which is the driver for compaction and therefore subsidence. 

 Reservoir sedimentology. Currently the elastic properties are based on the porosity and are 

thus influenced by porosity trends caused by differences in sedimentary facies. This is 

probably automatically incorporated in the NAM subsidence model as this is in turn based on 

the dynamic reservoir model. Nevertheless it would be interesting to compare this effect to 

that of the overburden. Keeping in mind that the elastic parameters of the reservoir have 

more influence on subsidence than those of the overburden (Figure 94 and Figure 100). 
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6 
Conclusions 

 

There is an increasing interest in modelling the Dutch overburden and the purpose of this research is 

to find links between the overburden and surface subsidence. The main research question is whether 

overburden heterogeneity needs to be incorporated or not. Based on these findings the overburden 

does have a significant enough effect on the subsidence and a number of conclusions can be drawn: 

 For a direct comparison between a homogeneous overburden modelled as Slochteren rocks 

and a multi-layered (i.e. heterogeneous) overburden there is a difference of 0.7 cm which is 

larger than the InSAR measurement error (NAM, 2013) and therefore significant. It is also 

relatively large when compared to the current maximum error (4-5 cm) of the NAM 

subsidence model (Appendix A). 

 A thick layer at the surface has the greatest influence on the ‘overburden effect’ on 

subsidence. This is especially the case for low Young’s modulus values. This makes the North 

Sea groups particularly influential in determining the subsidence. For a reservoir at 3000 m 

depth and a 3000 m radius the difference is 2 cm which is substantial. For a Groningen scale 

model the difference is almost 1 cm or around 25 % of the current modelling error. 

 Layers that are not at the surface a have considerably less influence but when thick enough, 

and if their internal heterogeneities are large (e.g. the Chalk Group), they can still cause a 

significant enough effect and should therefore be incorporated in subsidence modelling. 

The second purpose of this thesis is to compare calculated elastic parameters to those in literature, 

particularly the values used by the NAM. An attempt was also made to find lithological links within the 

elastic parameters by using the gamma ray and neutron porosity logs. The conclusions for the well 

data are as follows: 

 The calculated values often do not match either the NAM reference values or those from Orlic 

(2016), indicating uncertainty of the elastic parameters. 

 It is clear from the two NAM wells that there are very stark differences within certain 

geological units with the Upper North Sea Group, Lower North Sea Group and Chalk Group 

showing clear trends with depth.  

 The Chalk Group and Slochteren Formation show that, when a rock has a pure lithology, there 

is a clear relationship between the Young’s modulus and the porosity. The Poisson’s ratio on 

the other hand, rarely shows a relationship with porosity. If a suitable relationship between 

the (neutron) porosity is available, then the well data can be used to calculate the Young’s 

modulus instead of using acoustic data. This allows for more possibilities than being reliant on 

core data. 
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A number of recommendations can be made for future studies: 

Well Data 

 The well data would be greatly improved if there were static values for comparison. If possible 

static Young’s moduli and Poisson’s ratios should be determined for each geological unit from 

each well. A study like this would allow one to use, or even discard, the data from this study. 

It might be less relevant for the overburden units below the Chalk Group, but considering that 

the elastic parameters of the reservoir are the dominating factor for subsidence modelling, 

there are still gains to be made in this regard. 

 A large amount of well data has not been looked at. There is possibly a large amount of 

interesting data left that could further conform to results that have already be found. This is 

more relevant for the geological units that have the most influence, i.e. the Upper North Sea 

Group, Lower North Sea Group, Chalk Group and the Slochteren Formation. 

 One should try to overcome discrepancies in log resolution by trying to use the LIS files and 

export a desired resolution. This would make calculations more accurate by avoiding having 

to shift and link data points. 

Subsidence Modelling 

 The overburden has been modelled as horizontal layers. The Dutch subsurface is considerably 

more complex (Appendix N) as there are entire fault networks and salt domes which might 

have considerable influence. These types of structures would need to be modelled in the 

Plaxis 3D program. 

 Considering the dominant role of the reservoir it would be interesting to add heterogeneity 

to it in further Plaxis studies. The porosity within the reservoir could be varied and by 

extension the elastic parameters as they are now fixed and constant. Reservoir compartments 

could be modelled by varying the pressure distribution in the reservoir. In reality the 

Groningen reservoir has a porosity distribution and contains extensive fault networks. The 2D 

program is not suitable for this type of modelling and Plaxis 3D would have to be used. 

 As a general recommendation, future studies should be performed using Python input scripts 

to build the Plaxis models. Due to logistical issues the modelling runs had to be done by hand, 

as were adjustments to the data. This is very time consuming which is better spent doing more 

research. 
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Appendix A 
 

 

Figure A1: Difference between the measured and estimated subsidence until the year 2013 using the RTCiM compaction 
model of the NAM. Note that for some locations the actual subsidence for the Groningen field is around 4 cm less (blue) than 
the modelled subsidence and around 5 cm more (yellow). Copyright (NAM: NAM et al., 2016). 
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Appendix B 
Mehrabian and Abousleiman Solution  

 

The Geertsma solution has been built on by a number of researchers. For instance van Opstal (1974) 

and later Tempone et al. (2010) added a rigid basement to the Geertsma solution, whilst Fokker and 

Orlic (2006) created a model with multiple visco-elastic layers (Tempone et al., 2010). Mehrabain and 

Abousleiman (2015) have extended the Geertsma solution to a layered stratigraphic model. In this 

model (Figure A1) the reservoir rock is assumed to have the same Poisson’s ratio as the overburden 

and underburden rock 𝜈𝑜 = 𝜈𝑟𝑒𝑠 = 𝜈𝑢, however the shear moduli are different 𝐺𝑟𝑒𝑠 ≠ 𝐺𝑜 = 𝐺𝑢 

allowing for two different rock materials albeit with the same Poisson’s ratio. The Hankel-Lipschitz 

integrals for surface deformation derived by Mehrabian and Abousleiman are as follows: 

𝑢𝑟(𝑟, 0) = −
𝑐𝑚∆𝑝ℎ𝑅

𝜇
∫ [2(1 − 𝜈) + (𝜇 − 1)𝜉]𝐽1(𝑅𝜉)𝐽0(𝑟𝜉)𝑒−𝜉𝑑𝜉

∞

0
 (A.1) 

𝑢𝑧(𝑟, 0) = +
𝑐𝑚∆𝑝ℎ𝑅

𝜇
∫ [(𝜇 − 1)𝜉 + (𝜇 + 1) − 2𝜈]𝐽1(𝑅𝜉)𝐽0(𝑟𝜉)𝑒−𝜉𝑑𝜉

∞

0
 (A.2) 

For more information on deriving these equations, an interested reader is referred to Mehrabian and 

Abousleiman (2015). At the centre of the subsidence bowl the solution for vertical displacement is:  

𝑢𝑧(0,0)

𝑐𝑚∆𝑝ℎ
= − (

1+𝜇−2𝜈

𝜇
) (

1

√1+𝜌2
− 1) + (

𝜇−1

𝜇
) [

𝜌2

√1+𝜌2
]  (A.3) 

Where: 𝜌 =  
𝑅

𝐷
     (A.4) 

Note that Mehrabian and Abousleiman use a different dimensionless symbol. In Appendix B the 

equations for subsidence at (0,0) are rewritten for consistency in parameters. 

 

Figure B1. Geological situation of the Mehrabian and Abousleiman (2015) solution. Note that the Poisson’s ratios of all three 
layers are assumed to be the same and that the overburden and underburden have the same shear modulus. After 
Mehrabian and Abousleiman (2015). 
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Appendix C 
Comparison of Formulae 

 

The two semi-analytical solutions of Geertsma (1973) and Mehrabian and Abousleiman (2015) 

presented in this Chapter use different notations for, in some cases, the same thing. This section 

rewrites all three equations to ease the understanding for the reader. Both solutions are for the centre 

of the subsidence bowl at (r,z) coordinate (0,0). Geertsma’s solution for subsidence: 

𝑢𝑧1(0,0)

𝑐𝑚∆𝑝ℎ
= −2(1 − 𝜈) (1 −

𝜂

√1+𝜂2
)   (B.1) 

Where: 𝜂 =
𝐷

𝑅
 

𝑢𝑧1(0,0)

𝑐𝑚∆𝑝ℎ
= −2(1 − 𝜈) (1 −

𝐷

𝑅

√1+(
𝐷

𝑅
)

2
)   (B.2) 

Mehrabian and Abousleiman write their subsidence solutions as follows: 

𝑢𝑧1(0,0)

𝑐𝑚∆𝑝ℎ
= − (

1+𝜇−2𝜈

𝜇
) (

1

√1+𝜌2
− 1) + (

𝜇−1

𝜇
) [

𝜌2

√1+𝜌2
]  (B.3) 

Where: 𝜌 =
𝑅

𝐷
 and 𝜇 =

𝐺1

𝐺2
. When 𝜌 is replaced in Eq. (B.3) this leads to: 

𝑢𝑧1(0,0)

𝑐𝑚∆𝑝ℎ
= − (

1+𝜇−2𝜈

𝜇
) (

1

√1+(
𝑅

𝐷
)

2
− 1) + (

𝜇−1

𝜇
) [

(
𝑅

𝐷
)

2

√1+(
𝑅

𝐷
)

2
]  (B.4) 

When 𝜇 = 1 Eq. B.4 can be simplified to: 

𝑢𝑧1(0,0)

𝑐𝑚∆𝑝ℎ
= −2(1 − 𝜈) (

1

√1+(
𝑅

𝐷
)

2
− 1)   (B.5) 

This is equivalent to the Geertsma solution (Eq. B.2). 
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Appendix D 
Incorporating Poroelasticity  

 

In the previous sections of chapter 2 and 3 it has been assumed that rocks are solid (i.e. non-porous) 

materials. Hydrocarbons could not be located in the subsurface if all rocks were non-porous, hence 

the theory of poroelasticity was developed to take porosity into account. The reservoir is still assumed 

to be homogeneous and isotropic. The following derivation is very close to the Geertsma (1973) 

solution where the main difference is the incorporation of the Biot coefficient. Deformation of a 

reservoir can be described by Hooke’s laws in terms of changes in the effective stresses in the 

subsurface (Fjaer et al., 2008). When using the using the initial stress state, prior to production, the 

stress strain relations become: 

𝐸𝑓𝑟𝑒ℎ = ∆𝜎ℎ
′ − 𝜈𝑓𝑟(∆𝜎𝐻

′ − ∆𝜎𝑣
′)  (C.1) 

𝐸𝑓𝑟𝑒𝐻 = ∆𝜎𝐻
′ − 𝜈𝑓𝑟(∆𝜎ℎ

′ − ∆𝜎𝑣
′ )  (C.2) 

𝐸𝑓𝑟𝑒𝑣 = ∆𝜎𝑣
′ − 𝜈𝑓𝑟(∆𝜎𝐻

′ − ∆𝜎ℎ
′ )  (C.3) 

It is assumed that there are drained conditions, meaning that the pore fluid in the material can 

escaped during compression and hence the load is borne by the solid framework of the material. As 

with the previous section the change is reservoir height is represented by the vertical strain 𝑒𝑧 = 𝑒𝑣 

(Eq. 3.1) and the horizontal strain is neglected 𝑒ℎ = 𝑒𝐻 = 0. In the theory of uniaxial compaction the 

horizontal stresses increase when the object is shortened. Along with the previous assumption of zero 

horizontal strain the following is obtained (Fjaer et al., 2008): 

∆𝜎ℎ
′ = ∆𝜎𝐻

′ =
𝜈𝑓𝑟

1−𝜈𝑓𝑟
∆𝜎𝑣

′     (C.4) 

What is also assumed is that the vertical stress remains constant which means that the full force of 

the overburden acts on the reservoir at all times. The change in vertical stress is thus zero (Fjaer et al., 

2008). In reality there is so-called stress arching where the overburden not directly above the reservoir 

reduces the load on the reservoir (Wang et al., 2015). This leads to: 

∆𝜎𝑣
′ = ∆𝜎𝑣 − 𝛼∆𝑝𝑓 = −𝛼∆𝑝𝑓   (C.5) 

Eq. C.4 and Eq. C.5 can be substituted into Eq. C.3 which gives: 

𝑒𝑧 =
∆ℎ

ℎ
=

1

𝐸𝑓𝑟

(1+𝜈𝑓𝑟)(1−2𝜈𝑓𝑟)

1−𝜈𝑓𝑟
𝛼∆𝑝𝑓  (C.6) 

The uniaxial compaction coefficient then becomes: 

∆ℎ

ℎ
= 𝑐𝑚𝛼∆𝑝𝑓 or ∆ℎ = 𝑐𝑚𝛼∆𝑝𝑓ℎ  (C.7) 

Which is same that Geertsma (1973) derived, but including the Biot coefficient. Eq. C.5 and C.6 can be 

rewritten in terms of the uniaxial compaction coefficient. 

𝑐𝑚 =
1

𝐸𝑓𝑟

(1+𝜈𝑓𝑟)(1−2𝜈𝑓𝑟)

1−𝜈𝑓𝑟
    (C.8) 
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The finite element program Plaxis does not allow for the use of the Biot coefficient in the way that the 

author would like it to. To simulate the effect of the parameter the pressure drops are adjusted by 

multiplying the Biot coefficient by the pressure drop and this new value is entered into Plaxis (Eq. C.9). 

∆𝑝𝑓,𝛼 = 𝛼∆𝑝𝑓     (C.9) 
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Appendix E 
Core Data for the Slochteren Formation 

 

The figures below are from Lele et al. (2015) and modified to show the locations of the four points 

that were used to derive the trend lines in section 2.3.3. 

 

Figure E1: Porosity relationship graphs for the Young’s modulus and Poisson’s ratio of the Slochteren reservoir. Modified 
from Lele et al. (2015). 

 

 

Figure E2: Porosity relationship graphs for the density and Biot coefficient of the Slochteren reservoir. Modified from Lele 
et al. (2015). 
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Appendix F 
Matlab  Correction File for Poor Log Stacking 

 

 

Figure F1: Part of the script used for correcting poorly stacked data. Note that each LAS file contains a different amount of 
measurement types. 
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Appendix G 
Matlab  Correction File for Discrepancy in Log Resolution  

 

Figure G1: Part of the script used for correcting the discrepancy in log resolution. The Matlab script is used to remove 
duplicates. 
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Appendix H 
Matlab File for Combining Core and Wireline Data  

 

Figure H1: Part 1 of an example script combining core and wireline data of the Chalk Group for well BIR-13. 

 

Figure H2: Part 2 of an example script combining core and wireline data of the Chalk Group for well BIR-13. 
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Appendix I 
Calculated Elastic Parameters from NLOG Wells 

 

Table I1: Mean, median and standard deviation for the dynamic Poisson’s ratio for a number of wells from NLOG. The 
geological division is on a group basis. *Values are for the Slochteren Formation. 

Unit Well Mean νdyn [-] Median νdyn [-] Std. νdyn [-] 

Up. North Sea A15-02 0.423 0.424 0.023 
Up. North Sea B13-14 0.432 0.435 0.020 
Up. North Sea B16-01 0.429 0.429 0.030 
Chalk BIR-13 0.332 0.333 0.013 
Chalk P15-14 0.307 0.306 0.017 
Rijnland P15-14 0.264 0.274 0.057 
Rijnland PRW-01 0.283 0.277 0.023 
Schieland F02-07 0.248 0.261 0.071 
Schieland PRW-01 0.288 0.287 0.025 
Scruff F02-07 0.200 0.193 0.044 
Altena P15-14 0.255 0.254 0.061 
Up. Germanic Triassic CAP-01 0.267 0.276 0.063 
Up. Germanic Triassic L03-02 0.258 0.269 0.053 
Lo. Germanic Triassic CAP-01 0.260 0.264 0.018 
Lo. Germanic Triassic L03-02 0.255 0.262 0.023 
Lo. Germanic Triassic L06-01 0.260 0.263 0.026 
Lo. Germanic Triassic Q11-03 0.257 0.266 0.113 
Zechstein GRL-01 0.285 0.301 0.044 
Zechstein J06-04 0.264 0.277 0.045 
Zechstein P08-06 0.228 0.226 0.042 
Zechstein Q11-03 0.226 0.251 0.079 
Up. Rotliegend* L05-06 0.184 0.182 0.045 
Up. Rotliegend P08-06 0.218 0.212 0.036 
Up. Rotliegend Q11-03 0.160 0.159 0.039 
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Table I2: Mean, median and standard deviation for the dynamic Young’s modulus for a number of wells from NLOG. The 
geological division is on a group basis. *Values are for the Slochteren Formation. 

Unit Well Mean Edyn [-] Median Edyn [-] Std. Edyn [-] 

Up. North Sea A15-02 3.23 3.12 0.77 
Up. North Sea B13-14 2.88 2.64 1.18 
Up. North Sea B16-01 3.25 2.93 1.44 
Chalk BIR-13 26.54 26.24 9.52 
Chalk P15-14 22.76 19.52 6.10 
Rijnland P15-14 27.02 25.51 5.02 
Rijnland PRW-01 27.32 26.45 5.34 
Schieland F02-07 20.68 17.30 8.46 
Schieland PRW-01 30.76 30.79 6.22 
Scruff F02-07 14.42 14.37 1.07 
Altena P15-14 25.84 25.26 5.19 
Up. Germanic Triassic CAP-01 49.01 49.92 12.31 
Up. Germanic Triassic L03-02 37.91 35.24 9.34 
Lo. Germanic Triassic CAP-01 46.24 44.73 7.25 
Lo. Germanic Triassic L03-02 43.02 38.50 10.04 
Lo. Germanic Triassic L06-01 37.33 35.47 6.43 
Lo. Germanic Triassic Q11-03 41.82 39.43 7.05 
Zechstein GRL-01 54.19 61.36 23.29 
Zechstein J06-04 56.20 51.53 21.81 
Zechstein P08-06 55.01 54.36 10.81 
Zechstein Q11-03 53.54 52.20 10.62 
Up. Rotliegend* L05-06 46.62 44.42 8.67 
Up. Rotliegend P08-06 45.61 46.16 13.45 
Up. Rotliegend Q11-03 40.42 39.95 3.60 
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Table I3: Mean, median and standard deviation for the converted static Young’s modulus (McCann and Entwissle, 1992) for 
a number of wells from NLOG. The geological unit division is on a group basis. *Values are for the Slochteren Formation. 

Unit Well Mean Estat [-] Median Estat [-] Std. Estat [-] 

Up. North Sea A15-02 1.74 1.67 0.49 
Up. North Sea B13-14 1.52 1.37 0.76 
Up. North Sea B16-01 1.76 1.55 0.92 
Chalk BIR-13 16.67 16.48 6.09 
Chalk P15-14 14.24 12.17 3.90 
Rijnland P15-14 16.97 16.01 3.22 
Rijnland PRW-01 17.16 16.61 3.42 
Schieland F02-07 12.91 10.75 5.42 
Schieland PRW-01 19.37 19.39 3.98 
Scruff F02-07 8.91 8.88 0.69 
Altena P15-14 16.22 15.84 3.32 
Up. Germanic Triassic CAP-01 31.04 31.63 7.88 
Up. Germanic Triassic L03-02 23.94 22.17 5.98 
Lo. Germanic Triassic CAP-01 29.28 28.31 4.64 
Lo. Germanic Triassic L03-02 27.21 24.32 6.42 
Lo. Germanic Triassic L06-01 23.57 22.38 4.11 
Lo. Germanic Triassic Q11-03 26.45 24.91 4.51 
Zechstein GRL-01 34.36 38.95 14.90 
Zechstein J06-04 35.65 32.66 13.96 
Zechstein P08-06 34.89 34.47 6.92 
Zechstein Q11-03 33.94 33.09 6.79 
Up. Rotliegend* L05-06 29.51 28.11 5.55 
Up. Rotliegend P08-06 28.87 29.22 8.61 
Up. Rotliegend Q11-03 25.55 25.25 2.31 
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Table I4: Mean, median and standard deviation for the converted static Young’s modulus (Barree et al., 1992) for a number 
of wells from NLOG. The geological unit division is on a group basis. *Values are for the Slochteren Formation. 

Unit Well Mean Estat [-] Median Estat [-] Std. Estat [-] 

Up. North Sea A15-02 1.94 1.88 0.48 
Up. North Sea B13-14 1.68 1.56 0.60 
Up. North Sea B16-01 1.92 1.71 0.89 
Chalk BIR-13 18.44 18.65 7.43 
Chalk P15-14 12.11 10.43 3.89 
Rijnland P15-14 19.37 18.29 4.11 
Rijnland PRW-01 19.24 18.26 4.38 
Schieland F02-07 14.10 11.49 6.71 
Schieland PRW-01 22.11 22.07 4.82 
Scruff F02-07 9.35 9.30 0.92 
Altena P15-14 18.32 18.42 4.23 
Up. Germanic Triassic CAP-01 37.02 38.20 10.42 
Up. Germanic Triassic L03-02 25.13 24.54 7.83 
Lo. Germanic Triassic CAP-01 34.42 33.49 5.73 
Lo. Germanic Triassic L03-02 31.86 28.72 7.35 
Lo. Germanic Triassic L06-01 27.24 26.06 4.93 
Lo. Germanic Triassic Q11-03 30.00 28.51 4.78 
Zechstein GRL-01 40.33 45.67 22.34 
Zechstein J06-04 39.91 32.32 21.90 
Zechstein P08-06 41.41 40.36 8.40 
Zechstein Q11-03 37.83 36.34 7.90 
Up. Rotliegend* L05-06 33.40 31.34 7.66 
Up. Rotliegend P08-06 32.17 32.28 10.70 
Up. Rotliegend Q11-03 27.42 27.03 2.61 
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Appendix J 
Model pore pressure 

 

 

Figure J1: Model showing the pore pressure prior to reservoir depletion. As can be seen the reservoir has a higher pore 
pressure than the surrounding rock. Note that the pore pressure is defined as negative. 

 

 

Figure J2: Model showing the pore pressure at the end of depletion. As can be seen the reservoir has a much lower pore 
pressure than the surrounding rock and is easily distinguished. Note that the pore pressure is defined as negative. 
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Appendix K 
Examples of Vertical and Horizontal Displacement in Plaxis  

 

 

Figure K1: Vertical displacement in Plaxis. The vertical displacement is greatest above the reservoir edge. Note the lack of a 
vertical scale, but the reservoir depth is 3000 m and is at the same level as the area with the greatest amount of displacement. 

 

 

Figure K2: Horizontal displacement in Plaxis. The horizontal displacement is greatest above the reservoir edge. Note the lack 
of a vertical scale, but the reservoir depth is 3000 m and is at the same level as the area with the greatest amount of 
displacement. 
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Appendix L 
Horizontal Effective Stress and Vertical Strain h = 100 m D = 2900 m 

 

 

Figure L1: Horizontal effective stress for a model with E = 2.5 GPa and ν = 0.10, 100 m thick and at a depth of 2900 m. Note 
that the horizontal effective stress in the layer above the reservoir (= layer with butterfly shape) is very low (blue). 

 

Figure L2: Horizontal effective stress for a model with E = 2.5 GPa and ν = 0.40, 100 m thick and at a depth of 2900 m. Note 
that the horizontal effective stress in the layer above the reservoir (= layer with butterfly shape) is very high (red). 

 

Figure L3: Vertical strain for a model with E = 2.5 GPa and ν = 0.10, 100 m thick and at a depth of 2900 m. Note that there 
clearly is vertical elongation (red/yellow) in the layer above the reservoir (red rectangle). 
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Figure L4: Vertical strain for a model with E = 2.5 GPa and ν = 0.40, 100 m thick and at a depth of 2900 m. Note that there is 
less vertical elongation (red/yellow) in the layer above the reservoir (red rectangle) than when the Poisson’s ratio equals 
0.10 (Figure L3). 

 

Figure L5: Vertical strain in a narrower range for a model with E = 2.5 GPa and ν = 0.10, 100 m thick and at a depth of 2900 
m. Note that there clearly is vertical elongation (red/yellow) in the zone above the reservoir (red rectangle), which can be 
seen in more detail than in Figure L3. 

 

Figure L6: Vertical strain in a narrower range for a model with E = 2.5 GPa and ν = 0.40, 100 m thick and at a depth of 2900 
m. Note that there clearly is vertical elongation (red/yellow) in the zone above the reservoir (red rectangle), which can be 
seen in more detail than in Figure L4. The vertical elongation is less than when the Poisson’s ratio equals 0.10 (Figure L5). 
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Appendix M 
Vertical Strain h = 100 m D = 1000 m 

 

 

Figure M1: Vertical strain in a narrower range for a model with E = 10 GPa and ν = 0.25, 100 m thick and at a depth of 1000 
m. Note that there clearly is vertical elongation (red/yellow) in the zone above the reservoir (red rectangle). 

 

Figure L2: Vertical strain in a narrower range for a model with E = 80 GPa and ν = 0.25, 100 m thick and at a depth of 1000 
m. Note that there clearly is vertical elongation (red/yellow) in the zone above the reservoir (red rectangle), but in the rigid 
layer at D = 1000 m there is less elongation than for a less rigid layer (Figure M1). This seems to cause the overlying 
overburden to undergo less elongation as well. There is a bit more vertical elongation close above the reservoir. 
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Appendix N 
 

 

Figure N1: North-south cross section of the Groningen field used to determine the Plaxis model. 

 

Figure N2: West-east cross section of the Groningen field used to determine the Plaxis model. 
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