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Direct Learning for Parameter-Varying Feedforward Control:
A Neural-Network Approach

Johan Kon1, Jeroen van de Wijdeven2, Dennis Bruijnen3, Roland Tóth4, Marcel Heertjes1,2, Tom Oomen1,5

Abstract— The performance of a feedforward controller is
primarily determined by the extent to which it can capture
the relevant dynamics of a system. The aim of this paper is
to develop an input-output linear parameter-varying (LPV)
feedforward parameterization and a corresponding data-driven
estimation method in which the dependency of the coefficients
on the scheduling signal are learned by a neural network. The
use of a neural network enables the parameterization to com-
pensate a wide class of constant relative degree LPV systems.
Efficient optimization of the neural-network-based controller
is achieved through a Levenberg-Marquardt approach with
analytic gradients and a pseudolinear approach generalizing
Sanathanan-Koerner to the LPV case. The performance of the
developed feedforward learning method is validated in a simu-
lation study of an LPV system showing excellent performance.

I. INTRODUCTION

Feedforward control can substantially improve the perfor-
mance of dynamic systems performing tracking tasks [1],
e.g., the position accuracy in motion systems. To obtain flex-
ibility with respect to varying tasks, the feedforward signal is
often constructed as a filter acting on the setpoint, resulting
in a feedforward controller with parameters describing this
filtering operation. In this case, feedforward controller tuning
is reduced to a parameter estimation problem given data of
the system, either by estimating and inverting a system model
[2] or by directly estimating the inverse [3].

The key aspect determining the performance and task
flexibility of the feedforward controller is the extent to
which it can capture the relevant system dynamics [4]. For
this purpose, parameterizations have become increasingly
rich, ranging from polynomial and rational transfer functions
for LTI systems [5], [6], nonlinear finite impulse response
(NFIR) filters [7], and nonlinear autoregressive exogenous
(NARX) and recurrent neural network (RNN) structures [8]–
[10]. While additional richness can increase performance,
they also complicate estimation and may result in instability.

Linear parameter-varying (LPV) parameterizations can
capture a broad range of system dynamics and are promising
to be deployed in feedforward control [11]. LPV systems
maintain linearity in signal relations, but the coefficients gov-
erning these signal relations are a function of time-varying
scheduling variable ρ that is assumed to be measurable online
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and ASML and Philips Engineering Solutions. 1: Control Systems Technol-
ogy Group, Departement of Mechanical Engineering, Eindhoven University
of Technology, Eindhoven, The Netherlands, e-mail: j.j.kon@tue.nl. 2:
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Eindhoven, The Netherlands. 4: Control Systems Group, Electrical Engi-
neering, Eindhoven University of Technology, The Netherlands, and the
Institute for Computer Science and Control, Budapest, Hungary. 5: Delft
University of Technology, Delft, The Netherlands.

[12]. LPV systems can embed nonlinear/ time-varying effects
by proper selection of this scheduling variable [13]. Given
such a signal, the resulting linearity simplifies identification,
stability analysis, and performance characterization.

In data-driven design of LPV feedforward control, it is
desired to 1) employ a stochastic framework with generic
noise models [14] for consistency guarantees, 2) employ
input-output (IO) representations for straightforward inver-
sion, and, most importantly, 3) employ neural networks (NN)
to address arbitrary (dynamic) coefficient dependency on ρ
and high-dimensional data.

In [15], [16], the coefficients describing the LPV system
are represented as a basis function expansion that is linear in
the expansion coefficients, addressing 1) and 2). Yet, these
suffer from the curse of dimensionality in high-dimensional
input spaces [8], may require more parameters [17], and may
be ill-conditioned, and thus fail to meet 3). A coefficient
dependency parameterized by a neural network is considered
in [18], [19], and by a Gaussian process in [20], partially
addressing 3). However, [18] considers an ARX noise model,
considerably simplifying estimation, but often resulting in
biased estimates, failing to meet 1). The method in [20] con-
sider an LPV-NFIR feedforward parameterization, which also
simplifies estimation, but limits the ability of the feedforward
controller to compensate zero dynamics. In [19], general
LPV system identification is carried out through a state-
space (SS) parameterization where ρ is synthesized using
an encoder neural network from past IO data, effectively
addressing 1) and 3). However, inversion of SS models is
involved and [19] is thus not suitable for 2).

Altough LPV feedforward control and related system iden-
tification approaches have addressed the separate aspects 1)-
3), none of the existing methods meet all three requirements.
Thus, the aim of this paper is to develop a tailored model
structure for data-driven LPV feedforward design that meets
all 3 requirements and exploits the mentioned developments.

The main contribution of this paper is the development of
an NN-LPV-IO feedforward approach in which the coeffi-
cients depend on the scheduling variable ρ through a neural
network, and associated parameter estimation methods based
on the prediction-error framework with generic noise models.
The following subcontributions are distinguished.

1) A local gradient-based optimization procedure for pa-
rameter estimation based on analytic gradient expres-
sions. These expressions fully utilize the structure in the
optimization problem, can be parallelized and are thus
highly computationally efficient, as opposed to generic
automatic differentiation frameworks (Section III).

2) A new iterative pseudolinear method for LPV output-
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J y er
Fϕ u

Fig. 1: Feedforward control configuration with system J ,
output y, reference r, and error e. The input u is parameter-
ized as the output of a reference dependent filter Fϕ.

error estimation, recovering the LTI Sanathanan-
Koerner [21] method as a special case (Section IV).

3) A feedforward control simulation study illustrating that
a NN parameterization of the coefficient functions re-
sults in superior performance compared to polynomial
basis expansion coefficient functions (Section V).

Setting & Notation: Systems are discrete-time with sam-
pling time Ts. δ = T−1

s (1− q−1) is the backward difference
(delta) operator with q the forward shift operator. Given a
matrix A ∈ Rm×n, A∗,j is its jth column and vec(A) =[
AT

∗,1 · · · AT
∗,n

]T ∈ Rnm its vector representation.

II. PROBLEM FORMULATION

This section formalizes the considered feedforward control
problem for LPV dynamic systems. Next, the solution is
searched for in terms of a feedforward controller, parameter-
ized as an LPV-IO difference equation with neural network
coefficient functions. Lastly, given data obtained from the
system, optimization of the defined feedforward controller is
posed as an inverse system identification problem.

A. Feedforward Control and Considered System Class
The goal of feedforward control is to apply input u(k) ∈ R

to a discrete-time system J such that its output y(k) =
J (u(k)) ∈ R is equal to some desired output r(k) ∈ R, i.e.,

e(k) = r(k)− y(k) = 0, ∀k ∈ Z>0, (1)

where e(k) ∈ R is the error, see Fig. 1. J is considered as
a deterministic LPV system given by the IO representation

Na−1∑
i=0

ati(ρ(k))δ
iy(k) = u(k) +

Nb−1∑
i=1

bti(ρ(k))δ
iu(k), (2)

where Na, Nb ∈ Z≥0 and, under the minimality conditions
for (2) [12], max(Na, Nb) is the system order. ati, b

t
i are

arbitrary coefficient functions with appropriate dimensions,
dependent on the scheduling signal ρ(k) ∈ P ⊂ RNρ . This
scheduling signal ρ can be interpreted as describing the
variation in operating conditions. By selecting it properly,
(2) can embed a large class of nonlinear systems [12]. For
example, at0(ρ)=kρ2, at1=d and at2=m with k, d,m∈R>0

and ρ = y represents a system with a cubic spring.
To ensure task flexibility of the feedforward methodology,

u is parameterized as the output of a feedforward controller
operating on reference r as specified next.

B. Neural Network LPV-IO Feedforward Parameterization
The considered feedforward controller Fϕ : r(k) → u(k)

with parameters ϕ, visualized in Fig. 2, generates inputs u(k)
based on r(k) according to the DT difference equation

u(k)+

Nb−1∑
i=1

bi,ϕ(ρ(k))δ
iu(k) =

Na−1∑
i=0

ai,ϕ(ρ(k))δ
ir(k). (3)

u(k)=−
Nb−1∑
i=1

bi,ϕ(ρ(k))δ
iu(k)+

Na−1∑
i=0

ai,ϕ(ρ(k))δ
ir(k)

r(k) u(k)

h0
2

h0
3

h1
1

h1
3

h2
1

h2
3

h2
2



a0(ρ)

a1(ρ)

a2(ρ)

b1(ρ)

b2(ρ)


ρ1(k)

ρ2(k)

h3
1

h3
3

h3
4

h3
5

h3
2

gϕ

Fϕ

Fig. 2: Neural network LPV IO (NN-LPV-IO) feedforward
parameterization, mapping desired outputs r into feedfor-
ward signal u. Neural network gϕ transforms scheduling
signal ρ into parameter-varying coefficients ai,ϕ, bi,ϕ of the
LPV difference equation. In this example, gϕ is drawn with
dimensions Nρ = 2, Na = 3, Nb = 3 as a neural network
with L = 2 hidden layers, both of size Nl = 3, l = 1, 2.

To learn systems J with arbitrary dependence of ati, b
t
i on ρ,

the coefficient functions ai,ϕ(ρ), bi,ϕ(ρ) are parameterized
by a neural network gϕ acting on ρ as defined next.

Definition 1 The coefficient functions are given by[
a0,ϕ(ρ(k)) · · · bNb−1,ϕ(ρ(k))

]T
= gϕ(ρ(k)), (4)

with gϕ : RNρ → RNa+Nb−1 a neural network that
corresponds to the mapping

h0(x) = x

zl(x) = W l−1hl−1(x) + cl−1

hl(x) = κ(zl(x))
for l ∈ {1, . . . , L}

gϕ(x) = WLhL(x) + cL (5)

with hidden layer activation values hl ∈ RNl , bias vectors
cl ∈ RNl+1, pre-activation values zl ∈ RNl and weight
matrices W l ∈ RNl+1×Nl , with N0 = Nρ, NL+1 =
Na+Nb−1, while κ is an elementwise nonlinear activation
function such as tanh or max(x, 0). The parameter vector
ϕ ∈ RNϕ of gϕ is given by

ϕ =
[
vec(W0)

T cT0 . . . vec(WL)
T cTL

]T
. (6)

Remark 2 Here gϕ is a fully connected multilayer percep-
tron, but it can be replaced by any feedforward network,
including user-defined input transformations of ρ.

Remark 3 For a general representation of LPV systems
with IO representations, it is necessary to also include
a dependency of ai,ϕ, bi,ϕ on the time shifts of ρ, called
dynamic dependency [12]. This can easily be incorporated
in (3) by including also time-shifted ρ as input to gϕ. Here,
only static dependency is considered for readability.

Feedforward parameterization (3) can represent a wide
range of systems J under the common assumption of con-
stant relative degree of J [11]. More specifically, due to the
universal function approximator property of neural networks
[22], they allow for representing any continuous scheduling
dependence of ati, b

t
i on ρ(k). Thus, given the correct order
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y

ρ
gϕ(ρ)

A†(δ, ρ)B(δ, ρ)

ũ = u+ v

ε

Fϕ

Fig. 3: Inverse system identification setup to estimate pa-
rameters ϕ of the NN-LPV-IO feedforward controller (3) by
minimizing the ℓ2 loss of the generated output of Fϕ(y) with
respect to the required input u, corrupted by white-noise v.

Na, Nb and enough parameters in gϕ, (3) can represent any
system for which there exists an LPV-IO representation in
the form of (2), including a wide range of nonlinear systems.

C. Inverse System Identification Problem
To identify parameters ϕ of Fϕ, an inverse system identi-

fication approach is adopted, see Fig. 3. More specifically, ϕ
is optimized such that given a desired plant output r, Fϕ(r)
generates the input u required to obtain r. To this end, open-
loop data D = {ũ(k), y(k), ρ(k)}Nk=1 of J is considered to
be available under the following assumptions.
A1) The measurement ρ(k) is exact, i.e., it is not disturbed

by noise.
A2) The measurement y(k) is exact, and the measurement

ũ(k) of u(k) is corrupted by an i.i.d. white noise v(k),
ũ(k) = u(k) + v(k), with v(k) ∈ R and E(v2) = σ2

v .
Assumption A1 is commonly taken in the LPV literature and
allows for a closed-form expression of the one-step-ahead
predictor in the LPV case [14]. Additionally, Assumption
A2 creates an LPV output-error (OE) inverse identification
setting in which the measurement of the input of the data-
generating system is corrupted by noise, whereas the output
can be exactly measured1. Under these assumptions, the
optimal one-step-ahead predictor û(k|k−1) is given by [14]

û(k|k − 1) = B†(δ, ρ(k))A(δ, ρ(k))y(k) = Fϕ(y(k)), (7)

with
A(δ, ρ(k)) =

∑Na−1

i=0
ai,ϕ(ρ(k))δ

i

B(δ, ρ(k)) = 1 +
∑Nb−1

i=1
bi,ϕ(ρ(k))δ

i,
(8)

with B†(δ, ρ) being the inverse of the monic B(δ, ρ), i.e,
B†(δ, ρ)B(δ, ρ)u = u, such that B†(δ, ρ(k))A(δ, ρ(k)) rep-
resents the filtering operation (3), see [14] for details of this
inversion operation. The parameters ϕ are optimized in terms
of minimizing the ℓ2-loss of the one-step-ahead prediction of
u by Fϕ given y, i.e., according to ϕ∗ = argminV (ϕ) with

V (ϕ) =

N∑
k=1

ε2(k) =

N∑
k=1

(ũ(k)− û(k|k − 1))
2
. (9)

Remark 4 The inverse system identification setup and sub-
sequent results can easily be extended to settings in which v
is not white by introducing a parameterized noise model of
v as in [14], [16] to capture the noise spectrum.

1Note that this setting is taken for the sake of simplicity, as if y is
perturbed by a noise process then the resulting noise structure in the inverse
setting has an LPV Box-Jenkins form, where the input y is correlated with
the noise process. However, in the envisioned application domain of motion
systems, signal-to-noise ratios are often high, such that this effect is limited.

The goal of this paper is to develop algorithms for opti-
mization of (9), i.e., for determining ϕ∗ efficiently. To this
extent, the structure of V (ϕ) and its analytic gradient are
fully utilized and combined with a second order solver. In
contrast, standard automatic differentiation frameworks do
not exploit the structure of this cost function.

III. LOCAL OPTIMIZATION

The first strategy for optimization of (9) is through local
optimization using gradient-based algorithms. Consequently,
first the gradient of the cost function V (ϕ) and the Jacobian
of ε(k) with respect to ϕ are derived. Second, it is shown
how to use those in local optimization using the Levenberg-
Marquardt algorithm. These steps fully define any gradient-
based optimization, constituting Contribution 1.

A. Gradient and Jacobian of V (ϕ)

The gradient d
dϕj

V (ϕ) ∈ R of (9) with respect to a single
parameter ϕj ∈ R of (6) is given by

d

dϕj
V (ϕ) = 2

N∑
k=1

Jϕj (k)ε(k), (10)

where Jϕj (k) =
dε(k)
dϕj

∈ R is the gradient of ε at time step
k with respect to ϕj . Deriving an expression for the neural
network parameter gradients dai(ρ(k))

dϕj
, dbi(ρ(k))

dϕj
enables cal-

culating this gradient, as given by the following two lemmas.

Lemma 5 Given gϕ(x) in (5), define ∆l =
dgϕ(x)
dzl(x)

with l =

1, . . . , L. Then the output layer sensitivity ∆L =
dgϕ(x)
dzL(x)

=
INa+Nb−1, and subsequent layers satisfy

∆l−1 =
dgϕ(x)

dzl(x)

dzl(x)

dzl−1(x)
= ∆l dκ(z

l(x))

dzl(x)
W l−1, (11)

with dκ(zl(x))
dzl(x)

the diagonal matrix of derivatives of κ, i.e.,

dκ(zl(x))

dzl(x)
= diag(

[
dκ(η)
dη |η=zl

1(x)
. . . dκ(η)

dη |η=zl
Nl

(x)

]
).

Lemma 5 defines the hidden layer sensitivities ∆l =
dgϕ(x)
dzl(x)

of the neural network as a recurrence through the
layers, which can be seen as backpropagation applied to
all Na + Nb − 1 outputs of gϕ simultaneously. Then, the
parameter gradients dgϕ(x)

dϕj
can be computed from ∆l.

Lemma 6 Given ∆l as in Lemma 5 and ei ∈ RNa+Nb−1 as
the unit vector with its ith entry equal to 1. The parameter
gradients dai,ϕ(x)

dW l
m,n

,
dai,ϕ(x)

dclm
are given by

dai,ϕ(x)

dW l
m,n

= eTi
dgϕ(x)

dW l
m,n

= eTi
dgϕ(x)

dzl+1(x)

dzl+1(x)

dW l
m,n

= eTi ∆
l+1 dW

lhl + cl

dW l
m,n

= ∆l
i,mhl−1

n ,

dai,ϕ(x)

dclm
= eTi ∆

l+1 dW
lhl + cl

dclm
= ∆l

i,m,

(12)

and similarly for dbi,ϕ(x)
dW l

m,n
,
dbi,ϕ(x)
dclm

with ei+Na
.
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With the above lemmas, Jϕj
(k) is computed by an LPV

filtering operation as defined next.

Theorem 7 Given dai,ϕ

dϕ ,
dbi,ϕ
dϕ in Lemma 6, Jϕj

(k) = dε(k)
dϕj

is given by

Jϕj
(k) = −

(
B†(δ, ρ(k))

Na−1∑
i=0

dai,ϕ(ρ(k))

dϕj
δi (13)

−
(
B†(δ, ρ(k))

)2 Nb−1∑
i=1

dbi,ϕ(ρ(k))

dϕj
δiA(δ, ρ(k))

)
y(k),

where
(
B†(δ, ρ(k))

)2
denotes filtering with B†(δ, ρ(k))

twice.

Remark 8 Jacobian computation (13) can be parallelized
for all ϕj and, except for the inverse operation B†, for all
times k. The vectorized expressions are omitted for brevity,
but can be found in the software implementation [23].

Theorem 7 provides an expression for the Jacobian Jϕj (k)
that is part of the gradient of V (ϕ), see (10), completing
the full gradient derivation. These analytic expressions are
more computationally efficient than automatic differentiation,
enabling fast optimization of V (ϕ).

B. Optimization Using Levenberg-Marquardt
The gradient expressions (10)-(13) can be used with the

Levenberg-Marquardt (LM) algorithm to optimize V (ϕ).
LM is a method specifically tailored for solving prob-
lems such as argminϕ V (ϕ) by exploiting its least-squares
structure. Thus, it can reach quadratic convergence rate
through a Gauss-Newton approximation of the Hessian. LM
generally outperforms first order schemes such as acceler-
ated/conjugate gradient descent in terms of floating point
operations required for convergence [24].

More specifically, define the parameter Jacobian matrix
J(ϕ) ∈ RN×Na+Nb−1 such that Jk,j(ϕ) = Jϕj (k) with
Jϕj

(k) in (13). Then, the LM algorithm proceeds as follows.

Algorithm 9 (LM for NN-LPV-IO OE optimization)
Given model structure (3) with parameters ϕ, and dataset

D, set q = 1 and initialize ϕ0, λ > 0, µ > 0. Then, iterate:
(1) Calculate εN1 according to (7)-(9).
(2) Calculate J(ϕq−1) according to (11)-(13).
(3) Determine ϕq as

ϕq = ϕq−1 − αq−1H(ϕq−1)
−1g(ϕq−1), (14)

with αq−1 = 1, H(ϕq−1) = J(ϕq−1)
TJ(ϕq−1) + λI ,

and g(ϕq−1) = −J(ϕq−1)
T εN1 .

(4) If V (ϕq) > V (ϕq−1), set λ = µλ and continue to (5).
Else, set λ = µ−1λ and go to (3). Typically µ = 10.

(5) Set q = q+1 and go back to (1) until convergence, e.g.,
until |ϕq − ϕq−1| < η with tolerance η , or q = qmax.

Update (14) can be recognized as a damped Gauss-Newton
step, interpolating between gradient descent and an approx-
imate second order method, and is successfully applied to
LPV-IO estimation with polynomial scheduling in [16] .

Remark 10 Other gradient-based schemes can be also de-
rived based on (14) with different choices for H(ϕn) and
g(ϕn), e.g., H(ϕn) = I corresponds to gradient descent.

IV. PSEUDOLINEAR REGRESSION

This section introduces a different algorithm for opti-
mization of (9) of which the LTI counterpart is often used
to generate initial estimates for the local optimization of
Section III, constituting Contribution 2. For compactness, the
dependence of y, u, ρ on k is omitted in this section.

A. Sanathanan-Koerner Iterations

The key idea of Sanathanan-Koerner (SK) iterations [21]
is that the filtering operation B†(δ, ρ) is treated as an a priori
unknown weighting and updated iteratively. Specifically,
V (ϕ) can be rewritten as

V (ϕ) =
∑N

k=1

(
B†(δ, ρ) (B(δ, ρ)ũ−A(δ, ρ)y)

)2

. (15)

Now define iteration counter q and denote by B†
q−1(δ, ρ)

the filter corresponding to variables ϕq−1, i.e., B†(δ, ρ) in
iteration q−1. Next, B†(δ, ρ) is fixed at B†

q−1(δ, ρ) to obtain

V q
SK(ϕ)=

N∑
k=1

(
B†

q−1(δ, ρ) (B(δ, ρ)ũ−A(δ, ρ(k))y)
)2

, (16)

such that V q
SK(ϕ) is equal to V (ϕ) if Bq−1(δ, ρ) = B(δ, ρ).

V q
SK can be recognized as an ARX criterion weighted by

B†
q−1(δ, ρ), where B†

q−1(δ, ρ) is updated over the iterations.
At every iteration q, (16) is minimized over ϕ. Even though

nonlinear optimization is still required for this, this is a cheap
operation compared to minimizing the full ℓ2 loss (9), see
below. Analogously to (13), the gradient of (16) is given by

d

dϕj
V q
SK(ϕ) = 2

N∑
k=1

(
B†

q−1(δ, ρ) (B(δ, ρ)ũ−A(δ, ρ(k))y)
)

·B†
q−1(δ, ρ)

(Nb−1∑
i=1

dbi,ϕ(ρ)

dϕj
δiũ−

Na−1∑
i=0

dai,ϕ(ρ)

dϕj
δiy

)
, (17)

in which the first line represents the SK residuals εqSK(k),
and the second line the gradient of εqSK(k) with respect to
ϕj . Iterative criterion (16) and gradient (17) give rise to the
LPV-SK-algorithm for optimizing V (ϕ), as formalized next.

Algorithm 11 (SK for NN-LPV-IO OE optimization)
Given model structure (3) with parameters ϕ, and dataset

D, set q = 1, B0(δ, ρ) = 1 and initialize ϕ0. Then, iterate:
(1) Given ϕq−1 determine ϕq as

ϕq = argmin
ϕ

V q
SK(ϕ), (18)

using (16) and (17).
(2) Set q = q + 1 and go back to (1) until convergence.

Remark 12 If coefficients ai(ρ), bi(ρ) are parameterized
linearly in the parameters ϕ, (18) reduces to a weighted
linear least-squares problem as in the LTI case, see [23].

Algorithm 11 is potentially more computationally efficient
than Algorithm 9. Parameters ϕ in B(δ, ρ) enter (16) as
B(δ, ρ)u as opposed to as B†(δ, ρ)A(δ, ρ)y in (9), i.e., in
a non-recurring manner. Consequently, the gradient com-
putation is computationally cheaper: (17) contains only a
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single inverse LPV filtering operation (B†
q−1), whereas (10)

contains at least two, thus obtaining cheaper parameter
updates at the cost of having to iterate over q.

The SK algorithm for LPV-OE identification has not been
considered in literature before. Already in the LTI case,
convergence of Algorithm 11 is not guaranteed, but good
convergence is observed in a range of applications especially
for high signal-to-noise ratios. The convergence for the LPV
case is investigated in simulation in Section V.

V. SIMULATION EXAMPLE

In this section, performance of the proposed feedforward
learning approach is investigated on a simulation example
of an LPV system. It is shown that (3) can learn from IO
data both the required input as well as the true scheduling
dependencies. Additionally, it is compared to standard meth-
ods utilizing a polynomial parameterization of the scheduling
dependence, where the proposed NN-LPV-IO method shows
superior performance, constituting Contribution 3.

A. Example System
As an example of (2), consider a true LPV system J :

u(k) → y(k), see Fig. 4, that is governed by

k1k2y(k) +
(
d1k2+k1d2(ρ)

)
δy(k) +

(
k1m2+k2(m1+m2)

+d1d2(ρ)
)
δ2y(k) +

(
d1m2+(m1+m2)d2(ρ)

)
δ3y(k) (19)

+m1m2δ
4y(k) = k2u(k) + d2(ρ)δu(k) +m2δ

2u(k),

with parameters m1 = 10,m2 = 11 kg, d1 = 5 Ns/m,
k1 = 0.3, k2 = 5·104 N/m. The system is subject to damping
that depends nonlinearly on the scheduling ρ as

d2(ρ) = 103 exp (−102ρ2) + 102ρ2 + 10−4. (20)

For this system, a dataset D of N = 6400 samples is
generated in which y is a fourth order reference, while u cor-
responding to this y is obtained by simulating (19) in reverse
direction. Then, u is perturbed by white measurement noise
v with E(v2) = 0.012var(u). Additionally, the scheduling
trajectory is taken as ρ(k) = 2 k−1

N−1 − 1 ∈ [−1, 1].

B. Comparison to polynomial coefficient functions
Fϕ in (3) is chosen with Na = 5, Nb = 3 and a neural

network according to Definition 1 with L = 2, N0 = 1, N1 =
5, N2 = 5, N3 = Na+Nb−1, κ = tanh, i.e., 2 hidden layers
with 5 nodes and a linear output layer with Na+Nb−1 = 7
nodes, totaling Nϕ = 82 parameters. This parameterization
has Na, Nb equal to the true order of (19), such that Fϕ can
capture (19) up to the approximation capabilities of gϕ.

Fϕ is optimized over D using the gradient-based optimiza-
tion of Section III. Initial parameters are obtained using an
ARX criterion and lowpass filtered data . Additionally, Fϕ is
compared to a feedforward parameterization Gθ based on a
linear combination of polynomial basis functions to capture
the scheduling dependencies, i.e., ai(ρ) =

∑Nai
j=0 α

j
ia

j
i (ρ),

bi(ρ) =
∑Nbi

j=0 β
j
i b

j
i (ρ), resulting in 91 parameters [16].

The generated and measured u are visualized in Fig. 5. It
indicates that Fϕ can accurately represent the true system
through the use of a neural network, obtaining residuals

Fig. 4: Bode plot of frozen dynamics of J (δ, ρ), displaying
a resonance with scheduling-dependent damping.

Fig. 5: The NN-LPV-IO feedforward model (3) optimized
with Algorithm 9 is able to generate Fϕ(y) ( ) that matches
the measured ũ(k) ( ) up to the noise level. In contrast, an
LPV-IO feedforward parameterization based on polynomial
basis function expansion ( ) is not rich enough to capture
all dynamics, resulting in coloured residuals. The input
u(k) clearly reflects LPV characteristics of the J (δ, ρ),
i.a., through the absence of oscillations for ρ ≈ 0 around
t ∈ [3, 3.5] by increased damping d2(ρ).

ε that are almost white with costs N−1V (ϕ) = 0.028
close to noise variance E(v2) = 0.026. In contrast, Gθ

cannot capture all dynamics due to the limitations of the
polynomial representation, obtaining colored residuals with
costs N−1V (θ) = 0.486 ≫ E(v2). For a validation dataset
containing similar but different data with E(v2) = 0.029, Fϕ

obtains N−1V (ϕ) = 0.044, compared to N−1V (θ) = 1.13
for Gθ. Additionally, Fig. 6 shows the estimated a3(ρ), b1(ρ)
with true coefficient functions at3(ρ) =

(
d1m2 + (m1 +

m2)d2(ρ)
)
k−1
2 and bt1(ρ) = d2(ρ)k

−1
2 . It is observed that Fϕ

can effectively capture at3(ρ), b
t
1(ρ), whereas the polynomial

parameterization fails to do so.

C. Comparison of Optimization Methods

This section compares the computation times of the devel-
oped Algorithms 9 and 11, and an implementation in Pytorch
using automatic differentiation and ADAM. Specifically,
dataset D is truncated at different lengths N̄i < N , and Fϕ
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Fig. 6: The NN-LPV-IO model ( ) is able to accurately
learn the true coefficient functions ( ) through a neural
network parameterization of the coefficient functions as in
(4). In contrast, a polynomial basis function expansion with
the same number of coefficients ( ) cannot capture the true
coefficients due to the non-polynomial dependency on ρ.

Fig. 7: Median ( ) and interval of computation times
of Algorithm 9 ( ) and a vanilla implementation in Pytorch
using ADAM ( ) for different data lengths N̄ and 7 random
initializations. By incorporating analytic gradients and the
problem structure, Algorithm 9 is about 10 times faster.

is optimized according to V (ϕ) over this truncated data until
V (ϕ) reaches threshold N̄−1

i V (ϕ) ≤ 0.32. All experiments
were carried out on a HP Z-book G5 using a Intel Core i7-
8750H CPU. Fig. 7 shows the computation time for each
method. The following observations can be made.

• Algorithm 11 does not converge for the considered
example for any data length, and is thus not shown.
Although it converges sometimes for the polynomial
coefficient functions [23], it is too brittle for the neural
network coefficient function case.

• By including analytic gradients and (approximate) cur-
vature of V (ϕ), Algorithm 9 is about 10 times faster
than automatic differentation with ADAM.

• For N = 6400, Algorithm 11 takes about 350 s, whereas
optimization using automatic differentiation is too time
consuming using an average laptop.

VI. CONCLUSION

This paper has introduced a feedforward controller struc-
ture based on LPV input-output representations with a neural
network describing the dependency of the the controller
parameters on the scheduling variable. The inclusion of
LPV autoregressive dynamics in the feedforward controller

directly allows for learning and compensating a wide class
of systems, including those with shifting anti-resonances, in
contrast to most methods in literature that only tackle shifting
resonances through an LPV-NFIR feedforward parameter-
ization. A computationally efficient method for learning
the coefficient functions that utilizes the structure of the
optimization problem is developed. Based on a simulation
study, increased performance and computational superior-
ity of the developed NN-LPV-IO feedforward approach is
demonstrated.
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