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Executive summary

The Netherlands aims to phase out gas by 2050, but this is challenging as 92% of
houses are currently heated with gas. Alternatives are more feasible for new
neighborhoods, but for old city centers like Amsterdam, it is more complex due to
poorly insulated buildings and densely built areas. The demand for cooling is also
higher in cities because heat is retained more than in rural areas. Solutions like
hydrogen and green gas are unfeasible for such a large area due to limited availability.

A potential solution is a fifth-generation district heating and cooling (5GDHC) network,
an energy system that provides both heating and cooling to buildings using external
energy. This is possible due to a low temperature heat carrier in combination with
bidirectional operation. Heating and cooling can be exchanged between buildings
within the network, reducing the need for external energy. A 5GDHC network for a
large city requires clustering of the buildings to create smaller networks, which can
later be connected. Clustering allows for a bottom-up approach, reducing both the
investment risks and the overload risk. A benefit of 5GDHC is the possibility to use
aquifer thermal energy storage (ATES), where thermal energy is stored underground.

However, research on 5GDHC, particularly on large-scale implementation, is scarce.
Dividing buildings into clusters is crucial for large-scale implementation, since it
reduces the investment and overload risk, but the best methods are unknown.
Additionally, the possibility of implementing ATES is not considered in research
during the clustering process. This research investigates a method to cluster buildings
and integrate ATES systems within these clusters. The goal is to create compact
clusters to minimize the use of space in the already crowded subsurface. The clusters
must also have a high demand fulfillment, meaning the heating and cooling demands
must be fulfilled as much as possible within the cluster, either through energy
exchange between buildings or through the use of storage. A higher demand
fulfillment reduces the need for external energy.

The developed method clusters buildings based on their geographical location using
both k-means and equal size k-means to ensure compactness. Each cluster's total
heating demand is then assessed to determine the storage needed, as the heating
demand is higher than the cooling demand. After this, ATES systems are implemented
in the clusters, which can only be placed in available open space. This is done for both
the k-means and equal size k-means results. These ATES systems are positioned as
centrally as possible within the cluster, maintaining a minimum distance between
ATES systems to prevent them from affecting each other, which would decrease the
efficiency. This process continues until all demand is met or no free space remains.



The model results indicate that implementing ATES systems can increase the demand
fulfillment from 1.4% to 58.6% for the entire center of Amsterdam. This is on the
condition that the buildings are insulated to a level fit for low temperature heating. The
demand fulfillment differs per cluster; some clusters achieve 100% fulfillment,
particularly in the eastern and northwestern parts of the center, while others have
lower fulfillment rates, with a minimum of 16.7%. The results show that very compact
areas struggle more to meet heating demand. k-means outperforms equal size k-means
in both compactness and demand fulfillment, making it the recommended method.
The findings suggest that a 5GDHC network with ATES implementation has significant
potential, with the most potential for clusters in the east and northwest.

The identified method is robust, adaptable to various geographical regions, and
particularly effective in densely populated urban areas with limited space and high
heat demand. One limitation pertains to the data used, which does not facilitate
exchange between buildings due to identical weather-based demand profiles for all
buildings. This data also underestimates the potential cooling demand expected during
implementation. Furthermore, the study did not assess the availability of adequate
regeneration when installing ATES systems. Regeneration is required to replenish the
energy extracted from the ATES, in order to maintain the thermal balance. Without this
process, ATES efficiency will decrease and the aquifer will degrade. Local sources are
needed for regeneration, but their presence was not included in the research.
Additionally, subsurface constraints, including existing underground systems and
restricted areas, were not considered in determining suitable open spaces for ATES
placement.

Looking forward, opportunities for further research include exploring alternative
design configurations for ATES systems, with doublets or different sized monowells.
For the AMS institute future research could include using more comprehensive and
future-oriented data, incorporating current subsurface limitations and assessing
regeneration requirements for ATES systems.

In conclusion, this research contributes to the fields of aquifer thermal energy storage
and fifth generation district heating and cooling. It not only fills critical gaps in
existing literature but also provides a practical methodology for optimizing urban
energy systems. This approach holds promise for supporting initiatives like the
‘High-hanging fruit’ project by the AMS Institute, assisting sustainable urban heating
solutions in Amsterdam and beyond.
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1
1 Introduction

1.1. Problem introduction

In 2015, 196 Parties signed the Paris Agreement at the UN Climate Change Conference
(COP21) in Paris (UNFCCC, 2015). The goal of this agreement is to hold “the increase in
the global average temperature to well below 2°C above pre-industrial levels” and
pursue efforts “to limit the temperature increase to 1.5°C above pre-industrial levels.”, by
drastically decreasing greenhouse gas emissions. To reach this, the countries must be
CO2-neutral in their emissions by 2050. The Dutch Government has decided to stop
using natural gas by 2050 (Planbureau voor de leefomgeving, 2023). This decision
supports the goal of reducing CO2 emissions, as burning natural gas releases significant
amounts of CO2 into the atmosphere. Another reason for the government to stop using
natural gas, is the safety concerns associated with gas drilling in Groningen. This gas
drilling has been directly linked to earthquakes in the area (Liefting, 2022). Out of the
62 earthquakes in the Groningen area in 2023, 50 were determined to be induced by gas
drilling (KNMI, 2024). However, 92% of all the houses in the Netherlands were
connected to natural gas in 2019, mostly for heating (Centraal Bureau voor de Statistiek,
2021). While the Dutch government aims to be gas-free by 2050, some municipalities
are setting even more ambitious climate goals. Such as the municipality of Amsterdam,
which aims to reduce CO2 emissions by 60 percent by 2030 compared to 1990 levels and
be completely natural gas-free by 2040 (Gemeente Amsterdam, 2024). Since all
buildings need to be gas-free by 2040, an alternative method for the heating of
buildings must be found.
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A possible solution is to replace natural gas with a more sustainable gas like green
hydrogen or green gas. Hydrogen is a gas generated by electrolysis. This process
requires a significant amount of electricity; if this electricity is sourced from renewable
energy, such as wind or solar power, the gas is referred to as green hydrogen. However,
hydrogen has not yet been used for heating large areas and has only been tested in
pilot projects to gather experience. Due to the limited availability of green hydrogen, it
is currently not feasible to use it for heating extensive regions like the center of
Amsterdam (Nationaal Programma Lokale Warmtetransitie, 2020).

Green gas is gas produced from biomass and upgraded to be of the same quality as
natural gas. Since it matches the quality of natural gas, it can be utilized within the
existing gas infrastructure.Green gas has a similar problem as green hydrogen, where it
is only available to a limited extent and will only be used in areas if alternatives are
either technically impractical or far more expensive (Nationaal Programma Lokale
Warmtetransitie, 2021).

The municipality of Amsterdam, like all other municipalities, is allowed to draw up
their own plan for an alternative heating strategy to reach the goal set by the
government. These plans are more obvious for new-build neighborhoods, while old
neighborhoods and historical city centers are more difficult due to poorly insulated
buildings. This leads to increased heating demand in older areas during temperature
drops, which mostly happen during the winter.. Moreover, historical city centers are
recognized as 'heat islands', where temperatures rise more rapidly compared to
surrounding areas (Patz et al., 2005). This higher temperature amplifies the intensity of
heatwaves, which increases the demand for cooling, which mostly happens during the
summer. Amsterdam experiences this effect, where the city center is warmer because
the heat is trapped in stones, roads and buildings (AMS, n.d.). This demand for cooling
is expected to triple by 2050 without action (IEA, 2018). By then, the absolute cooling
demand in the EU is projected to be approximately one-sixth of the absolute heating
demand (Sanner et al., 2011).
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The increase in cooling demand and the uncertainty for the future surrounding
hydrogen and green gas emphasize the opportunity for a heating and cooling system. A
solution could be a fifth-generation district heating and cooling (5GDHC) network,
which is an energy system created to provide heating and cooling to buildings. A
5GDHC network has a low temperature heat carrier and has bidirectional operation,
meaning it can provide both heating and cooling to the connected buildings (Volkova et
al., 2022). It's crucial for the buildings to be well insulated to effectively utilize the
heating and cooling received, (NLPW, 2022). Providing this heating and cooling
requires external energy, ideally supplied by renewable energy sources or waste heat
from industrial processes. The need for external energy is minimized by the exchange
of heating and cooling between buildings of a 5GDHC network and the use of thermal
energy storage (KoWaNet, 2021). Through the exchange of heating and cooling between
buildings, the buildings effectively become 'heat exchangers': Buildings that have a
demand for heat, supply ‘cold’ back to the grid. This cold can then be used for buildings
which have a cooling demand, like supermarkets and data centers. The greater the
coverage of heating demand by cooling demand, and vice versa, the less external
energy is required. The incorporation of thermal energy storage allows for the excess of
heat from the summer to be stored to use for heating in the winter, while the excess of
cold water in the winter can be stored to use for cooling in the summer. Such seasonal
thermal energy storage can be crucial to allow for compensating mismatches between
the demands for heating and cooling (Buffa et al., 2019).

A form of thermal energy storage is aquifer thermal energy storage (ATES). ATES is a
technology that can be used to store and retrieve energy in aquifers underground. This
energy can be in the form of cold or heat. These systems can significantly reduce
greenhouse gas emissions from space heating and cooling (Stemmle et al., 2024), and
are a part of low energy geothermal energy, which shows the single largest potential to
provide renewable heat in the Netherlands (Hoogenvorst, 2017).

Limited 5GDHC networks have been constructed and the scale of the implementation
has been small. A 5GDHC network for a large city requires clustering of the buildings to
create smaller networks, which can later be connected. Clustering allows for a
bottom-up approach, reducing both the investment risks and the overload risk (NLPW,
2022). If the entire network is not constructed all at once but developed by cluster,
there is less need for a large upfront capital investment, which reduces financial risk.
Once a cluster is completed, it can start generating revenue immediately, even if the
other clusters are still under development. This immediate return might support the
investments for other clusters and is not possible if the entire network is built in one
go. The overload risk refers to the possibility that the demand for heating and cooling
falls short of the quantities projected in advance (Expertise Centrum Warmte, n.d.).
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If demand is lower than expected during the implementation of the clusters, there is
the possibility to postpone or not proceed with the development of additional clusters if
they are no longer seen as profitable. This approach means that the financial risk is
smaller compared to constructing the entire network at once, where this isn’t possible.

Amsterdam is a densely populated city, given the density of 4,880 people per square
kilometer (Kadastralekaart.com, n.d.). The city of Amsterdam is still growing, with the
pressure on space rising. However, Installing ATES requires open space on the surface,
for the placement of the installation. Furthermore, there is limited space remaining in
the subsurface. The subsurface currently contains cables for data and telecom,
drainage systems and pipes for drinking water, gas and wastewater (Gemeente
Amsterdam, 2019). This implies that ATES installations must efficiently utilize the
limited space, and the clusters within the 5GDHC network need to be compact to reduce
the total required pipe length in the network. Compact clusters mean that the buildings
within each cluster are close to one another. When buildings are situated closer
together, the length of pipe required to connect them all is reduced.

1.2. Thesis outline

Chapter 2 conducts a review of the existing literature on the topics to determine areas
where current research is lacking. This determines the knowledge gap, which will be
used to formulate the research question. Chapter 3 provides an overview of the
proposed new system and the potential design choices for both the ATES installations
and the 5GDHC network and Chapter 4 gives the system's objective as perceived by the
actors. The goal of chapter 5 is to review the potential clustering methods and to
develop a suitable approach to address the research questions. How the model
functions will be showcased using a small example. Chapter 6 outlines the required
data, input and assumptions used for the method. Chapter 7 provides the results of
applying the developed method to the center of Amsterdam. The performance of the
method will be analyzed and discussed. Finally, Chapter 8 contains the discussion,
while chapter 9 contains the conclusion, to summarize the finding and their
implications.
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2
2 Literature review

This chapter contains the literature review, which was conducted to delve deeper into
the subject. This provides insight into the state of knowledge on the subject by
reviewing and synthesizing different sources. The literature review examines the
history of district heating, the fifth generation district heating and cooling networks
with its characteristics and the ATES. The knowledge gap is then identified after which
the research questions can be formulated. These questions lead to a research approach
and the planned scientific and practical contribution of this research.

2.1. Literature review

2.1.1. History

The first generation of district heating systems was created in the 1880s. These
systems used steam to transport the heat, which caused significant heat losses and
severe accidents from steam explosions (Lund et al., 2014). The second generation was
introduced in the 1930s and used pressurized hot water, with supply temperatures
typically above 100 °C, as the heat carrier. The driving force for the second generation
was the potential use of Combined heat and power to reduce the fuel consumption
(Lund et al., 2014). The third generation utilized supply temperatures typically under
100 °C and implemented components that were prefabricated and more lean (Lund et
al., 2014). The fourth generation has a higher efficiency, reduced capital costs and
utilizes a lower temperature of 50 up to 70 °C (Meesenburg et al., 2020). The higher
temperatures of the third generation were a barrier for the implementation of a
renewable and recycled heat supply (Averfalk & Werner, 2020). As a result, the fourth
generation was introduced to implement heat from renewable sources and to reuse
lower temperature waste heat (Mazhar et al., 2018). The main difference between the
fourth and fifth generation heating networks is the location where the heat is upgraded
to the required temperature.
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In the fourth generation, heat is upgraded at a central location, while in the fifth
generation, the heat is upgraded decentrally at the location of each user (KoWaNet,
2021). The fifth generation aims to exploit the synergy of combined heating and
cooling. Since more end users will consume and add heat to and from the network, the
overall heat demand decreases. However, the fifth generation should be seen as a
sequential development as opposed to a parallel development, since the difference with
the fourth generation is so minor (Lund et al., 2021). Lund et al. (2014) stated some
properties that all future district heating systems, so both fourth and fifth generation,
should have, to fulfill their role in sustainable energy systems:

1. The capability to provide low-temperature heat to both existing and new
buildings.

2. The capability to effectively distribute heat in networks with low grid loss
3. The capability to reuse low-temperature heat and integrate renewable sources

like solar and geothermal energy.
4. The capability to be an integrated part of smart energy systems, including 4th

Generation District Cooling systems.
5. The capability to have a robust business model, particularly in the transition to

renewable energy sources.

A representation of such a system on a district level can be seen in figure 2.1.

Figure 2.1: A representation of a future sustainable energy system (Boesten, 2019)
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2.1.2. Fifth generation heating and cooling network characteristics

The fifth generation heating and cooling (5GDHC) network is characterized by a few
features. The network uses low temperature to carry the heat to the users. Additionally,
The system is capable of providing both heating and cooling, since the temperature is
raised or lowered by heat pumps before it reaches the user. This accommodates
bi-directional exchange of heat and cold, which can be assisted by seasonal storage
(Boesten et al., 2019).

2.1.2.1. Low temperature

The 5GDHC network has a low supply temperature covering a range of 5 °C to 30 °C,
where the warm pipe has a temperature that is approximately 5 °C to 10 °C higher than
the cold pipe (Wirtz et al., 2020a). There are various benefits to the network's low
supply temperature. The low temperature allows excess heat to be recovered without
the requirement of heat pumps. Furthermore, the temperature of the excess heat is near
equal to that of the heat demand, negating the need for extra transmission pipelines
(Buffa et al., 2019). Additionally, there is the possibility to utilize energy conversion
techniques with high efficiencies, like heat pumps and condensing boilers (Kiani et al.,
2004). Lastly, the lower temperature results in less heat losses, due to a lower average
temperature differential between the water in the pipes and the surrounding
environment (Averfalk & Werner, 2020). However, for this to be effective, all the houses
must be insulated to a certain extent.

2.1.2.2. Bidirectional Heating and cooling

The heating and cooling can occur concurrently, since the network is bidirectional.
Users can make use of the cooling at the same time as other users make use of the
heating. The system generally has two pipe systems; one with cold and one with warm
water (figure 2.2). In the case of heating demand, the system uses the warm water
which is heated by the heat pumps to a certain usable temperature. The water is then
discharged to the cold water system after usage. The system works in the opposite
direction with a cooling demand (Bünning et al., 2018). Less energy is wasted in this
way, since users with opposite demand are supplied by the same system, where
thermal energy is exchanged between the users (Gjoka et al., 2023). The demand for
heat and cold should ideally be of equivalent size, to reach a better heat balance of the
energy flows, which minimizes the requirement of external energy.
However, the peaks of these demands do not coincide; heating demand is highest in
winter, while cooling demand peaks in summer. Therefore, even if the demands are of
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equivalent size, some form of thermal energy storage is still necessary. If the heat and
cold demand are of equivalent size, the heat and cold demands can be offset against
each other, although the intervention of a heat pump is often still necessary since the
heat isn’t always at the right temperature after use. While most building types have a
higher demand for heating than for cooling, some types of buildings require constant
cooling, resulting in a higher overall cooling demand. Such buildings are supermarkets,
hotels, hospitals, university facilities and data centers. Other structures can also be
used like indoor car parks and subway ventilation shafts (Dobbelsteen, 2020). 5GDHC
allows for local matching of these demands, which reduces the need for external
energy.

Figure 2.2: The cold and warm pipe of a two pipe system (KoWaNet, 2021)

2.1.2.3. Clustering

The current 5GDHC networks are built on a small scale, not exceeding 10 kilometers in
network length (Buffa et al., 2019). Large networks are less feasible due to the
characteristics of the heat carrier. Water experiences substantial thermal and pressure
losses, which increase with distance from the source. Consequently, the thermal
energy is ideally consumed close to the generation location to maintain the system
efficiency (Haiwen et al., 2010). To address these issues, buildings are clustered.
Clustering allows for a bottom-up approach where the network is constructed
incrementally in small segments rather than all at once. Clustering entails the
grouping of buildings based on relevant factors. This is mostly done based on the
geographical location, but can also be done based on energy demand and supply. Each
cluster functions as a smaller network where heat and cold can be exchanged between
buildings (Verhoeven et al., 2014). Possible ways to create these clusters is to apply
clustering algorithms and heuristics.
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2.1.3. Aquifer thermal energy storage

ATES works by exchanging heat with the underground. This is either done by running
water through a pipe system or by directly injecting and withdrawing the groundwater
through groundwater wells (W. Sommer, 2015). These systems mostly operate on a
seasonal basis, where they mostly deliver heating in the winter and mostly cooling in
the summer. The system has two groundwater wells, where cool groundwater is
extracted during the summer from the cold well. This water is reinjected after usage in
the warm well. The direction is flipped in the winter, where warm groundwater is
extracted from the warm well and injected into the cold well after usage (Dickinson et
al., 2009). While seasonal changes typically alter the direction, variations could occur
on an hourly or daily basis as well (M. Bloemendal, personal communication, 3 May
2024).

The extraction of energy from the water out of the wells is done by a heat exchanger
(figure 2.3). The heat exchanger transfers heat between the water in the ATES and in
the network. Such seasonal thermal energy storage can be crucial to allow for
compensating mismatches between the demands for heating and cooling (Buffa et al.,
2019).

Figure 2.3: The extraction of energy out of the wells done by a heat exchanger (Steinebach, 2013)
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ATES is especially well-suited for storing vast amounts of thermal energy and has
evolved into an affordable technology for the heating and cooling of buildings (Sanner
et al., 2003). ATES systems do have heat losses, since the heat dissipates towards the
surroundings and due to advection with regional groundwater flow (Bakr et al., 2013).
Systems that are too close to each other also suffer from these effects and harm each
other's efficiency, due to thermal interference. This thermal interference is a major
challenge to implement ATES systems with the highest performance and most efficient
use of the subsurface (Sommer et al., 2015). Finding the optimal locations for these
systems is thus crucial.

2.2. Knowledge gap

The literature review provided an overview of the 5GDHC network, while it also gave
insight into the current state of ATES systems. 5GDHC networks have great potential to
provide sustainable heating. However, 5GDHC is still a newer technology, where
research into large scale implementation is scarce. Dividing buildings into clusters is
crucial for this implementation, but the best methods for it are unknown. ATES
systems could benefit the 5GDHC networks, but they aren’t taken into account during
the clustering methods yet. Based on the identified knowledge gap and its application
to the center of Amsterdam, the following research question emerged:

How can buildings in a dense city center be clustered for a fifth generation district
heating and cooling network (5GDHC) and integrated with Aquifer Thermal Energy
Storage (ATES) to optimize the demand fulfillment, given the limited space?

several sub-questions have been drawn up to answer the main research question:

1. What are the priorities of stakeholders and what design choices can be made
when implementing a fifth generation district heating and cooling with ATES?

2. How can a method be developed to cluster buildings and integrate ATES in
these clusters, adhering to the priorities of the stakeholders?

3. What are the impacts of clustering the buildings and integrating ATES on the
demand fulfillment and compactness in the fifth generation distinct heating
and cooling network in the center of Amsterdam?
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2.3. Research Approach

This research will build on the work of Sarah van Burk, who developed a methodology
to identify clusters in a 5GDHC network, to assist the large-scale implementation (van
Burk, 2023). She used the single linkage clustering algorithm and Geometric Graph
theory to cluster the buildings based on their locations and energy profiles. In addition
to clustering the buildings, this research will also add ATES installations in order to
improve the heat balance. The research of Sarah van Burk is used as inspiration and
not directly implemented in this work.

The aim of this research is to ascertain the most effective design of a 5GDHC network
in the center of Amsterdam, aligning with the preferences of the actors as determined
through an actor analysis. A system overview of 5GDHC networks and ATES
installations is conducted to explore various design options and ultimately choose the
most suitable design for these systems. Subsequently, A methodology to cluster
buildings and integrate ATES installations is developed. The required data for the
method is determined, and selected based on the previously chosen design. This allows
for the method to be applied to the center of Amsterdam. The performance of the
method on the center of Amsterdam will be evaluated, leading to the discussion and
conclusion of the research findings.

2.4. Link to COSEM

This is a relevant topic for a thesis of the Complex Systems Engineering and
Management master, since a district heating network constitutes a complex
socio-technical system. While the technical design is very important, to determine the
most efficient way to distribute the heat to the users. However, the socio-technical
system where the network will be a part of must be taken into account. The
socio-technical system is influenced by different social factors like policy, economics
and environment and has different actors, who have different needs and requirements
for this new system. The success of the district heating network relies on the
cooperation and acceptance of the different actors.
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2.5. Scientific contribution

This research aims to contribute to the scientific fields of aquifer thermal energy
storage and fifth generation district heating and cooling. For 5GDHC networks, the
primary contribution will be the examination of a larger area than previously studied.
This research will also focus on an area with a high density of buildings, addressing a
factor that has been less explored in earlier studies. Additionally, the integration of
ATES installations into the design method for the 5GDHC network will be a novel
aspect of this research. The development of a new method through this research will
potentially be used for future studies in different locations, facilitate the planning of
5GDHC networks with integrated ATES, or inspire the development of new
methodologies.

2.6. Practical contribution

This research is intended to assist the Amsterdam Institute for Advanced Metropolitan
Solutions (AMS) in their ‘High-hanging fruit’ project (Dang & Voskuilen, n.d.) (Dang &
Voskuilen, n.d.). The project aims to explore sustainable and local heating methods for
the monumental buildings in the inner city of Amsterdam. The goal of the
‘High-hanging fruit’ project is to develop a standardized approach for energy retrofitting
using local sustainable heating.

The methodology developed from this research will enable the clustering of buildings
and the integration of ATES, resulting in compact clusters with an optimized demand
fulfillment. This method will be used to assess the performance of a potential 5GDHC
network and to explore various configurations of 5GDHC networks and ATES
installations. In combination with the standardized approach for energy retrofitting
from the ‘High-hanging fruit’ project, this research aims to contribute towards creating
a gas-free heating solution for the center of Amsterdam.
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3
3 Overview design choices

This chapter provides an overview of the current state of fifth-generation district
heating and cooling technology, as well as aquifer thermal energy storage. It explains
the design choices available and discusses their advantages and disadvantages.

3.1. Fifth generation heating and cooling

A fifth-generation district heating and cooling network is an emerging technology,
with only one existing network currently operational in the Netherlands (NLPW, 2022).
The existing case is the Mijnwater district heating and cooling system in Heerlen,
which uses a flooded coal mine as geothermal energy storage and integrates multiple
decentralized heat sources (Verhoeven et al., 2014). The network supplies a large
number of buildings with a size of more than 200,000 m2 of building floor area (Boesten
et al., 2019). The concept is illustrated in figure 3.1, where clusters of different building
types are connected by cluster connections to the backbone. This backbone is
connected to the warm and cold wells of the ATES, which supplies the clusters with
heating and cooling. However, while the Mijnwater project is one of the most
technologically advanced 5GDHC systems, alternative design decisions can also be
considered (Buffa et al., 2019). Still, this concept has the potential to be successfully
implemented in numerous other locations across the Netherlands ( CE Delft, 2018).
.
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Figure 3.1: The concept of the Mijnwater project in Heerlen (Boesten, 2019)

3.1.1. Temperature

Based on the temperature of the water, district heating systems can be divided into 4
different categories, which can be seen in table 3.1. The numbers seen in the table are
not the exact numbers, but an approximation.

Table 3.1: Temperature levels of different categories of district heating networks

Category Temperature high Temperature low

High temperature 90℃ 70℃

Medium temperature 70℃ 40℃

Low temperature 40℃ 20℃

Ultra low temperature 20℃ -

For a 5GDHC network, high temperature (HT) is infeasible. While it is technically
possible to upgrade sources from 10 to 40 degrees Celsius to higher temperatures, this
process requires a significant amount of electricity. In addition, the low temperature
returns are insufficient for direct cooling (Ruijs, 2019). Medium temperature (MT) is still
relatively high, as the supply would need to be upgraded again. At low temperature
(LT), this problem is mitigated because the temperature of the potential supply is closer
to the temperature of the network.
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The temperature difference between the ATES system and the network is minimal.
However, to use the heat for domestic heating water, an upgrade is still required. On the
other hand, the return flow of heating can be directly used for cooling. This setup is
well-suited for a 4-pipe network, but also works for a 2-pipe system. For ultra-low
temperature (ULT), which is well-suited for a 2-pipe network, an upgrade is required for
both heating and domestic hot water use. The advantage of an ultra-low temperature
coupled with a decentralized network like the 2-pipe system is that it offers increased
opportunities to utilize renewable sources and recover excess heat efficiently (Gjoka et
al., 2023).

3.1.2. Required electricity

Choosing a lower temperature for the network increases electricity costs. For HT and
MT, these costs primarily involve pumping. However, for LT there is an additional cost
for upgrading the water temperature to the temperature level required for domestic hot
water use. ULT systems also require the upgrading of the water temperature to the level
used for heating. These upgrades all require electricity, contributing to higher
operational costs (Ruijs, 2019).

3.1.3. Temperature fluctuations

Even though a temperature level can be selected, the temperature in the pipes is not
fixed and can fluctuate depending on different conditions; How much energy is used
during cooling or heating, the temperature outside and the temperature in the
subsurface. These fluctuations can be absorbed by installing a heat pump at each
customer, which is able to upgrade the temperature if necessary (Roossien, 2020). This
is a way to limit heat losses, by bringing it to the right temperature as close to the
customer as possible (NLPW, 2022).
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3.1.4. Insulation

While it is crucial for the network to supply sufficient heat, it is equally important for
the customer to have well-insulated buildings to effectively utilize the heat received
(NLPW, 2022). If this is not the case, a 5GDHC network is not economically attractive
and the network may not be able to supply enough heat to bring the building to the
desired temperature (T. Sommer et al., 2020). 74% of the housing stock in Amsterdam
does not yet meet the required insulation levels, leading the municipality to consider
these buildings as insufficiently insulated (Bos, 2023). Insulating all these buildings to
the required levels is a huge task, for which no solution has yet been found.

3.1.5. Pipe configurations

Arguably, one of the most critical decisions in designing a 5GDHC network is
determining the number of pipes to incorporate into the system. There are several
configurations to choose from, ranging from a two-pipe to a four-pipe system (Buffa et
al., 2019).

3.1.5.1. Two-pipe system

In conventional district heating networks, a two-pipe system comprises a supply and a
return pipe. Water is delivered to the heat pumps and chillers through the supply pipe,
and then it returns via the return pipe. The temperature of the supply pipe is higher
than that of the return pipe when there is a greater demand for heating, and vice versa
when there is a higher demand for cooling. For a 5GDHC network, a two-pipe system
consists of two pipes: one dedicated to cooling and the other to heating. After being
used for cooling, the water is released into the heating pipe, and vice versa.

Figure 3.2, sourced from a paper by Blom et al.(2024), illustrates the operation of a
two-pipe system within a 5GDHC network. This paper looked at the possibility of using
a vertical farm as a local heat source in a low temperature district heating network.
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Figure 3.2: The concept of a decentralized 2 pipe system (Blom et al., 2024)

Figure 3.2 shows a 2 pipe system, which is a decentralized system. This means that the
temperature of the heat is only increased or decreased where it is needed. Each
apartment or building is equipped with its own heat pump, capable of adjusting
temperatures to desired levels for both cooling and heating. For district heating water,
an additional booster unit is required. If the demand for cooling can no longer be met
locally, heat is extracted from the ATES. For heating, water is pumped from the warm
well and its energy is extracted via a heat exchanger. Subsequently, it is reinjected into
the cold well. Contrary, during excess cooling demand, this process is reversed.

3.1.5.2. Three-pipe system

Conventional district heating networks with a 3-pipe system contain an extra pipe that
serves for either direct heating or cooling, depending on the system's primary
requirement. Once used, it flows into the pipe leading to the heat pumps or chillers. The
Mijnwater project was initially developed as a 5GDHC network with three pipes
(Verhoeven et al., 2014). The concept involved a supply pipe for both hot and cold water,
alongside a third pipe designated for combined discharge purposes. But in line with the
principles of a 5GDHC network, the first two pipes have become bidirectional, making
the return pipe redundant. A three-pipe system is not a practical design choice for a
5GDHC network since the third pipe is redundant.
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3.1.5.3. Four-pipe system

In a traditional district heating network, a 4 pipe system consists of 2 pipes that can be
used for direct cooling and heating, and 2 pipes for the return. Figure 3.3, sourced from
a paper by Blom et al. (2024), illustrates the operation of a four-pipe system within a
5GDHC network.

Figure 3.3: The concept of a centralized 4 pipe system (Blom et al., 2024)

Figure 3.3 depicts a 4-pipe system, functioning similarly to a centralized 2-pipe system.
This setup includes a central energy station responsible for adjusting temperatures
across the entire network. Buildings no longer need individual heat pumps or booster
units; instead, they only require a heat exchanger. If the demand for cooling can no
longer be met locally, heat is extracted from the ATES. For heating, water is pumped
from the warm well and its energy is extracted via a heat exchanger. Subsequently, it is
reinjected into the cold well. Contrary, during excess cooling demand, this process is
reversed.
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3.1.5.4. Pipe configuration conclusion

The only practical design options for a 5GDHC network are the two-pipe and four-pipe
systems, as the three-pipe system essentially functions as a 2-pipe system due to its
redundant third pipe. Both the two-pipe and four-pipe systems offer distinct
advantages over each other. The two-pipe system requires half the number of pipes,
which reduces underground space requirements. Moreover, it experiences lower
thermal losses because the temperature remains closer to that of the subsurface. On
the other hand, the four-pipe system requires less space within buildings since heating
and cooling are changed centrally. This requires only a heat exchanger within
buildings instead of individual heat pumps, saving space. Additionally, no booster unit
is needed, saving even more space.

3.2. Aquifer thermal energy storage

In the Netherlands, there are around 2,000 ATES systems in operation, supporting
approximately 0.2% of the country's buildings (Bloemendal et al., 2018).
Approximately 600 of these systems are located in Amsterdam, where the subsurface
conditions are highly favorable for their operation (Ruijs, 2019). Amsterdam has an
aquifer that is 150 meters thick, capable of storing a significant amount of heat. This is
considerably more than in a city like Utrecht, where the aquifer is only about 20 meters
thick (Bloemendal, 2018). Of these 150 meters, approximately 100 meters can be utilized
by the ATES, which is still substantial (Bbl, 2023). Since the ATES will be used to supply
a 5GDHC network, it will be classified as a low-temperature ATES. This means the well
temperatures will be below 30 degrees Celsius. In contrast, medium-temperature ATES
operates with well temperatures between 30 and 50 degrees Celsius, while
high-temperature ATES features well temperatures above 50 degrees Celsius (Lee,
2013).

3.2.1. Exclusion of BTES as an Alternative

Although the decision was made to implement ATES, borehole thermal energy storage
(BTES) could also be considered as an alternative. BTES uses boreholes to circulate
water through pipes that exchange heat with the ground (Rad & Fung, 2016). Unlike
ATES, which uses water to store heat in an aquifer, BTES stores heat directly in the
ground. While the amount of energy stored depends on the subsurface structure, ATES
consistently stores more heat (GeoERA, n.d.). Therefore, if an aquifer is available, ATES
is the preferable choice over BTES.

31

https://www.zotero.org/google-docs/?ZRz0Jz
https://www.zotero.org/google-docs/?cm26NR
https://www.zotero.org/google-docs/?dLqKVU
https://www.zotero.org/google-docs/?cQDQT9
https://www.zotero.org/google-docs/?cQDQT9
https://www.zotero.org/google-docs/?clqF6U
https://www.zotero.org/google-docs/?t8C2cu


3.2.2. Regeneration

ATES systems need to be regenerated to maintain their effectiveness and capacity over
time. Regeneration entails that the thermal balance must be maintained within one
year, by re-injecting as much energy as was extracted during the year. Not applying
regeneration results in efficiency losses and degradation of the aquifer. The first
potential source to regenerate the ATES are solar thermal panels. These panels can be
placed on the roof of buildings and use the irradiation of the sun to heat up water
(Mekhilef et al., 2011). This heated water can then be used to regenerate the heat well of
the ATES. The disadvantage is that this technique is not effective at regenerating the
cold well. However, this is less critical since the cooling demand is lower than the
heating demand.

Another potential source for the regeneration of ATES systems is the surface water
from Amsterdam's canals. The thermal energy potential of this surface water is
estimated to be sufficient to regenerate 40-60 percent of the heat demand and 100
percent of the cold demand (Ruijs, 2019). Surface water cannot be used for heating and
cooling directly because of its temperature, which varies with the season. The
temperature often doesn’t align with the desired form of heat extraction. In the
summer, when the cooling demand is high, using surface water for cooling is
preferable. However, this can degrade water quality and promote algae growth.
Although using it for heating would benefit water quality, the heating demand is much
lower in summer than in winter. Therefore, it is beneficial to connect this with a form
of seasonal storage, such as ATES, to extract energy at optimal times and store it for
periods of high demand (Fremouw & Dobbelsteen, 2020).
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3.2.3. Monowell or doublet

An ATES system consists of two wells. A well is a part of the aquifer that can be
accessed after drilling to it. The aquifer is a water-bearing layer in the subsurface. This
means that this layer can contain water and that water can flow through it. An ATES
system consists of two such wells, a cold well and a warm well. The position relative
to each other determines the type of system. In a monowell configuration, the two
wells are positioned one below the other in the same location within the aquifer. In
contrast, in a doublet configuration, the two wells are placed next to each other within
the aquifer (figure 3.4).

Figure 3.4: The placement of the wells in a doublet and monowell configuration (Bloemendal &
Olsthoorn, 2018)

When deciding to implement an ATES system for buildings, it is crucial to consider the
thermal radius (Rth). The thermal radius is the distance from the well in which
groundwater temperature is affected by the extraction or injection of water from the
ATES system. The thermal energy from this water affects the groundwater temperature
if it differs from the temperature of the aquifer. If wells with different temperatures are
situated too closely to each other, thermal interference may occur. thermal interference
means that the two wells will exchange thermal energy, which will flow from the high
to the low temperature. When there are both warm and cold wells in close proximity,
the temperature of the warm well tends to decrease while the temperature of the cold
well increases. This situation negatively impacts the efficiency of the system. However,
when wells of the same type are placed nearby, this effect can result in a reinforcing
thermal exchange, resulting in reduced losses to the environment.
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To prevent negative influence, there must be a certain distance between wells. This
distance is equal to a multiple of the thermal distance, depending on the well types. To
optimize the use of subsurface space, the distance between wells of different types is
set at 2.5 Rth, whereas the distance between wells of the same type is set at 1 Rth

(Bloemendal, 2018). If the two wells have different thermal radii, the average of the two
is calculated and used to determine the required distance between the wells.

When deploying doublets, the placement of wells becomes crucial. It is essential to
consider the proximity of wells from neighboring systems. Placing a cold or warm well
adjacent to the corresponding well of a neighboring system reduces the required
distance between systems compared to placing opposite types of wells next to each
other. Considering this factor allows for a more efficient utilization of the subsurface.

With monowells, this consideration is less significant since a distance of 2.5 times the
thermal radius must always be maintained. In monowell configurations, a neighboring
system will always have wells of the opposite type, because a monowell inherently
combines both cold and warm wells in one borehole. Additionally, there must be a
distance between the warm and cold wells of the monowell, equivalent to the length of
the well screen. For instance, a monowell with a 10-meter well screen will occupy a
total depth of 30 meters, consisting of 10 meters of cold well screen, followed by 10
meters of empty space, and ending with 10 meters of warm well screen..This means
that monowells generally make less efficient use of the subsurface.
In areas with high demand for thermal storage, a doublet system is thus preferred
because it maximizes the utilization of limited available space (Bloemendal, 2018).
However, the advantage of monowells is cost-efficiency, as drilling is required only
once compared to the two drillings needed for a doublet system.

It is clear that using both monowells and doublets is not ideal, as significant space
must be maintained between a monowell and a doublet. The design choices that can
still be made during the large-scale implementation of ATES are explained below.
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3.2.3.1. Design with doublets only

The first potential design only implements doublets. This indicates that significant
spacing is still necessary between different cold and warm wells, but this can be
minimized by strategically clustering cold and warm wells as closely together as
possible. Achieving maximum utilization of the aquifer's thickness will result in
enormous systems. Every system has a capacity, which denotes the amount of water
removed from the system per second. The larger the system, the higher its capacity
will be. Larger systems can be more challenging to control because there is a minimum
capacity threshold that must be maintained during extraction and injection. For
instance, if this threshold is set at 10% of the capacity, it may exceed the requirements
of the heating network at that time. Thus, in terms of controllability, larger systems
present greater challenges.

3.2.3.2. Design with equal well screen monowells only

The second potential design only implements monowells. The drawback of monowells
is that there always needs to be empty space between the warm and cold wells within
a monowell. Additionally, there must be a distance of 2.5 times the thermal radius
between different monowells when they do not have the same length of well screen. If
monowell A has a well screen of 10 meters and monowell B has a well screen of 30
meters, thermal interference occurs between the two monowells. Monowell A reaches
a total depth of 30 meters (3 times 10 meters), placing both its warm and cold wells at
the same depth as the first 30 meter well of monowell B. This necessitates maintaining
a distance of 2.5 times the thermal radius. This issue is mitigated if monowells with
identical lengths of well screens are selected. Each system will then have identical
well depths, for instance, with all warm wells positioned above and all cold wells
below. Consequently, there would be no need to maintain a distance of 2.5 times the
thermal radius between them, since all thermal interference would be positive.
Monowells thus maximize the use of the aquifer's width, whereas doublets maximize
the use of the aquifer’s depth.
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3.2.4. Thermal capacity

The amount of energy that can be stored in the volume of the ATES depends on the
temperature difference between the warm and cold well. This amount is determined by
the thermal heat capacity, which is the amount of heat needed to raise the temperature
of a substance by one degree Celsius. This also corresponds to the amount of heat
released when lowering the temperature by one degree Celsius. When energy is
extracted from the warm well of the ATES, a heat exchanger reduces the water
temperature until it matches that of the cold well. Conversely, when water comes from
the cold well, heat is added until it reaches the temperature of the warm well. The
greater the temperature difference between the wells, the more energy can be stored.
The temperature of the cold well typically ranges from 5 to 12 degrees Celsius, while
the temperature of the warm well generally varies between 14 and 30 degrees Celsius
(W. Sommer et al., 2015). The temperature difference between the warm and cold well
is generally equal to 4℃ (Bloemendal, 2018).

In addition to the temperature difference, the total volume that can be stored in the
ATES system depends on factors such as the length of the well screen and the thermal
radius, as illustrated in figure 3.5. The well can be displayed as a cylinder because its
screen is positioned vertically. Since water spreads uniformly in all directions from
this point, it shapes itself into a cylindrical form. The volume of the well can be
determined using the thermal radius and the length of the well screen. If 2 values   of
the volume, the well screen length and the thermal radius are known, the third can be
determined. The way to do this is explained in chapter 5. The volumes of both wells
must be equal because the water extracted from one well is subsequently injected into
the other. If one well has a smaller volume than the other, it means that the larger well
cannot utilize its full capacity.

Figure 3.5: Simplified representation of the volume of an ATES well
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3.2.5. Planning

The area required for an ATES is determined based on the thermal footprint. This is the
area that is created when a circle is made with the thermal radius with the ATES
system as the center. However, there is currently no system behind planning ATES
locations. All buildings that want to implement an ATES system can apply for a permit
and choose the dimensions and location that suits them best. Currently, well screens
are made as short as possible to save on drilling costs. This approach does not optimize
subsurface utilization, as it results in a larger thermal radius and leaves the lower
portion of the aquifer unused (Doughty et al., 1982).

Considering thermal interference and efficient use of the subsurface, this is not an
effective method. Since drilling costs constitute a significant portion of the total
expenses, many projects opt not to drill deeply. If the aquifer is 100 meters thick but
only 20 meters are drilled to save costs, this results in ineffective use of the subsurface.
While another system could theoretically be installed deeper at the same location, this
is not economically viable and thus rarely occurs (M. Bloemendal, personal
communication, 3 May 2024).

3.2.6. Restrictions

ATES systems cannot be installed everywhere due to various restrictions and
limitations. To begin with, the entire area of Amsterdam's center is considered an 'area
of attention for archaeology.' This does not prohibit the installation of ATES systems,
but it does require additional arrangements and considerations to proceed with the
installation. Additionally, no drilling is allowed above metro tunnels, and no
subsurface work is allowed in the entire area of the Dam and Damrak (Fremouw &
Dobbelsteen, 2020). Finally, existing ATES systems must be considered to prevent
thermal interference.

Besides the fact that ATES systems are not allowed everywhere underground, there
must also be sufficient space above ground. This space is needed to accommodate the
installation process, which requires an area of either 6 by 15 meters or 3.5 by 30 meters
for drilling (Noome, 2013).
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3.3 Summary design choices

When considering network temperature, LT and ULT are the best options. LT is
advantageous because the water can be directly used for cooling, while ULT allows for
greater utilization of renewable energy sources and more efficient recovery of excess
heat. However, the temperature level is not relevant for this study, as the network itself
is not directly analyzed. In terms of pipe configuration, both two-pipe and four-pipe
systems are viable options. The two-pipe system is preferable because it requires half
the number of pipes, reducing the need for underground space and experiencing lower
thermal losses, as the temperature remains closer to that of the subsurface. The
four-pipe system, on the other hand, requires less space within buildings since heating
and cooling are managed centrally. Given the advantages of reduced thermal losses
and minimized underground space requirements, the two-pipe configuration was
selected.

For ATES systems, a choice must be made between doublets and monowells. A doublet
makes better use of the entire thickness of the aquifer as the two wells aren't above
each other and therefore there is no empty space in between. In contrast, a monowell
system maximizes the use of the aquifer's width, allowing for consistent placement of
wells at a distance of 1 Rth, compared to the doublet system's requirement of 2.5 Rth
opposing for well types. Given the significant thickness of the aquifer, prioritizing
efficiency in the utilization of the width over efficiency in the utilization of the
thickness leads to the decision to implement a monowell system.
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4
4 Actor analysis

This chapter presents an analysis of the key actors involved in a district heating and
cooling system, which will lead to the development of key performance indicators
(KPIs). By identifying each actor's objectives, this analysis will guide design decisions
and ensure that the new system meets the needs of all stakeholders.

4.1. Key actors

The key actors play an important role and have distinct objectives that the new system
must address. Understanding these actors and their objectives is essential for
successful implementation and the development of KPIs.

4.1.1. Heat and cooling users

A switch to a district heating network is not feasible if users are not in favor of it
(Stichting Warmtenetwerk, 2021). It is crucial that they can participate in the
decision-making process, as this can significantly increase the acceptance of an
implementation. . District heating networks are currently implemented primarily
through a top-down approach, whereas users prefer a bottom-up approach (Stichting
Warmtenetwerk, 2021). In addition, reliability is an important factor for the users of a
district heating network . Users still perceive uncertainty due to potential electricity
grid congestion; If a user were to lose power due to congestion, the heat pump would
become inoperative and unable to provide heating or cooling. Additionally, users
experience uncertainty due to fluctuating gas prices; potential declines in gas prices
may extend the payback time, leading them to worry that using gas could be more
cost-effective (Voermans, 2024).
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4.1.2. Energy suppliers

Energy suppliers are essential because they will be responsible for supplying the heat
to the users. Energy suppliers all share the goal of reducing their emissions. This
typically involves striving for climate neutrality, assisting customers in adopting more
sustainable practices and producing more sustainable energy (Eneco, 2024; Liander,
2024; Vattenfall, 2024). Additionally, they naturally aim to generate profit from the
project, requiring a viable business case.

4.1.3. Housing corporations

For housing associations, it is crucial to provide well-functioning homes that satisfy
their customers. This entails ensuring that the supplied heat is not only affordable but
also reliable. Even though they do not bear the cost of heat themselves, having
affordable and reliable heating in the buildings they offer is appealing to housing
corporations, as it makes the properties more attractive to potential customers.
Therefore, it is beneficial for housing corporations to have access to such a heat source,
providing customers with more heating options.

4.1.4. Operators electricity grid

Electricity grid operators are crucial because a 5GDHC network consumes a significant
amount of electricity, particularly for powering the heat pumps. As each building will
have its own heat pump, the demand for electricity will increase. However, this
increase will be smaller if the heating and cooling demands are (approximately) of
equal size, as less external energy is needed for generation, resulting in lower
electricity usage. The electricity grid operator must ensure that the electricity grid can
accommodate this demand. Their objective is to maintain a reliable electricity grid that
is free from congestion or outages. To alleviate the increasing congestion on the grid,
grid expansions may be necessary. On top of that, they aim to stimulate a sustainable
energy future (TenneT, 2024).
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4.1.5. Municipality of Amsterdam

The municipality of Amsterdam aims to reduce CO2 emissions and wants to be climate
neutral with zero CO2 emissions by 2050 (Gemeente Amsterdam, 2024). Additionally,
they plan to provide alternatives to natural gas for all neighborhoods and be entirely
natural gas-free by 2040. The implementation of a 5GDHC network aligns with these
goals since it's a natural gas-free alternative for the heating of buildings, which will
reduce CO2 emissions. Furthermore, it is also crucial for the municipality of Amsterdam
that the subsurface is utilized efficiently (Gemeente Amsterdam, 2019).

Table 4.1: The system objectives of the key actors

Actor System objectives

Users ● Bottom-up implementation
● Reliable heat supply
● Low costs for heating

Energy suppliers ● Reduce CO2 emissions
● Viable business case
● Produce sustainable heat

Housing corporations ● Reliable heat supply
● Low costs for heating

Grid operators ● Maintain the reliability of the electricity grid

Municipality of
Amsterdam

● Reduce CO2 emissions
● The phasing out of gas
● Efficient subsurface utilization

4.2. Main objectives

All system objectives of the key actors can be found in table 4.1. A 5GDHC network
inherently contributes to phasing out gas by eliminating its use for heating buildings.
Achieving a good heat balance minimizes the requirement for external energy
(KoWaNet, 2021). Minimizing the requirement for external energy will significantly
reduce CO2 emissions. This also contributes to a viable business case by lowering the
costs, which translates to lower heating costs for customers. The use of renewable
energy sources in the system ensures that it produces sustainable heat. All the
objectives above can be met by having a maximized demand fulfillment in the system.
This entails that the goal is to have 100% of the demand fulfilled by energy balancing
within the clusters and the use of thermal energy storage. A balancing potential occurs
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when there is cooling and heating demand at the same moment in time. The residual
heat from cooling can be used for heating, and vice versa; Using the balancing
potential and the thermal energy storage is beneficial, since it lowers the need for
external energy. Although the goal is to achieve 100% demand fulfillment in every
cluster, this is not always realistic. There may be insufficient balancing potential or
inadequate space for thermal energy storage to meet the full 100%. Therefore, the
objective is to maximize demand fulfillment to achieve the highest possible percentage.

A bottom-up approach with clusters provides grid operators sufficient time to assess
the capacity of the electricity grid, determine the necessity for expansions, and
implement them as needed. Improving the readiness of the electricity grid to meet the
increasing demand reduces the risk of outages and congestion, making the 5GDHC
network more reliable. Compact clusters also result in a reduction in the total pipe
length needed to connect buildings, thereby reducing network costs and utilizing the
subsurface more efficiently. All the objectives above can be met by implementing
compact clusters. Compact clusters entail that the buildings within each cluster are
close to one another. When buildings are situated closer together, the length of pipe
required to connect them all is reduced.

The goal is to create balanced clusters, meaning that differences in demand fulfillment
and cluster compactness are minimized across clusters. This balance is essential to
meeting stakeholders' goals; if demand fulfillment is high in most clusters but
extremely low in one, that cluster will require significantly more external energy,
potentially leading to higher heating and cooling costs for that cluster. While the
overall results may appear satisfactory, stakeholders in the underperforming cluster
will be dissatisfied. Since 5GDHC networks can be implemented per cluster, it is
important to evaluate each cluster individually for demand fulfillment and
compactness. This evaluation helps identify which clusters, and therefore areas, have
the highest potential for a successful 5GDHC network. Conversely, it also highlights
clusters with less potential, where alternative methods for heating and cooling should
be considered.

The main objectives can thus be summarized by:

1. The network must have a maximized demand fulfillment

2. The clusters of the network must be compact

3. The demand fulfillment and compactness must be balanced across all clusters
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5
5 Methodology

This chapter outlines the methodology and its development process. First, the chapter
examines the choices that were necessary to develop this methodology. This includes
the identification of the key performance indicators (KPIs), which are based on the
objectives established in the actor analysis. Consequently, the following methodology
is elaborated upon and illustrated with a small example.

5.1. Key performance indicators

To test how well the model is able to meet the stated objectives, KPIs are identified.
These must be able to measure the extent to which the method achieves the previously
stated objectives and enable comparison between multiple results. The two system
objectives from the actor analysis are stated below:

● The network must have a maximized demand fulfillment

● The clusters of the network must be compact

● The demand fulfillment and compactness must be balanced across all clusters
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5.1.2. Demand fulfillment

To evaluate the demand fulfillment of clusters, a new metric has been devised, inspired
by the demand overlap coefficient (DOC), first introduced by (Wirtz et al., 2020b).
The DOC describes which share of heating and cooling demands can be fulfilled
within the cluster. This is assessed based on the overlappings of demands to determine
the balancing potential, as illustrated in figure 5.1.

Figure 5.1: The overlapping in demands which determines the DOC (Wirtz et al., 2020b)

An example of how the DOC is calculated is shown in figure 5.2. The chart in this figure
plots the heating and cooling demand over time, highlighting two instances where the
demands overlap. For this scenario, the DOC is calculated to be 0.2, indicating that 20%
of the heating and cooling demand can be fulfilled either within the building itself or
between buildings. Consequently, 20% less energy needs to be generated.

Figure 5.2: Example calculation of the DOC
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The balancing potential can be within the building itself or between buildings.
However, in a situation where ATES is implemented, it is not only about the part of the
demand that the houses themselves can fulfill between each other, but also about the
amount of demand that can be supplied by the ATES systems. Therefore, a new metric
has been devised called the demand fulfillment coefficient (DFC). This metric indicates
the share of heating and cooling demand that can be met within the network,
including contributions from external sources like ATES. The DFC can be used to
evaluate the efficiency of the 5GDHC network.

5.1.2. Cluster compactness

Compact clusters mean that the buildings within each cluster are close to one another.
To evaluate the compactness of the created clusters, the within-cluster sum of squares
(WCSS) will be used, by applying formula 1 and 2. This metric measures the sum of
squared distances between each point and the center of its cluster (Sankalana, 2023).

Wk = (1)
𝑗ϵ𝐶

𝑘

∑ 𝑥
𝑗
 −  µ

𝑘| || |
2

● Wk = The within cluster variation of cluster k (m2), where k ϵ {1,2,...,K}
● K = The total number of clusters
● Ck = The center of cluster k, where k ϵ {1,2,...,K}
● xj = The location of building j (m), where j ϵ {1,2,...,J}
● J = The total number of buildings
● μk = The location of the cluster center of cluster k (m), where k ϵ {1,2,...,K}

WCSS = Wk (2)
𝑘=1

𝐾

∑  

● WCSS = The within cluster sum of squares (m2)

The more compact the clusters are, the shorter the distance between the buildings and
the cluster center, resulting in a lower WCSS value; A lower value of the WCSS indicates
a more compact cluster.
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5.1.3. Balance across clusters

The spread of the demand fulfillment is used to evaluate the balance across the
clusters. The values for compactness and demand fulfillment are plotted for all
clusters, and the distribution of these values is analyzed. This analysis includes
calculating the minimum, maximum, and standard deviation. This allows for an
examination of the performance of the first two KPIs in each cluster.

5.2. Order of the methodology

Addressing the sub-questions involves two key tasks: clustering the buildings and
integrating the ATES installations. Since there is no predetermined sequence for these
two tasks, the order must be determined. The methodology starts with clustering, since
it then becomes feasible to determine the necessary storage capacity based on the
resultant clusters. This approach simplifies the integration of ATES systems into the
clusters, as it can then be determined per cluster how many ATES systems are needed.
Determining the optimal locations for ATES systems first is inconvenient because it's
challenging to estimate the required number and placement of systems without prior
knowledge of building clusters and their required storage capacity. If ATES systems are
installed before clustering, each system must subsequently be grouped into clusters to
avoid having too many individual clusters. Buildings would then need to be linked to
these ATES clusters, provided there is sufficient storage capacity. This process results
in less compact clusters, which is undesirable. The only scenario where it makes sense
to choose ATES locations before clustering buildings is when aquifer space is very
limited but there is ample surface space. In such cases, optimizing the use of the
aquifer takes precedence over achieving compact clusters.
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5.3. Clustering

To group the buildings into clusters, different clustering algorithms and heuristics can
be applied, focusing on their spatial locations. Various methods have been identified in
the literature and are described below. Considering the strengths and weaknesses of
these methods alongside the data characteristics, the most suitable method is selected.
The chosen clustering method will be applied to the data of the inner city of
Amsterdam. This must be taken into account, since Amsterdam is a large city with a
large quantity of buildings, resulting in a large data set. Computational efficiency is
therefore very important, as otherwise the method will take too long to execute.

5.3.1.K-means

K-means clustering is an iterative algorithm used to divide a dataset into clusters
based on the locations of the points. The number k must be chosen beforehand and is
an input for the algorithm (Rodriguez et al., 2019). The clustering process starts with
the placement of ‘k’ centers. Each point is then assigned to the center closest to their
location. The locations of the centers are then recalculated, by positioning them at the
location that minimizes the total distance from the center to all points in the cluster.
This process repeats, where points are assigned to the closest center and the location of
the center is changed. This continues until no substantial changes in the center
positions are observed (figure 5.3).

A limitation of the algorithm is the sensitivity of the initial center locations, where
varying initial conditions can lead to different outcomes (Jain et al., 1999). Another
limitation is the necessity to select the number of clusters ‘k’ beforehand, as this
information is not always available in advance (MacQueen, 1967). Nevertheless,
k-means is a useful algorithm due to its speed and scalability (Coates & Ng, 2012).

Another option is to use k-median instead of k-means. In this approach, the median of
the data points in each cluster is used to determine the center, rather than the mean.
K-median is particularly advantageous in situations with significant density variations
and numerous outliers (Wittek, 2014). However, when applying the clustering method
to the data from the center of Amsterdam, where the entire area is densely populated
and has a high concentration of buildings, it is expected that the density will remain
relatively uniform throughout. Therefore, k-means is deemed more suitable than
k-median in this context.
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Figure 5.3: An example of implementing the k-means algorithm (Arya, 2022)

5.3.2. DBSCAN
DBSCAN (Density-Based Spatial Clustering of Applications with Noise) is a clustering
algorithm utilized to identify clusters in spatial datasets based on density (figure 5.4).
Points that are closely packed together form clusters, while remote points are labeled
as outliers or noise. This is determined by the parameters minimum points(MinPts)
and ε. MinPts is the smallest number of points required to form a cluster, and ε is the
maximum distance between two points for them to be considered neighbors. Each
point in a cluster has to contain at least MinPts points in a radius of ε, to be part of a
cluster (Ester et al., 1996).

Finding the appropriate values for ε and MinPts can be challenging, and the algorithm
is very sensitive towards these values. The algorithm is also sensitive to variations in
density, which can result in clusters of significantly varying sizes (Campello et al.,
2013).

Figure 5.4: The performance of DBSCAN on various point sets (Andrewngai, 2020)
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5.3.3. Single linkage clustering

Single linkage begins with each point as its own cluster. All the distances between the
different points are calculated. Then an iterative process starts where the clusters
closest to each other are merged, forming a new cluster and replacing the old clusters
(Maulik & Bandyopadhyay, 2002). The distances are recalculated and the process
repeats. This can continue until a predetermined number of clusters remains (see
Figure 5.5). Additionally, methods such as the dendrogram and the elbow method can
be used to determine the optimal number of clusters based on the results.

A limitation of this method is the possibility of the chaining effect (Jarman, 2020). The
dense areas are joined together first, since the closest clusters are merged first, while
the outliers remain as separate clusters. This can result in large and elongated clusters,
which can be undesirable. Additionally, the method usually fails to identify clusters if a
dataset contains outliers (Klutchnikoff et al., 2021). Lastly, single linkage clustering has
a high convergence time, making it unsuitable to use in combination with large
datasets (Banerjee et al., 2021).

Figure 5.5: An example result of the single linkage algorithm (Dozmorov, 2016)

5.3.4. K-minimum spanning tree

The last heuristic is the k-minimum spanning tree, which has already been
successfully applied to find the clusters in a topology of a district cooling network (Neri
et al., 2022). In this heuristic, all the points are first connected to each other, where the
distance towards the other nodes is assigned as a weight on the edges. Then the
minimum spanning tree is determined, which is a subset of edges in a graph which
forms a tree and connects all vertices with the lowest possible edge weight. The
number of desired clusters needs to be determined and is equal to ‘k’. For the next step
the k-1 longest edges are removed from the minimum spanning tree, resulting in ‘k’
clusters (figure 5.6).
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The difference between K-minimum spanning tree and single linkage clustering is
that single linkage clustering looks at the minimum distance between clusters, while
k-minimum spanning tree examines the overall structure of the minimum spanning
tree across all points. . This results in a lower likelihood of forming elongated clusters,
leading the k-minimum spanning tree to produce more compact clusters.

The k-minimum spanning tree is sensitive to longer distance edges, which can lead to
the formation of large, dense clusters if there are significant density differences in the
graph. This heuristic also becomes computationally more expensive as the dataset
grows larger (Raidl, 2000).

Figure 5.6: The results of the k-minimum spanning tree algorithm with varying numbers of
clusters

5.3.5. Clustering method selection
Every clustering method found has its strengths and weaknesses. The chosen
clustering method will be applied to the data of the inner city of Amsterdam which has
a large quantity of buildings, resulting in a large data set. Both single linkage clustering
and the k-minimum spanning tree are unsuitable, since the methods are
computationally expensive.

K-means is preferred over DBSCAN due to its superior computational speed.
Furthermore, DBSCAN requires the selection of two parameters— ε and MinPts—while
k-means only requires one: the number of clusters k. This dual parameter selection can
be more challenging, as the impact of one parameter is influenced by the other.
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The chosen method of k-means has no limitations that conflict with the properties of
the data. However, it is sensitive to the initial center locations and requires the number
of clusters to be specified beforehand. The sensitivity to the initial center locations can
be mitigated by doing several iterations of the method and selecting the best result.
Furthermore, the need to select the number of clusters beforehand can be mitigated by
running the method multiple times with a different number of clusters and selecting
the number of clusters with the best outcome. This could involve achieving a desired
level of compactness or ensuring a specific average, minimum, or maximum number of
buildings in each cluster. Consequently, k-means is a suitable clustering method
because its limitations can be effectively managed, and it can efficiently handle large
datasets due to its computational speed.

Another advantageous feature of k-means is its potential extension known as equal
size k-means (Elki project, n.d.). This method begins with a standard k-means process,
followed by node exchanges between clusters to achieve clusters containing an equal
number of nodes.While standard k-means already minimizes WCSS, exchanging nodes
between clusters reduces compactness but might enhance the implementation
feasibility of ATES systems. The rationale behind this approach is that by equalizing
the number of buildings in each cluster, the variation in required storage capacity per
cluster is reduced, allowing for a more balanced distribution of the necessary ATES
systems across the area. However, this approach is not guaranteed to be effective, as
the demand can vary significantly from building to building.
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5.4. Method Selection and Explanation

The method will now be explained based on the choices made. The approach involves
clustering the buildings and implementing ATES installations within these clusters.
The goal is to create compact clusters that can meet the heating and cooling demands
to the fullest extent.

The method consists of four steps shown below:

1. Clustering of the buildings
2. Determining the required storage capacity for the clusters
3. Implementing ATES installations
4. Evaluating KPI performance

5.4.1. Clustering of the buildings
Before clustering, the buildings are represented as a point positioned at its respective
location. An example of how buildings are positioned is shown on the left in figure 5.7,
which is an example area used to demonstrate how the method works. With the
locations of the buildings established, the k-means algorithm explained in Chapter
5.3.1. can be applied. The results are shown on the right side of figure 5.7, where
buildings of the same color belong to the same cluster. The centers are the points for
which the total distance to all other buildings in the cluster is minimized. These points
are marked by the red crosses located within the clusters.

Figure 5.7: The result of applying k-means (right) on the small example area (left)
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The k-means result is kept and also used as input for the equal-size k-means
algorithm. This algorithm starts with the result of the normal k-means algorithm.
This is seen on the left in figure 5.8, where points are grouped into clusters A, B, and C,
each represented by a different color. In this example, the clusters are compact, but
there are noticeable differences in the number of points within each cluster; cluster B
contains significantly fewer points than cluster C. To address this, the equal-size
k-means algorithm is applied, allowing points to be exchanged in order to achieve an
equal number of points per cluster, as shown in the center of Figure 5.8.

Initially, the average number of points per cluster is calculated by dividing the total
number of points by the number of clusters. If one cluster has fewer points than the
average while another has more, points can be exchanged between them to bring both
clusters closer to that average. Additionally, we consider whether points can be
swapped between two clusters if each point is closer to the center of the other cluster
than to its own. This process requires several iterations, as the cluster centers may
shift after each improvement round. The final result is depicted on the right side of
Figure 5.8, where all clusters contain an equal number of points.

Figure 5.8: An example of applying the equal-size k-means algorithm

For larger datasets, a minimum number of improvements must be specified before the
iteration rounds stop. Typically, the process continues until no further improvements
are possible, but with larger datasets, the model may not converge. The required
minimum depends on the specific dataset and must be determined based on
experience in each situation. This method is implemented following a tutorial (Heijnen,
2023).
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Figure 5.9: The results of k-means (left) and equal-sized k-means (right) to the example area

In figure 5.9, the comparison between the results of k-means (left) and equal-sized
k-means (right) reveals small differences. In the equal-sized k-means clustering,
certain outliers can be observed—buildings that are significantly distant from others
buildings within their clusters. This phenomenon arises from the objective of
achieving clusters with equal numbers of buildings and is recognized as a limitation of
the method.

Both the resulting clusters of the k-means algorithm and the equal size k-means
algorithm are carried forward to the next phase. They proceed through the steps of the
method, allowing for a comparison of their outcomes, as shown in figure 5.10.

Figure 5.10: A representation of the method
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5.4.2. Determining the required storage capacity for the clusters

To determine how much storage is needed per cluster, the annual demands of the
buildings must first be determined. The total heating and cooling demands are
assessed, along with the heating and cooling surplus. The surplus is defined as the
amount of kWh by which the heating demand exceeds the cooling demand for a given
hour, and vice versa. If the other type of demand is higher during that hour, the surplus
is zero. This surplus will be used to calculate the demand overlap. Formulas 3 to 6 are
used to calculate all these values, which are added up for all buildings in a cluster.

(3)𝑇𝐻𝐷
𝑗
 =  

ℎ=1

𝐺

∑ 𝐻𝐷
ℎ,𝑗

● THDj = The total heating demand of building j (kWh/year), where j ϵ {1,2,...,J}
● HDh,j = The heating demand for hour h of building j (kWh), where h ϵ {1,2,...,G} and
j ϵ {1,2,...,J}
● G = The total amount of hours in a year

(4)𝑇𝐶𝐷
𝑗
 =  

ℎ=1

𝐺

∑ 𝐶𝐷
ℎ,𝑗

● TCDj = The total cooling demand of building j (kWh/year), where j ϵ {1,2,...,J}
● CDh,j = The cooling demand for hour h of building j (kWh), where h ϵ {1,2,...,G} and
j ϵ {1,2,...,J}

(5)𝐻𝑆
𝑗
 =  

ℎ=1

𝐺

∑ 𝑚𝑎𝑥(𝐻𝐷
ℎ,𝑗

 −  𝐶𝐷
ℎ,𝑗

 , 0) 

● HSj = The heating surplus of building j (kWh/year), where j ϵ {1,2,...,J}

(6)𝐶𝑆
𝑗
 =  

ℎ=1

𝐺

∑ 𝑚𝑎𝑥(𝐶𝐷
ℎ,𝑗

 −  𝐻𝐷
ℎ,𝑗

 , 0) 

● CSj = The cooling surplus of building j (kWh/year), where j ϵ {1,2,...,J}
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Now that the clusters have been formed, it becomes possible to assess the demand
fulfillment coefficient (DFC). Since no form of storage has been added yet, all demand
must be met through exchange within and between buildings. Before the DFC can be
determined, the demand overlap must first be calculated. The demand overlap is
calculated by subtracting the demand surplus from the total demand of that type. This
method utilizes the heating demand for this as shown in formula 6.

(7)𝐷𝑂
𝑘

 =  𝑇𝐶𝐻𝐷
𝑘

 −  𝑇𝐻𝑆
𝑘
 

● DOk = The demand overlap between the heating and cooling demand for cluster
k (kWh/year), where k ϵ {1,2,...,K}
● TCHDk = The total heating demand of cluster k (kWh/year), where k ϵ {1,2,...,K}
● THSk = The total heating surplus of cluster k (kWh/year), where k ϵ {1,2,...,K}

The DFC is determined by dividing the demand overlap summed with the total storage
capacity by the total demand of that type and is calculated per cluster, as shown in
Formulas 8 and 9. Given that the heating demand is expected to be higher, Formula 8 is
used in the method.

(8)𝐷𝐹𝐶𝐻
𝑘
 =  

𝐷𝑂
𝑘
 + 𝑇𝐶

𝑘

𝑇𝐶𝐻𝐷
𝑘
  

● DFCHk = The Demand Fulfillment Coefficient for heating of cluster k (-), where k
ϵ {1,2,...,K}
● TCk = The complete capacity of storage in the cluster k (kWh/year), where k ϵ
{1,2,...,K}

(9)𝐷𝐹𝐶𝐶
𝑘
 =  

𝐷𝑂
𝑘
 + 𝑇𝐶

𝑘

𝑇𝐶𝐶𝐷
𝑘
  

● DFCCk = The Demand Fulfillment Coefficient for cooling of cluster k (-), where k
ϵ {1,2,...,K}
● TCCDk = The total cooling demand of cluster k (kWh/year), where k ϵ {1,2,...,K}
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Additionally, it is possible to determine the required amount of storage capacity needed
to meet the total demand. This is determined by looking at the type of demand that
remains the most unfulfilled. As stated in chapter 4.2.4., both the cold and warm wells
must be of equal size. In most scenarios, heating demand exceeds cooling demand,
requiring the application of formula 10. Conversely, if there is less fulfillment of cooling
demand, formula 11 should be employed instead. This measures the total shortage in
supply, which equals the surplus of that type of demand. Since energy is lost during
transportation from the storage to the buildings, these must be accounted for in the
required capacity.

(10)𝑅𝐶
𝑘
 =

𝑇𝐻𝑆
𝑘

η  

● RCk = Total storage capacity required to fulfill the total demand of the cluster k
(kWh/year), where k ϵ {1,2,...,K}
● THSk = The total heating surplus of cluster k (kWh/year), where k ϵ {1,2,...,K}
● = The total efficiency of transporting energy from the wells to the buildings,η
expressed as a fraction (-)

(11)𝑅𝐶
𝑘
 =

𝑇𝐶𝑆
𝑘

η  

● TCSk = The total cooling surplus of cluster k (kWh/year), where k ϵ {1,2,...,K}

This data is incorporated into the points of the cluster centers that will be utilized in
the subsequent step.
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5.4.3. Implementing ATES installations

Before an ATES system can be installed, its configuration and resulting capacity must
first be determined. Since the method uses systems of equal size, this determination
needs to be made only once. For the configuration, the thermal radius, storage volume
and well screen length must be selected. If two out of the three parameters are selected,
formula 12 can be used to determine the remaining parameter.

(12)𝑅
𝑡ℎ

 =  
𝑐

𝑤
𝑉

𝑖𝑛

𝑐
𝑎𝑞

π𝐿

● Rth = Thermal radius of the ATES system (m)
● cw = Volumetric heat capacity of water (J/m3/K)
● Vin = Groundwater storage volume per ATES well (m3)
● caq = Volumetric heat capacity of the aquifer (J/m3/K)
● L = Well screen length (m)

The thermal radius is later used to determine the necessary distance between multiple
monowells, to prevent thermal interference. The volume is utilized in formula 13 to
calculate the storage capacity of a single well.

(13)𝑆𝐶
𝑎𝑡𝑒𝑠

 =  𝑉
𝑖𝑛

 *  ∆𝑇 *  
𝑐

𝑎𝑞

𝑍

● SCates = The storage capacity of one ATES well (kWh/year)
● ΔT = Temperature difference between the warm and the cold well (K)
● Z = Conversion factor used to convert joules to kWh (J/kWh)
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A monowell consists of two wells: one warm and one cold well. Consequently, a single
monowell has the determined capacity for both heating and cooling demand. Now that
the capacity per monowell has been determined, the systems can be implemented
within the clusters. To implement the ATES installations, the centers of the clusters are
used to determine which locations of the free space are suitable to place an ATES
installation. This process is shown in figure 5.11 and consists of 4 steps;

1. The center, indicated by the green circle with a C, checks which nodes from the
free space, indicated by the open circles, are still available to place an ATES
installation. Of all these nodes, the node closest to the center is chosen. Since
the center is the point where the distance to all buildings is smallest, this gives
the free space node the greatest chance to be in proximity to the buildings of
that cluster.

2. An ATES system is placed at the location of the node found in step 1, indicated
by the green circle. The total capacity of the ATES system is deducted from the
demand that still needs to be fulfilled, as shown in formula 13.

(14)𝑁𝑅𝐶
𝑘
 = 𝑚𝑎𝑥 𝑅𝐶

𝑘
−  𝑛

𝑘
 *  𝑆𝐶

𝑎𝑡𝑒𝑠
 ,  0 [ ] 

● NRCk = Required capacity after the implementation of n monowells in cluster k
(kWh/year), where k ϵ {1,2,...,K}
● nk = The number of monowells placed in cluster k, where n ϵ {1,2,...,N} and k ϵ
{1,2,...,K}
● N = The maximum number of monowells that can be placed in the area

In addition, the area is marked in which thermal interference will occur if
another ATES system is placed within it.

3. Since thermal interference must be prevented, all available nodes in the marked
area are removed from the free space. This means that an ATES system can no
longer be installed at those locations, which are indicated by the red circles.

4. The process stops if there is no more open space available or all demand from
the cluster is fulfilled. If this is not the case, the process starts again from step 1.
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Figure 5.11: The process to determine suitable ATES locations

While the procedure for deploying ATES installations has been established, there may
be insufficient available space to meet the demands of all clusters. Therefore, a
prioritization reasoning must be selected for the sequence of ATES installations to be
implemented. Furthermore, it is necessary to define a maximum distance from the
center of each cluster within which available space can be utilized. This ensures that
locations are chosen close to their respective clusters, maintaining computational
efficiency. Increasing the maximum distance expands the pool of available free space
points and extends computational processing times. Additionally, this ensures that the
ATES installations are positioned close to the associated buildings within the cluster,
minimizing the pipe length needed for connection.
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The described process for each cluster persists until either the demand is fully met or
no additional free space remains within the specified maximum distance. Below, the
identified prioritization reasonings are outlined:

● Add one (Random): Each cluster is visited sequentially. Upon visiting a cluster,
one ATES system is implemented using the process described above. The order
in which the clusters are visited is random. After each cluster is visited, the
process starts over.

● Add one (Highest first): Each cluster is visited sequentially. Upon visiting a
cluster, one ATES system is implemented using the process described above.
The sequence begins with the cluster needing the highest capacity and
concludes with the cluster requiring the least capacity. After each cluster is
visited, the process starts over.

● Add all (Random): Each cluster is visited sequentially. Upon visiting a cluster,
ATES systems are implemented in this cluster until the demand is fulfilled or no
available free space is left. The order in which the clusters are visited is
random.

● Add all (Highest first): Each cluster is visited sequentially. Upon visiting a
cluster, ATES systems are implemented in this cluster until the demand is
fulfilled or no available free space is left. The sequence begins with the cluster
needing the highest capacity and concludes with the cluster requiring the least
capacity.

● Only closest: This prioritization reasoning differs from the previous four due to
an additional constraint: each cluster can only utilize free space that is closer to
itself than to any other cluster. Because of this constraint, the order of selection
becomes irrelevant as each available space is allocated exclusively to the
nearest cluster.

Prioritizing clusters based on their unfulfilled demand rather than using a random
order is preferred because it promotes better balance across all clusters. Moreover,
implementing ATES installations one by one is preferable to prevent significant
variation in the demand fulfillment when space is limited. This approach ensures that
ATES installations are placed sequentially, avoiding situations where a large amount of
installations for one cluster are situated between buildings of another cluster. Finally,
the Only closest prioritization reasoning may overly restrict areas with low demand. If
a few ATES installations can fulfill the total cluster demand, it might prevent using
remaining free space to fulfill the demand of neighboring clusters.
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Based on this rationale, the decision was made to adopt the "Add one (Largest first)"
prioritization reasoning into the methodology. With the selection process now defined,
only the available free space remains to be determined. It's essential to identify all the
available free space in the area, as the ATES installations will be placed there. The data
for the available free space will be extracted from a shapefile. A shapefile contains
polygons representing each area of free space. An example of such a polygon is
depicted on the left in figure 5.12. Converting this free space data into data points is
necessary for the methodology. In the methodology, sites within the available free
space will be selected for installing ATES systems.

The total area is converted into a number of random points where ATES installations
can potentially be placed. While placing more points has the benefit of more accurately
representing the data, it significantly increases computational complexity. For each
halving of the surface area per point, the runtime of the entire ATES installation
implementation process, as described above, doubles. Therefore, it's crucial to strike a
balance where the number of points is reasonable while ensuring the model runs
efficiently, depending on how frequent the method is to be used. The number of points
corresponds to how many times a certain area measurement fits into the total surface
area of the space. For instance, in the example shown in figure 5.12, the area totals 1708
square meters. A point is allocated for every time the 10 m2 fits into the total area of
1708 m2, resulting in a total of 170 points, as illustrated on the right in figure 5.12.

Figure 5.12: A polygon with the randomly placed points
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Next, all points are added to one collection with their respective coordinates and the
ATES placement process is applied. It will be carried out until either no available free
space is remaining or the total demand is fulfilled. Which nodes have been chosen
from the free space can be seen in figure 5.13 for both k-means (left) and equal size
k-means (right) of the small example area. This shows where the ATES installations
will ultimately be placed. Each colored circle represents an ATES system, with all
circles of the same color belonging to the same cluster. The gray points indicate the
locations in the free space that were not selected.

Figure 5.13: The chosen nodes from the free space for k-means (left) and equal size k-means
(right) of the small example area

5.4.4. Evaluating KPI performance

With compact clusters established and ATES installations implemented, we can now
examine the KPIs of these results. This involves evaluating the compactness and
Demand Fulfillment Coefficient. While the overall values for the entire area are crucial,
it is also essential to assess the distribution of these values across different clusters to
determine the balance of the results. To address this, the standard deviation, the
minimum and maximum values for all the clusters are also determined. The
within-cluster variation and the within-cluster sum of squares is calculated using
Formula 1 and 2. The standard deviation, maximum, and minimum have been
determined using the results of the application of these formulas.
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Table 5.1: The properties of the compactness values   for the 6 clusters in the example area,
divided by 10^6

Compactness Minimum Total Maximum Standard deviation

K-means 0.28 2.59 0.57 0.125

Equal size k-means 0.23 2.79 0.74 0.174

Table 5.1 illustrates the discrepancy of the compactness between the final outcomes
produced by the two methods. The compactness can be assessed using the
within-cluster sum of squares (WCSS). Since WCSS is calculated solely for comparative
purposes, the absolute values are not crucial. To better illustrate the differences
between values, all WCSS values will be divided by 106. It clearly demonstrates that the
equal size k-means method sacrifices compactness in order to equalize the number of
buildings across clusters. This is done in an attempt to reduce the variation in required
storage capacity, allowing for a more balanced distribution of the necessary ATES
systems across the area.Additionally, there is a greater spread, demonstrated by the
increased maximum and decreased minimum values, along with a higher standard
deviation.

To calculate the DFC after implementation, formula 8 and 9 are again used, which now
yield different values   because storage has been added. The results of applying this
formula to the clusters are shown in table 5.2, which displays the DFC before and after
the implementation of ATES. This is shown for the entire area, as well as the lowest
and highest DFC values among the clusters.
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Table 5.2: The properties of the DFC values   for the 6 clusters in the example area before and after
ATES implementation

DFC Minimum Average Maximum Standard
deviation

Before ATES k-means 0.007 0.011 0.015 0.003

Equal size
k-means

0.007 0.011 0.013 0.003

DFC Minimum Average Maximum Standard
deviation

After ATES k-means 0.369 0.670 1.000 0.307

Equal size
k-means

0.235 0.657 1.000 0.310

The range of DFC values for the different clusters is illustrated in figure 5.14, where the
DFC values are shown for both k-means (left) and equal size k-means (right). The color
of the buildings corresponds to their DFC value: a building with a DFC of 0 appears dark
red, while a building with a DFC of 1 appears dark green.

Figure 5.14: The DFC for the different clusters of k-means (left) and equal size k-means (right)
after ATES implementation

With all this information, it is possible to reflect on the compactness and demand
fulfillment of the clusters of buildings with implemented ATES installations. The
assumptions underlying the method are detailed in Appendix A.
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6
6 Model input

With the method developed in the previous chapter, the data and inputs will be
determined, used to apply the method in the center of Amsterdam. This chapter
explains the data and inputs, as well as the motivation behind the chosen input values.

6.1. Data

For clustering purposes, it is crucial to have the locations of the buildings in the center
of Amsterdam. To incorporate ATES installations, the heating and cooling demand for
each building must be known. Additionally, the potential sites for ATES installations
need to be identified to determine where they can be placed. All the required data is
provided by the AMS institute.

6.1.1. Heating and cooling demand per building

This data for the buildings consists of two parts: one part consists of different energy
profiles, and the other part contains building information.
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6.1.1.1. Energy profiles

The energy profiles contain the demand data for different building types. Each building
type is its own archetype. The buildings are divided into 4 categories; Horeca,
mixed-use, utilities and residential demand. Within each of these categories there are
different profiles for a corner or a row building, while residential also has the profile of
an apartment. Within a corner, row or apartment, a distinction is made based on the
year of construction; built before 1976, built between 1976 and 1996 or built after 1996.
Each archetype is therefore a combination of building function, building type and year
of construction, resulting in a total of 27 archetypes.
An example; archetype 1 consists of the energy profile for residential buildings that are
apartments built before 1976. Each profile includes the demand data for cooling,
heating and domestic hot water for that specific archetype building, measured in
kWh/m². Since domestic hot water is a form of heating demand, it will be merged with
the heating demand. This data is provided for every hour of an entire year, based on the
average temperature for each day over the past 10 years. Each archetype has three
versions of the profiles: one for connection to low-temperature heating, one for
medium-temperature heating, and one reflecting the current demands.

These three versions differ because, for medium-temperature heating, and even more
so for low-temperature heating, it is assumed that each building is insulated to a
certain level. Since low-temperature heating is characteristic of a 5GDHC network, the
data from the low-temperature heating profiles is used. This should ideally be
accompanied by a 2-pipe system, as it recovers excess heat more efficiently (Gjoka et
al., 2023). However, the pipe configuration is outside the scope of the model, so this
potential choice does not have any further influence. The profiles are aggregated to
calculate the total heating and cooling demand for each month. The results of this
aggregation can be observed in figure 6.1 for the heating demand across all archetypes
and figure 6.2 for the cooling demand across all archetypes. These figures can also be
found in Appendix B, where the legend has been included as well.
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Figure 6.1: The monthly heating demand for all archetypes in kWh/m2

Figure 6.2: The monthly cooling demand for all archetypes in kWh/m2

Although the quantities of demand in kWh/m² per month vary among archetypes,
there is a consistent trend that all archetypes follow for both heating and cooling.
However, the scale of heating and cooling demands differs significantly; The highest
value on the scale in figure 6.1 is 11.5 kWh/m², whereas the highest value on the scale
in figure 6.2 is 2.5 kWh/m². The difference in scale illustrated for archetype 1 in figure
6.3.
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Although the peaks of cooling demand coincide with the periods of lowest heating
demand, cooling demand does not surpass heating demand. This trend is present in all
27 archetypes, where the total amount of heating demand is approximately 25 times
greater than the total cooling demand.

Figure 6.3: The heating and cooling demand for archetype 1 in kWh/m2
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6.1.1.2. Building information

The second part of the building data comprises information about the buildings located
in the center of Amsterdam. This data includes the location, the amount of square feet
of surface area and the archetype for each building. In total, the data includes
information from 16,455 buildings. However, some of these buildings are unheated. If a
building has no heating or cooling demand, there is no justification for connecting it to
a 5GDHC network. Therefore, these unheated buildings are not included in the model. A
total of 14,693 buildings remain, and for these buildings, the total cooling and heating
demand can be determined by multiplying the building's floor area in m² by the
corresponding energy profile for the archetype of the building, given in kWh/m². This
method links all demand data to the buildings, whose locations can be visualized in
figure 6.4.

Figure 6.4: The locations of all buildings from the dataset of the center of Amsterdam
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6.1.2. Potential ATES locations
To install an ATES, adequate free space is required. Given that the center of Amsterdam
is highly crowded, such space is limited. Data regarding available space is shown in
figure 6.5. The data includes a total of 2.56 million square meters of free space
available.

Figure 6.5: The available free space from the dataset of the center of Amsterdam

However, not every piece of free space is suitable for installing an ATES installation. A
minimum amount of space is required for the installation, as previously discussed in
the method. Since Noome (2013) indicates that there must be at least 6 by 15 meters of
free area, a minimum space requirement of 90 square meters has been assumed. Any
free space smaller than 90 square meters will be excluded from the data. Consequently,
the total amount of available free space decreases by 0.6%, amounting to 2.54 million
square meters.
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6.2. Input

The rationale behind the remaining input values is outlined below. A summary of the
chosen input values can be found in the table at the end of this chapter.

6.2.1. ATES configuration

The ATES systems use a design with only monowells. However, determining the
precise dimensions for the system is essential to achieve a realistic implementation.

The size of an ATES system is determined by the thermal radius (Rth) and the length of
the well screen (L). The volume of the ATES is calculated based on these parameters,
which determines the amount of energy that can be stored. However, not all the
combinations of L and Rth values are practical. If Rth is significantly larger than L, the
system forms a "pancake" shape, which is inefficient. Conversely, if L is much larger
than Rth, the system requires very deep drilling, leading to excessively high costs.
Therefore, a balanced approach between Rth and L is essential for an economically
viable ATES system. For each volume of storage there is an optimal thermal radius
ratio (L/Rth) for which losses to the environment are minimal. This is at a ratio of 2,
since the length of the screen is then equal to the diameter of the cylindrical volume
(Bloemendal, 2018). However, research by Doughty et al. (1982) shows that a ratio of 1.5
is more efficient if different thermodynamic properties of the aquifer are taken into
account. However, in the work of Bloemendal (2018) a table can be found of average
data from 109 ATES systems in Amsterdam, which is shown in figure 6.6.

Figure 6.6: A table of ATES-well properties of Amsterdam (Bloemendal, 2018)

For the systems at Percentile 0.1, Average, and Percentile 0.9, the ratios between L and
Rth have been calculated for both monowells and doublets. The calculation was carried
out using formula 11 from chapter 5.4.3., while the results are shown in table 6.1.
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Table 6.1: The L/Rth ratio determined based on different configurations

Type Volume (m3) Well screen L (m) Thermal radius Rth (m) L/Rth

Monowell
Percentile 0,1

40.000 10 43.37 0.23

Monowell
Average

100.000 20 48.48 0.41

Monowell
Percentile 0,9

160.000 30 50.07 0.60

Doublet
Percentile 0,1

75.000 15 48.48 0.31

Doublet
Average

250.000 50 48.48 1.03

Doublet
Percentile 0,9

500.000 85 52.59 1.62

The thermal radius ratio varies significantly between these systems, and no fixed value
can be determined. Since the logical relationship between L and Rth is unclear since the
results contradict the literature , the monowell at Percentile 0.9 is implemented in the
model. The goal is to efficiently use the aquifer's depth, which is achieved with a
system featuring a 30-meter well screen. This system includes a 30-meter warm well
screen, a 30-meter empty intermediate section, and a 30-meter cold well screen,
totaling 90 meters. Given that there are 100 meters of usable aquifer depth, this setup is
considered efficient, utilizing 90% of the entire aquifer, which consists of 60% ATES
wells.
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6.2.2. Remaining input values
Below, all other selected input values are defined, accompanied by explanations
detailing why these specific values were chosen.

● The value of 90 square meters of free space required for installing an ATES
installation has been chosen, as explained in chapter 4.2.6.

● In contrast to conventional district heating networks, which typically have
distribution losses of 25%, fifth Generation District Heating and Cooling
networks exhibit significantly lower losses. This is due to decentralized heat
generation and lower network temperatures, resulting in only 5% distribution
losses (Interreg North-West Europe, 2023).

● Apart from distribution losses, heat is also lost during storage. The efficiency
with which stored energy can be reused is known as thermal recovery. W.
Sommer (2015) analyzed the data from ATES systems in the Netherlands
between 2005 and 2012, and came to the conclusion that the average thermal
recovery for cold storage is equal to 82% and for heat storage is equal to 68%.

● For formula 11, the values for the volumetric heat capacity of both water and the
aquifer are required. The assumed values for these parameters are 4.2 * 106 and
2.8 * 106 [J/m³/K], respectively (Bloemendal, 2018).

● The temperature difference between the wells is 4 K, as is common
(Bloemendal, 2018).

● The distance required between 2 monowells is equal to 1 time the thermal
radius (Bloemendal, 2018).

● The demand data for all houses is provided in kWh, while the volumetric heat
capacities are in Joules/m³/K. To convert kWh to Joules, a conversion factor is
required. This factor is 3.6 million, as there are 3.6 million joules in a kWh.

● The number of clusters (k) is set to 60, corresponding to the number of
neighborhoods in the center of Amsterdam. This choice ensures that, on
average, the number of buildings per cluster aligns with reality. This decision
follows the proposal in the climate agreement to cluster buildings per
neighborhood (Nijpels, 2018). This is done despite the fact that the clustering
method in this context does not directly align with neighborhood boundaries.

● When using equal-size k-means, a minimum number of adjustments must be
set before the model proceeds to the next round of improvements. If this
number of adjustments is not met, the process terminates. Typically,
improvement rounds continue until there are no further improvements, but due
to the dataset's size, the process does not always converge. The lower this
chosen value, the more compact the resulting clusters will be. For this dataset, a
minimum of 10 changes was ultimately chosen, as the process failed to
converge several times with lower values.
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● The last two input parameters to be selected are surface area per point and
maximum distance between the center and a potential ATES location, both
discussed in Chapter 5.4.3. Surface area per point directly impacts the number
of potential ATES locations. A lower value increases the number of potential
locations, but excessively low values lead to many unusable locations due to the
minimum distance requirement between ATES installations. Conversely, a too
high value may not effectively utilize the available free space in the model. The
maximum distance between a cluster center and an ATES location determines
which potential locations are considered. It's crucial to set this value
appropriately; if too low, viable ATES locations may be unjustly excluded. For
data from the center of Amsterdam, a larger maximum distance does not
negatively affect results due to limited available free space far from cluster
centers; It's highly probable that this space has already been occupied by
another cluster that is closer to it. Both parameters significantly impact model
runtime. Hence, they should be chosen carefully to balance accuracy and
runtime requirements. If frequent model runs are necessary, minimizing
runtime by adjusting these parameters might be beneficial, albeit potentially
reducing result accuracy slightly. In this model, the points per surface area is
set to 20 m², and the maximum distance is 500 meters, resulting in an
approximate runtime of one hour per run.

An overview of all input values   can be found in table 6.2 on the following page.
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Table 6.2: An overview of all input values

Input parameter Value Unit

Volume per well 160.000 [m3]

Length well screen 30 [m]

Thermal radius (Rth) 50.07 [m]

Free space required 90 [m2]

Distribution losses 5 [%]

Thermal recovery cold storage 82 [%]

Thermal recovery heat storage 68 [%]

Volumetric heat capacity water (Cw) 4.2 * 106 [J/m3/K]

Volumetric heat capacity aquifer (Caq) 2.8 * 106 [J/m3/K]

Temperature difference between wells 4 [K]

Distance between monowells 1 * Rth [m]

kWh to Joule conversion factor 3.600.000 [J/kWh]

Number of clusters 60 [-]

Minimum number of adjustments same size
k-means

10 [-]

Surface area per point 20 [m2]

Maximum distance between cluster center and ATES 500 [m]
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7
7 Results

Now that the method has been defined in chapter 5, it will be applied to the center of
Amsterdam. The data and input values used for the model are provided in Chapter 6.
An overview of the input values is available in Table 6.2 at the end of the previous
chapter. This chapter contains the results of the application of the defined method.
After reviewing these results, a sensitivity analysis is conducted. Additional
supporting figures can be found in Appendix B.

7.1. Model outcomes

After implementing the data, the buildings are grouped into clusters using k-means, as
depicted in figure 7.1. These buildings were previously illustrated in figure 6.4 and are
now differentiated by color to signify their respective clusters. Given the numerous
clusters, some colors are used multiple times. Locally, buildings sharing the same color
belong to the same cluster, whereas globally, buildings with the same color may not.
Additionally, red crosses are placed among the buildings in the figure to indicate the
cluster centers for each cluster. Equal size k-means clustering was also applied to the
buildings, although these results are not shown due to the difficulty in distinguishing
differences between the two clustering methods.
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Figure 7.1: The buildings in the center of Amsterdam divided into 60 clusters by k-means

The distribution of the red crosses indicates that clusters are densely concentrated
throughout most areas, with the exception of the eastern part where cluster centers are
less frequent. This observation also highlights that there is notably more space
between buildings in the eastern section compared to the rest of the center, making
those clusters less compact .

Table 7.1: The properties of the DFC values   for the different clusters in the center of Amsterdam
before ATES implementation
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DFC Minimum Average Maximum Standard deviation

K-means 0.006 0.014 0.022 0.004

Equal size k-means 0.007 0,014 0.023 0.004



The values   of the DFC are presented in table 7.1, which indicates the fraction of the
demand that can be met within the clusters.. This reveals that across the entire
Amsterdam center area, 1.4% of the heating demand can be fulfilled through an overlap
with cooling demand. The cluster displaying the highest overlap reaches 2.2%, whereas
the cluster with the lowest overlap achieves only 0.6%. The differences between the
two methods are minimal.

Following this step, ATES installations are allocated within the clusters using the "Add
one (Highest first)" prioritization reasoning. The impact of this allocation on the DFC is
reflected in table 7.2, which indicates which fraction of the demand can be met within
the clusters and by utilizing storage. The difference between Tables 7.1 and 7.2 is that
table 7.1 examines the situation before ATES is implemented, while table 7.2 examines
the situation after ATES is implemented.

Table 7.2: The properties of the DFC values   for the different clusters in the center of Amsterdam
after ATES implementation

DFC Minimum Average Maximum Standard
deviation

ATES placed

K-means 0.167 0.586 1.000 0.271 1885

Equal size
k-means

0.134 0.582 1.000 0.272 1874

To achieve this DFC, 1885 ATES installations were installed for the k-means method,
while 1874 ATES installations were installed for equal size k-means. It is evident that
incorporating ATES installations into the outcome of k-means clustering yields slightly
better results compared to doing so with the outcome of equal size k-means. In both
methods, just over 58% of the heating demand can be fulfilled. However, there is
considerable variability within both methods: some clusters fulfill their entire demand,
while others can fulfill as little as 13.4% in the worst-case scenario.
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Figure 7.2: A visualization of the DFC values across the 60 clusters in the center of Amsterdam

The values   for each cluster are shown in figure 7.2. Since these are largely the same for
both clustering methods, only the k-means result is visualized. The figure displays all
the buildings, with each building's color representing the extent to which its heating
demand can be met. Clusters with lower DFC values are represented in red, while those
with higher DFC values are shown in green. Notably, the central point of the center
exhibits very low DFC values, attributed to high building density and limited available
space for ATES installations. Similar high-density conditions exist in other areas, but
these are offset by more available space or lower overall heating demand.
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For instance, the northwestern part of the center, despite multiple dense clusters,
appears uniformly dark green, indicating full demand fulfillment. Another prominently
dark green area is located to the east, where lower building density and therefore a
reduced total heating demand contribute to better heat demand fulfillment.
Additionally, abundant free space in this eastern area, as illustrated in Figure 6.5,
alleviates pressure on the subsurface area for ATES installation.

The differences in compactness between k-means and equal size k-means are visible
in table 7.3. What becomes clear is that equal size k-means creates less compact
clusters overall than k-means. The values   for the compactness are higher in all
categories, indicating lower compactness. Additionally, the standard deviation is much
larger for equal size k-means, suggesting that the clusters are less proportional in
compactness. Tables 7.2 and 7.3 thus make it clear that despite equal size k-means
sacrificing compactness, this does not result in better demand fulfillment in these
clusters. In fact, demand fulfillment is even getting worse.

Table 7.3: The properties of the compactness for the different clusters in the center of
Amsterdam, divided by 106

Compactness Minimum Total Maximum Standard deviation

K-means 0.98 211.89 7.49 1.12

Equal size k-means 1.82 353.89 33.46 6.21

7.2. K-means sensitivity analysis

The method developed is largely deterministic, meaning that given a specific set of
inputs, it consistently produces the same results due to its fixed steps and rules.
However, there is a stochastic component in the method, introducing an element of
randomness that can lead to differing outcomes. This stochastic element arises from
the use of k-means clustering, where the initial placement of centers is random and
can differ with each iteration. Consequently, this randomness can result in variations
in the final outcomes. To assess the impact of this stochastic element, the method is
repeated and the results are compared.
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The findings are presented in table 7.4 for the Within clusters sum of squares (WCSS)
and in table 7.5 for the DFC. First, the main results are reiterated, denoted by (1),
followed by the results of the second iteration of the method (2).

Table 7.4: The properties of the compactness for the k-means sensitivity analysis, divided by 106

Compactness Minimum Total Maximum Standard deviation

K-means (1) 0.98 211.89 7.49 1.12

Equal size k-means (1) 1.82 353.89 33.46 6.21

K-means (2) 1.16 209.70 5.89 0.976

Equal size k-means (2) 1.63 323.20 22.70 4.42

Table 7.4 indicates that the results for k-means are nearly identical across both
iterations, with only minor dissimilarities. In contrast, there is a more pronounced
difference between the two iterations of equal size k-means. This difference is
influenced by the outcomes of normal k-means, as equal size k-means builds upon
these results. It is evident that the WCSS values for the first iteration are notably higher,
specifically the total, maximum, and standard deviation values. This difference is
likely due to a significantly higher maximum value in equal size k-means compared to
normal k-means. This difference can be attributed to the constraints of the equal size
k-means method, which mandates an equal number of buildings per cluster.
Consequently, some clusters may include buildings that are distant from their centers,
resulting in elevated maximum WCSS values. These values, in turn, affect both the
total and the standard deviation, and the higher maximum in the first iteration
consequently accounts for the difference between the two.

table 7.5: The properties of the DFC values   for the k-means sensitivity analysis

DFC Minimum Average Maximum Standard deviation

K-means (1) 0.167 0.586 1.000 0.271

Equal size k-means (1) 0.134 0.582 1.000 0.272

K-means (2) 0.138 0.587 1.000 0.273

Equal size k-means (2) 0.142 0.584 1.000 0.271
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Table 7.5 clearly shows that the DFC is not sensitive to the results of the k-means
algorithm. Only the cluster with the minimum DFC value shows a slight difference, but
this does not have a significant impact and has no further consequences . All other
values are so similar that it can be concluded there is no notable influence.

7.3. Number of clusters sensitivity analysis

To perform the k-means algorithm, the number of clusters must be chosen in advance.
For the center of Amsterdam, 60 clusters were chosen, since this is how many
neighborhoods there are in the area. This way, on average, there will be as many
buildings in a cluster as in reality. However, this specific number is not mandatory, and
a different number of clusters could have been chosen. To assess the robustness of the
results with 60 clusters, a sensitivity analysis must be conducted on the number of
clusters. This analysis evaluates how sensitive the method's outcomes are to changes
in the number of clusters. It provides insight into the sensitivity of the compactness
and demand fulfillment of the clusters relative to the amount of clusters. In this
analysis, the results for 50 and 70 clusters will be examined. The findings are presented
in table 7.6 for the compactness and in table 7.7 for the DFC. First, the main results are
reiterated, followed by the outcomes of the sensitivity analysis.

Table 7.6: The properties of the compactness for the number of clusters sensitivity analysis,
divided by 106

The outcomes of this analysis revealed that the compactness of the clusters, as
determined by the within-cluster sum of squares (WCSS), varied as anticipated. With k
set to 50, both the WCSS and its standard deviation increased, indicating less compact
clusters.
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Compactness Minimum Total Maximum Standard deviation

K-means (60) 0.98 211.89 7.49 1.12

Equal size k-means (60) 1.82 353.89 33.46 6.21

K-means (70) 0.93 177.23 4.84 0.81

Equal size k-means (70) 1.12 262.76 11.47 2.80

K-means (50) 1.95 258.07 10.03 1.72

Equal size k-means (50) 2.24 446.76 76.77 11.39



This is because fewer clusters mean that each cluster contains more buildings,
resulting in higher variation within each cluster. On the contrary, with k set to 70, the
WCSS and its standard deviation decreased, signifying more compact clusters. This
occurs because more clusters allow for each cluster to contain fewer buildings,
reducing the variation within each cluster. These results align with expectations, as
increasing the number of clusters typically enhances compactness. This is because the
distances between points and their respective centers are generally shorter with more
centers present. However, decreasing the number of clusters increases the distance
between points and their centers, thereby reducing compactness.

The ratios between k-means and equal size k-means remain consistent, even with
different numbers of clusters. This demonstrates that the WCSS for equal size k-means
is significantly higher than that for k-means. This difference is expected, as each
cluster in equal size k-means is constrained to have an equal number of buildings.
Consequently, some clusters must include buildings that are farther away due to the
lack of closer options. This effect is particularly evident from the maximum value in
table 7.6, which is substantially higher for equal size k-means compared to k-means.

Table 7.7: The properties of the DFC values   for the number of clusters sensitivity analysis

DFC Minimum Average Maximum Standard deviation

K-means (60) 0.167 0.586 1.000 0.271

Equal size k-means (60) 0.134 0.582 1.000 0.272

K-means (70) 0.152 0.583 1.000 0.278

Equal size k-means (70) 0.140 0.579 1.000 0.280

K-means (50) 0.167 0.578 1.000 0.274

Equal size k-means (50) 0.194 0.580 1.000 0.272

Table 7.7 reveals that the number of clusters has no significant effect on the outcome of
the DFC. While the lowest DFC values show slight fluctuations, these do not
substantially impact the overall result. The standard deviations are also roughly the
same across all scenarios. Regardless of the number of clusters, the DFC consistently
hovers around 0.58. These fluctuations are likely not explained by the number of
clusters but rather by the variability in k-means clustering outcomes, as similar
variations are observed in Chapter 7.2. This indicates that the DFC is not sensitive to
changes in the number of clusters.
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7.4 Davies-Bouldin index

Another method used for evaluating the number of clusters in the Davies-Bouldin
index. This index is used to determine both the compactness and separation of the
clustering results (Davies & Bouldin, 1979).
A lower value of the Davies-Bouldin Index indicates better clustering quality. By
calculating this index for various numbers of clusters, it is possible to identify which
cluster count yields the best clustering results. This approach is particularly useful
when applying K-means, as the number of clusters must be predetermined. The
Davies-Bouldin Index has been evaluated for cluster counts ranging from 2 to 100, and
the results are presented in figure 7.3.

Figure 7.3: The Davies-Bouldin index for different number of clusters

Figure 7.3 indicates that the best clustering results for K-means occur with 5 clusters.
However, this research also considers the size of the clusters, which should not be
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excessively large or small. The current plan involves implementing heating networks
on a district basis (Nijpels, 2018), resulting in 60 neighborhoods and therefore 60
clusters. While the Davies-Bouldin Index shows the best clustering outcome with 5
clusters, this is unrealistic since it would lead to clusters being 12 times larger than
currently planned. For other cluster counts around the proposed 60 clusters, there are
no significant differences, providing no compelling reason to deviate from the plan of
using 60 clusters.
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8
8 Discussion

In this chapter, the scientific and practical contributions of this research are presented.
Additionally, the study's findings will be assessed by highlighting both its advantages
and limitations. The aim is to present a balanced view of the research outcomes and
the learning points for future research into fifth generation heating and cooling
(5GDHC) and aquifer thermal energy storage (ATES).

8.1. Scientific and practical contribution

In conclusion, this research has made significant contributions to the fields of aquifer
thermal energy storage and fifth generation district heating and cooling. By examining
a larger area with a high density of buildings, this study has addressed critical gaps in
existing literature. This study focused on large-scale implementation, which is
scarcely addressed in the existing literature due to the relatively new nature of 5GDHC
technology. Dividing buildings into clusters is essential for implementation, but the
most effective methods for doing so are still unclear. This research applied a method
that successfully accomplished this task. The integration of ATES installations into
the design methodology for 5GDHC networks represents a new approach not
previously researched, paving the way for future research and practical applications in
sustainable urban heating and cooling.

Practically, the developed methodology, aimed at clustering buildings and optimizing
demand fulfillment through ATES integration, holds promise for supporting the
Amsterdam Institute for Advanced Metropolitan Solutions (AMS) in their
‘High-hanging fruit’ project. Overall, this research contributes valuable insights on fifth
generation district heating and cooling and aquifer thermal energy storage, by
demonstrating that applying ATES in the created clusters ensures that a large part of
the demand can already be met with storage. However, this does differ per area, where
areas that are very dense, such as the central part of the center, can meet less demand
than areas that are less dense and where more free space is available, such as
especially the east and northwest of the center.
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8.2 Advantages

The identified method is robust and minimally affected by stochastic elements, as
demonstrated by the sensitivity analyses in chapter 7. Moreover, it generates multiple
figures that offer insights into potential characteristics of the final outcome and how
these vary across different areas. Additionally, given the availability of necessary data,
this method is adaptable for application in other geographical regions, regardless of the
size or density of the area. However, this method is particularly useful in densely
populated urban areas with limited space. In situations where there is high heat
demand but little room to install ATES systems, the method aims to meet the demand
as effectively as possible. However, the method can also be applied in areas with more
available space and lower heat demand, such as rural areas. In such cases, a more
suitable approach may exist, as this method is designed for scenarios with minimal
space and high heat demand. In rural areas, where there is ample space to
accommodate lower heat demand, the method employed in this study imposes strict
constraints on the placement of ATES systems, requiring them to be positioned as close
as possible to the center of the cluster. When numerous potential locations are
available, a less rigid method that considers additional factors for selecting sites would
be preferable.
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8.3. Limitations

However, this research also has limitations; These have to do with the data used, but
also with aspects that were not included in this research.

8.3.1. Demand data

The method developed in this research exhibits both advantages and limitations. One
limitation of the research is the data utilized. The data consisted of demand profiles.
These profiles predict the amount of heating and cooling demand for every hour of a
year. The year being considered is an average temperature on that day over the past 10
years. The problem here is that the profile of each building is based on the same
average, so the peaks in demand, although slightly different in size, are in the same
places for all buildings, as shown in Figures 6.1 and 6.2. This means that less exchange
is possible; there will never be a building that has a surplus of heating demand while
another building has a surplus of cooling demand, so that exchange between buildings
could take place. This only occurs in the data if both heating and cooling demand are
present at the same time within the profile. These moments are very rare and only take
place around the summer. That is the only time when there is cooling demand, and
since there is heating demand in the form of domestic hot water throughout the year,
there is an overlap. But even then, this does not have to be exchanged between
different buildings, because it can be used in the building itself.

In addition, the profiles only look at the function and not at the type of building. The
profiles are divided into Hospitality, mixed-use, utilities and residential demand. Figure
6.2 shows that no deeper distinction has been made between building types. There are
building types, such as supermarkets and hospitals, that have cooling demand all year
round. This has not been implemented in the model, as there are several months where
the cooling demand is little to almost nothing.

Moreover, based on the average temperature of July, the cooling demand would be
expected to be at its highest here. However, figure 6.2 shows a dip in July. This may be
due to a flaw in the model from the AMS institute that created the data, but this is
uncertain. It is clear that the cooling demand there is lower than it should be. It is
noteworthy to mention that the AMS institute itself has indicated to have concerns
regarding the quality and reliability of the cooling data.
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Finally, the data looks at the past 10 years, but does not take the future into account. As
a result, the cooling demand is estimated to be lower than it will likely be in the future,
during a possible implementation of a 5GDHC network; This demand for cooling is
expected to triple by 2050 without action (IEA, 2018).

It is precisely the balancing of heating demand with the product of cooling demand
and vice versa that makes the concept of 5GDHC so attractive, and this is not reflected
in the data because all buildings have profiles that have both peaks and dales on the
same moments. In addition, only 1.4% of the heating demand can be covered by the
cooling demand in the data. This is extremely low because buildings with a constant
cooling demand such as supermarkets and hospitals are not represented in the data,
the cooling demand is too low, which is visible from the July data, and because the
data is based on the past and not on the future, where the cooling demand is expected
to increase significantly. This means that the remainder of the heating demand must
come from ATES, meaning that the number of ATES installations that will be required
is higher than is realistic and a greater portion of the demand can actually be fulfilled.

8.3.2. Regeneration
Another limitation is that the regeneration of the ATES has not been addressed. There
are ample possibilities for this, such as using the surface water from the canals and
installing solar thermal panels on rooftops. Adequate regeneration is essential for an
ATES, and this study has not considered whether it is feasible for the entire area or for
individual systems. As a result, despite the many opportunities for regeneration in the
center of Amsterdam, fewer ATES systems may be realistically implemented. This
means that the actual demand met could be lower than the results indicate.

8.3.3. Subsurface limitations

A final limitation is the failure to consider existing subsurface limitations. Although
the data for free space indicates potential locations for ATES systems above ground, it
does not account for the potential lack of space underground. For instance, existing
underground storage systems were not considered due to the unavailability of
complete data. Additionally, underground restricted areas, such as those through which
the metro passes, were not examined. Drilling is prohibited in these areas, making
ATES installation impossible. This indicates that there are fewer options in the free
space for installing ATES systems than assumed in this study, resulting in fewer ATES
systems being implementable.
.
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9
9 Conclusion

9.1. The outcome

The Dutch government aims to phase out gas usage by 2050, necessitating alternative
heating solutions to replace current gas-based systems. This study explores the
feasibility of implementing a fifth generation heating and cooling (5GDHC) network as
a viable alternative. Focusing on Amsterdam, where the historic center's cooling
demands are expected to rise, this research addresses significant gaps in the literature
regarding large-scale 5GDHC implementation and the utilization of aquifer thermal
energy storage (ATES). To bridge these gaps, the study clusters buildings and integrates
ATES systems. The research question of this study is as follows:

How can buildings in a dense city center be clustered for a fifth generation district
heating and cooling network (5GDHC) and integrated with Aquifer Thermal Energy
Storage (ATES) to optimize the demand fulfillment, given the limited space?

Clustering the buildings allows a bottom-up approach, reducing both the investment
risks and the overload risk. For the actors of the future system, it is important that the
clusters are compact and have a high demand fulfillment. Compact clusters are crucial
due to limited subsurface space and reduced piping requirements, which also lowers
costs. A high demand fulfillment is achieved when the heating and cooling demands
are met as much as possible by the products of heating and cooling demand,
supplemented by storage in ATES. This demand fulfillment also reduces costs, as
external sources are more expensive.
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This study examines the implementation of ATES in the form of monowells. A method
has been developed and implemented in a model to cluster buildings and integrate
ATES systems, ensuring compact clusters and optimal demand fulfillment. The method
uses the geographical location and demand of buildings, along with the open space for
potential ATES locations. The buildings are clustered based on their geographical
location using k-means and equal size k-means methods to ensure compactness. Each
cluster's total heating and cooling demand is then assessed to determine the storage
needed. After this, ATES systems are implemented in the clusters, which can only be
placed in the available open space. These systems are placed as close as possible to the
center of the cluster. However, there must be a minimum distance between the ATES
systems to prevent thermal interference. Thermal interference means that the two
systems are too close to each other and start to influence each other, resulting in
decreased efficiency. This process continues until all demand is met or no free space
remains. The compactness and demand fulfillment of each cluster and the entire area
are then evaluated.

Data for the center of Amsterdam, including building demands and available free space,
was provided by the AMS Institute. The model results indicate that implementing
ATES systems can meet 58.6% of the center's total heating demand. This is on the
condition that the buildings are insulated to an LT level. The demand fulfillment differs
per cluster; some clusters achieve 100% fulfillment, particularly in the eastern and
northwestern parts of the center, while others have lower fulfillment rates, with a
minimum of 16.7%. The results show that very compact areas struggle more to meet
heating demand. K-means outperforms equal size k-means in both compactness and
demand fulfillment, making it the recommended method. The findings suggest that a
5GDHC network with ATES implementation has significant potential, with the most
potential for clusters in the east and northwest. These areas have a lot of open space
available for ATES placement so there is enough space to place storage and fulfill all
demand. In other areas, particularly in the central part of the city center, it becomes
evident that the combination of limited open space and high building density prevents
the demand from being fulfilled.
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9.2 Future research

There are numerous opportunities for future research. First, the impact of different
design configurations for ATES can be explored, potentially providing insights for final
implementation. A different configuration could be the implementation of doublets,
where the location of the wells plays a more critical role. Unlike monowells, where
wells are positioned vertically beneath each other, doublet wells are placed side by
side, causing the thermal radius to vary based on their exact placement. To maximize
space efficiency, it is advisable to cluster multiple wells of the same type together, a
consideration not required for monowells and thus not included in the model. Another
design configuration could use monowells, but with systems of varying sizes rather
than uniform ones.

There are plenty of opportunities for future research for the AMS institute. A first
option is to apply the ATES implementation method to the neighborhoods instead of
using a clustering technique, to see whether the developed method produces better
results than the already existing partition. Another option is to conduct research with
more comprehensive data. Although this study highlights significant potential for a
5GDHC network with ATES, accurately estimating this potential with the current data
is challenging. The demand data underestimates the potential since it does not
account for heat exchange possibilities and the cooling demand was too small.
Additionally, the data is based on the past 10 years, but it should account for future
projections, as the cooling demand is expected to increase significantly. Conversely, the
potential is somewhat overestimated because existing subsurface limitations, such as
current underground systems and restriction areas, have not been factored in.
Including these aspects into future research will clarify the potential more accurately.

Finally, research into the regeneration required for ATES systems remains valuable.
While regeneration is not included in the current study, assessing potential
regeneration for each area would be beneficial for a potential implementation of a
5GDHC network and ATES systems.
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A
A Assumptions

Appendix A contains the assumptions made to develop the method described in
Chapter 5.4. These assumptions are outlined below.

● The decision was made to use the Euclidean distance when measuring the
distance between two points, rather than the distance via the street network.
While the street network distance better reflects the actual length of pipes
required for the network, integrating it into the method poses challenges and
adds computational complexity. To incorporate this distance into the model, it
would need to be calculated individually for every pair of points. Clustering
algorithms standardly use spatial coordinates, meaning they inherently use
Euclidean distance to measure distance between buildings.

● This method focuses solely on determining the required ATES storage based on
the clusters formed. It does not include the implementation of a 5GDHC network
based on these clusters. Consequently, aspects such as pipe diameter,
configuration, water flow, pressure losses and specific pipe locations are not
addressed within the scope of this model.

● While Chapter 4.2.2. indicates multiple potential sources for regenerating ATES
systems, this aspect is not incorporated into the model. Each ATES system is
assumed to have adequate regeneration capacity available in its vicinity.

● All potential locations where ATES deployment is infeasible due to lack of
subsurface space were nevertheless included. Despite the availability of a tool
listing existing systems, it does not provide essential details required for
implementation, such as thermal radius, volume, and well screen length
(Rijksoverheid voor ondernemend Nederland, n.d.). As it is not possible to
determine precisely how much space these existing systems occupy, this
information has been excluded.
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● The temperature level of the pipes in the 5GDHC network is outside of the scope
of this model, as it does not affect the model's outcomes. The focus is
exclusively on the amount of demand to be met and the degree to which ATES
can fulfill it. Similarly, for the ATES wells, the specific temperatures are not
considered; only the temperature difference between the hot and cold wells is
taken into account, as this determines the ATES capacity.

● The losses in the 5GDHC network are estimated to be constant, with no
variation across different months or cluster sizes.

● The losses during the storage in the ATES wells are estimated to be constant,
with no variation based on the duration of storage.

● Although buildings occupy a larger area, this is not fully accounted for in the
model. Each building is simplified to a single coordinate, specifically the center
point of the building. This approach considers buildings rather than individual
addresses, meaning all addresses within the same building are combined into a
single point.

● No distinction has been made between different types of open space available
for ATES installations; all space is considered equally suitable. In reality, some
areas of free space are less desirable for these systems, while others are more
intended for such use.

● Adding ATES systems to the method continues until all demand is fulfilled.
Even if the most recently added ATES requires minimal storage, the system is
still fully implemented.
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B
B Demand profiles

This appendix contains the monthly demand profiles for heating and cooling,
which were discussed in chapter 6. The legend has also been added in this
appendix, which is seen in figure B.3.

Figure B.1: The monthly heating demand for all archetypes in kWh/m2
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Figure B.2: The monthly cooling demand for all archetypes in kWh/m2

Figure B.3: The legend for both the heating and cooling demand profiles
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C
C Supporting figures results

This appendix contains additional supporting figures illustrating the model's
outcomes. Figure C.1 depicts the locations of the ATES installations by cluster. Each
circle depicts one ATES installation and the color of each circle represents the cluster it
belongs to. The position indicates the placement of the ATES installation in the free
space. This concerns a total of 1885 ATES systems. The figure clearly shows that a
significant portion of the free space in the central area of the center of Amsterdam is
occupied, leaving no room for additional installations. However, ample free space
remains in the northwest and east regions. The clusters in these areas already fully
meet the demand and thus do not fully utilize the available space.

Figure C.1: The locations of placed ATES systems in the center of Amsterdam
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Figures C.2 and C.3 display the compactness per cluster for k-means and equal size
k-means, respectively. Both figures illustrate the relative proportions of compactness
within the results. The colors represent the within-cluster sums of squares (WCSS)
values, with red indicating a high value and green indicating a low value. A lower
WCSS value signifies a more compact cluster. These figures use different scales; the
color ranges are determined by the minimum and maximum WCSS values within each
result. Figure C.3 has a maximum value significantly higher than that of figure C.2.
Consequently, figure C.3 appears more compact than figure C.2 due to more green areas,
but this is misleading as the figures should be viewed independently. In figure C.2, the
compactness distribution has a lower spread, with multiple occurrences of various
colors from the spectrum. In contrast, figure C.3 predominantly shows extremes. Many
clusters are green, but almost none are in the upper half of the color spectrum. The
clusters in the upper half are extreme cases with exceptionally high WCSS values,
marked by dark red.

Figure C.2: The compactness per cluster for k-means with the shared scale
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Figure C.3: The compactness per cluster for equal size k-means with the shared scale

Figures C.4 and C.5 present the WCSS results for k-means and equal size k-means,
respectively, using the same scale. The extremes of the scale are determined by the
combined minima and maxima of both results. In figure C.4, representing k-means, the
clusters are much more balanced with lower dispersion, as indicated by their similar
colors. In contrast, figure C.5, representing equal size k-means, highlights significant
differences between some clusters. The few clusters with extremely high WCSS values
are so much larger that there are almost no clusters with colors from the upper half of
the spectrum.
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Figure C.4: The compactness per cluster for k-means with the individual scale

Figure C.5: The compactness per cluster for equal size k-means with the individual scale
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