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Abstract

Although deep reinforcement learning (DRL) is a highly promising approach to learning robotic
vision-based control, it is plagued by long training times. This report introduces a DRL setup that
relies on self-supervised learning for extracting depth information valuable for navigation. Specifi-
cally, a literature study is conducted to investigate the effects of learning how to synthesize one view
from the other in a stereo-vision setup without relying on any preliminary knowledge of the cam-
era extrinisics and how it can be integrated for its downstream use for an obstacle avoidance task.
As such, the literature study concludes that competitive geometry-free monocular-to-stereo image
view synthesis is feasible due to recent developments in computer vision. The scientific paper further
develops concepts proposed in the literature study and benchmarks the proposed architectures on
depth estimation benchmarks for KITTI. Competitive results are achieved for view synthesis and
despite sub-optimal performance compared to state-of-the-art monocular depth estimation, an ability
to encode depth and detect shapes is present and, therefore, satisfactory for the application to DRL.
Additionally, the research examines the benefits of using the latent space of a view synthesis archi-
tecture compared to other feature extractor methods as an input to the PPO agent implemented as
auxiliary tasks. This method achieves quicker convergence and better performance for an obstacle
avoidance task in a simulated indoor environment than the autoencoding feature extractor and end-
to-end DRL methods. It is only outperformed by the monocular depth estimation feature extractor
method. Overall, this research provides valuable insights for developing more efficient and effective
DRL methods for monocular camera-based drones. Finally, the complementary code for this research
can be found: https://github.com/ldenridder/drl-obstacle-avoidance-view-synthesis.
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1
Introduction

With computing power becoming cheaper and neural networks becoming ever more powerful, they
get more instrumental in aiding research to improve quality of life and reduce the costs of products
and services. The research presented in this report is such a tale, showing the versatility of deep
reinforcement learning agents trained on stereo vision applied to monocular vision-based drones,
reducing the need for expensive and heavy depth sensing technologies.

1.1. Background
LIDAR sensors use laser beams to create a three-dimensional representation of the surveyed envi-
ronment. In doing so, they create a depth map, which is essential for the navigation of autonomous
drones. With the costs of batteries and processors going down, these LIDAR sensors are becoming
more expensive relative to other parts. As such, a priority within the computer vision industry is
to reduce dependency on these sensors. Cameras are, however, reasonably cheap, and as implied
by its name, the computer vision domain tries to extract as much understanding from the cameras’
output. Inspired by humans and other animals, this domain succeeded in estimating depth by using
the disparities of matching pixels from two images taken by cameras parallel to each other, so-called
stereo vision. Humans, however, rely not solely on the geometric method but also on monocular
cues. Exclusively depending on monocular vision is sufficient for humans to perceive depth (Walk
& Dodge, 1962). These cues include monocular parallax and pictorial cues based on the relation of
objects within the frame and their location within the three-dimensional space. The geometry and
size of things, where things vertically begin and end in the frame, and the horizon are the dominant
cues learned. We have observed these relations while interacting with and growing up in our envi-
ronment. As these features are thought through experience, a neural network should also be able to
learn this. Indeed, there has been steady progress in the ability of neural networks to estimate depth
with monocular vision. For instance, a supervised learning approach that accounts for both local
and global image features was proposed (Saxena et al., 2005). A couple of years later, an architecture
was developed using two deep networks, one of them to estimate the global depth structure and the
other to refine the details locally (Eigen et al., 2014). As stated earlier, depth is geometrically related
to stereo images. Consequently, this also means that once depth and a single image are known, the
other image could be obtained through geometry, except for the occluded parts in the first image that
are visible in the second image. Training a network on stereo cameras to predict one of the images
from the other image could be helpful. Once a network can predict the second image with decent
accuracy, it should understand the geometric relation and depth, which would be encoded in the
latent space of the network architecture.

1.2. Problem statement
So for which cases is this specifically helpful? Monocular camera-based drones require few compo-
nents, making them cheap and lightweight. Being able to navigate efficiently and avoid obstacles
consistently is of significant relevance to the use case of such autonomous drones. One method to
train these drones is with deep reinforcement learning (DRL). Within DRL, an agent receives rewards

1



1.3. Report Structure 2

based on the results of actions taken by the agent. The agent takes an action based on available infor-
mation. In the case of a drone with a monocular camera, it is a sequence of RGB images. The most
traditional setup for vision-based navigation is an end-to-end approach trained by relying solely on
obstacle avoidance and path planning rewards. However, currently in most state-of-the-art meth-
ods (e.g. (Ha & Schmidhuber, 2018)), the images are encoded by a deep neural network so that only
essential information is presented to the agent, and a sound decision follows regarding navigation.
For instance, the encoder could be trained with autoencoding. (B. Zhou et al., 2019) showed the im-
portance of feature extraction for the navigational performance of several tasks. Specifically intrinsic
surface, color, optical flow, depth, and semantic segmentation. Furthermore, (Sax et al., 2018) con-
cluded that adding other intermediate representations, such as curvature and denoising, enhances
performance. These feature extractors often have to be trained with a different model on a dataset
in a supervised manner and then finetuned to the reinforcement learning task. It is also possible to
train the encoder as an auxiliary task, which runs parallel to the main task of the reinforcement learn-
ing network (X. Li et al., 2015). These auxiliary tasks can be trained unsupervised (Jaderberg et al.,
2016) or self-supervised (Mirowski et al., 2016). The prediction network earlier described becomes
relevant for this goal. Training the agent parallel on image synthesis could improve the quality of
the encoded information that the agent receives for the main task. Besides the cost advantage of a
stereo-camera-based drone over a drone with depth sensors, a second advantage is that the agent
of a monocular-based drone could reason about the environment outside its field of view. It should
be able to imagine what occluded regions could contain and understand the shape of objects better.
This leads to the following research question encompassing both experimental phases and will be
answered in the succeeding thesis report.

Research Question: How can geometry-free monocular-to-stereo image view synthesis be
used as an auxiliary task to improve the navigation task performance and data efficiency of
the reinforcement learning agent from a monocular vision-based drone?

1.3. Report Structure
This is the thesis report with the topic: Combining Stereo Image Prediction With Deep RL On Sin-
gle Camera Drones. The content and structure of this report correspond to guidelines provided for
’Master Thesis AE’1. The body of the report is divided into two parts.
Part I contains the scientific paper presenting the main research contributions for this project. Struc-
tured as a stand-alone document, it can be read independently of the other material presented in
this report. The most relevant literature to the research is summarized within the related work. The
geometry-free monocular-to-stereo view synthesis architecture is first proposed, implemented, and
results are analyzed. Afterward, a method is proposed to integrate this into the DRL-based drone
navigation setup. Which is compared to other setups and in different environments. Finally, the main
conclusions are drawn, and future work is suggested.
Part II contains the literature study preceding the scientific paper. The research is split similarly to
the method and results sections in the scientific paper and reflects the two experimental phases of
the research. The first experimental phase, Chapter 2, aims to prove that end-to-end geometry-free
monocular-to-stereo image view synthesis is possible and achieves good performance compared
to other monocular-to-stereo image view synthesis methods, both geometric and geometry-free.
Besides, proof that depth is encoded within the network is provided. In the second experimental
phase, Chapter 3, deep reinforcement learning for monocular vision-based drones is trained with
stereo vision. This phase aims to improve the performance and data efficiency of navigational tasks.
The second objective is to demonstrate the effectiveness of training the prediction network as an
auxiliary task parallel to the navigational task. Chapter 4 provides a conclusion to the literature
study.

1https://brightspace.tudelft.nl/d2l/home/43776 [Accessed 30 May 2023]
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Abstract—Although deep reinforcement learning (DRL) is
a highly promising approach to learning robotic vision-based
control, it is plagued by long training times. In this article, we
introduce a DRL setup that relies on self-supervised learning
for extracting environmental features such as depth information
valuable for navigation. Specifically, we investigate the effects of
learning how to synthesize one view from the other in a stereo-
vision setup without relying on any preliminary knowledge of
the camera extrinsics and its downstream use for an obstacle
avoidance task. As far as the writers are aware, this is the
first paper to leverage novel view synthesis for DRL, making
a significant contribution to the field. First, the study evaluates
the performance of the proposed architectures on view synthesis
and depth estimation benchmarks for KITTI. Competitive perfor-
mance is achieved for view synthesis. Although the performance
is sub-optimal compared to the state-of-the-art for monocular
depth estimation, an ability to encode depth and detect shapes is
present and, therefore, satisfactory for the application to DRL.
Furthermore, a simple stereo-matching algorithm was used to
obtain the results, and the network does not directly optimize
for depth prediction. Additionally, the research examines the
benefits of using the latent space of a view synthesis architecture
compared to other feature extractor methods as an input to
the PPO agent implemented as auxiliary tasks. This method
achieves quicker convergence and better performance for an
obstacle avoidance task in a simulated indoor environment than
the autoencoding feature extractor and end-to-end DRL methods.
It is only outperformed by the monocular depth estimation
feature extractor method. Overall, this research provides valuable
insights for developing more efficient and effective DRL methods
for monocular camera-based drones.

Index Terms—autonomous navigation, UAV, drones, deep re-
inforcement learning, self-supervised learning, auxiliary tasks,
monocular vision, depth estimation, feature extraction, simulation

I. INTRODUCTION

As the weight, power usage, and cost of active depth
sensors remain high, drones increasingly rely on cameras
for autonomous navigation. Deep Reinforcement Learning
(DRL) has shown promising results in training drones to
navigate complex environments. However, extracting the best
environmental features from camera images remains a crucial
challenge.

The most traditional DRL setup for vision-based navigation
is an end-to-end approach. In this setup, an image is directly
fed to the network, which outputs the control actions. This
setup is appealing as it involves minimal assumptions on the
part of the human designer. However, it is disadvantageous that
all the weights must be learned based on low-dimensional and
potentially sparse rewards. This substantially increases sample
complexity and hence training time.

For this reason, most state-of-the-art methods (e.g., [1, 2])
pre-process an incoming image to reduce the dimensionality
before reinforcement learning. A popular setup is to feed the
image to an autoencoder, trained to reconstruct the same image
while passing through a much lower-dimensional ”bottleneck”
hidden layer. The activities of the hidden layer are then termed
the ”latent state” and used by DRL. This approach is often
combined with additional neural structures that map the cur-
rent latent state to the next one to learn to capture the robot’s
dynamics. Although this effectively reduces dimensionality,
the autoencoder may not capture the most relevant features to
autonomous navigation tasks.

Alternatively, vision tasks such as depth estimation or
optical flow could be performed, with their dense outputs fed
to a deep neural network for DRL. In Zhou et al. [3], it has
been shown convincingly that such generic but task-relevant
inputs benefit DRL performance. A downside of this method
is that it requires fully convolutional networks for generating
dense flow or depth inputs, which are then encoded again.
To deal with this, an alternative approach is to learn depth
estimation as an ”auxiliary task” for the encoding part of the
network [4]. The encoding part of the network is then bound
to contain depth information valuable to the visual navigation
task. This approach does raise the question of how optical flow
or depth perception should be learned if there is no access to
ground truth depth data in the test environment.

In this article, we introduce a novel DRL setup for monocu-
lar navigation in which the robot uses self-supervised learning
(SSL) to extract task-relevant depth features. Specifically, the
robot trains a deep network that maps each image to the
other image in a stereo-vision setup. This view synthesis can



only be successful if the network extracts depth information,
as the differences between the images of a stereo-vision
setup are primarily due to the displacements caused by depth
differences. In contrast to most of the SSL monocular depth
literature, we focus on a geometry-free approach, i.e., without
knowledge of camera extrinsics. Few have attempted view
synthesis with geometry-free architectures, as the performance
is considered worse compared to architectures that include
warping functions [5] or more extensive scene representations.
However, recent advancements, such as the Transformer [6]
with the ability to capture long-range dependencies, have
enabled geometry-free novel view synthesis of scenery [7, 8].

This paper shows how geometry-free monocular-to-stereo
image view synthesis can be leveraged as a feature extractor
to improve the navigation task performance and data efficiency
of an RL agent from a monocular vision-based drone. Such
a feature extractor does not primarily have to be excellent at
view synthesis but has to extract depth for downstream use
by DRL. The ability of these geometry-free view synthesis
networks to reason about scenery has yet to be extensively
studied. Therefore the proposed architecture is analyzed on
performance for a variety of datasets [9, 10] and transfer
between the datasets, on its ability to produce depth maps,
and on the importance of the camera setup, design features,
and training routines. This analysis shows that such a network
synthesizes the other image in the image pair and encodes the
relevant scenic features.

Training a drone to navigate with RL requires a simulation
environment. The quality of simulation environments is con-
stantly developing, with environments becoming more realistic
in their dynamics, scenery, and sensor handling [11–13]. In our
case, the integration and development of DRL and control over
the stereo setup are necessities, which the Flightmare lineage
provides [10, 11].

In this paper, we propose an implementation of the Swin
Transformer [14] in the view synthesis domain and, for the
first time, showcase competitive results compared to geometry-
induced architectures on the KITTI dataset. The superiority
compared to CNNs [15], especially without skip connections,
is demonstrated. The ability of geometry-free architectures
to encode depth is quantified. The feasibility of these archi-
tectures as feature extraction methods are demonstrated and
the importance of the feature structure for view synthesis is
discussed. This leads to the three main contributions:

1) The first implementation of the Swin Transformer in the
view synthesis domain leading to the first competitive
performance of a geometry-free model on the KITTI
dataset.

2) The first method that quantifies the ability to encode
depth of geometry-free view synthesis architectures.

3) The first DRL setup that uses a self-supervised view
synthesis feature extractor for monocular camera-
based drone navigation, leading to quicker convergence
and higher performance than vanilla end-to-end or
autoencoder-based setups.

II. RELATED WORK

A. Reinforcement Learning for Drone Navigation

In recent years, DRL has evolved into a mature field of
research. OpenAI Gym [16] standardized environment devel-
opment and performance benchmarks for RL agents. The state-
of-the-art algorithms, such as (Proximal Policy Optimization
(PPO) [17], were standardized and centralized with the intro-
duction of OpenAI Baselines [18], structures were unified with
Stable-Baselines [19], new algorithms, such as Soft Actor-
Critic (SAC) [20] and Twin Delayed DDPG (TD3) [21], were
added in Stable-Baselines3 [22].

At the same time, the subdomain that applies RL to Un-
manned Aerial Vehicles (UAV) is diverse but lacks standard-
ization. AlMahamid and Grolinger [23] recently created a
systematic review of this field of study as an extension of
their previous work, a systemic review of the RL domain [24].
They recognize four drone navigation objectives: UAV control,
obstacle avoidance, path planning, and flocking. These can
differ from the objectives a software framework has: energy-
aware UAV navigation, path planning, flocking, and vision-
based frameworks and identify several papers that use the
vision-based framework for drones [25–28]. Besides an RL
agent, the simulation software requires a UAV flight simulator
and a 3D graphics engine. They recognize that architectures
using Robot Operating Systems (ROS) [29] integrated with
Gazebo [12] and Microsoft AirSim [13] using the Unreal
Engine [30] are the most popular.

Recently, Flightmare [11] was introduced as a flexible
quadrotor simulator with a configurable rendering engine and
a flexible physics engine. It has a sizeable multi-modal sensor
suite, and wrappers are available for OpenAI Gym [16] and
Stable Baselines [19]. Loquercio et al. [31] showed good real-
life transfer using Flightmare with the RotorS Gazebo plugin
[32] and rendering engine Unity [33].

There is an ongoing discussion on how to use vision
within an RL framework for navigation. Due to its small
feature space, many frameworks make use of monocular
depth prediction as a feature extractor [34–37], or combine it
with ego-motion [38]. Others use optical flow with semantic
segmentation [39] or pretrained encoders [40] on ImageNet
[41] classification.

Zhou et al. [3] researches the importance of feature ex-
traction and what type of feature extraction is most effective.
They analyze this for the extraction of intrinsic surface, color,
optical flow, depth, and semantic segmentation and conclude
that depth and semantic segmentation are most important to
navigational performance for several tasks. Sax et al. [42]
showed that adding other intermediate representations, such
as curvature, denoising, and occlusion edges, can enhance
performance even more.

Most previous work uses pretrained encoders and relies on
sparse rewards. However, within the RL vision domain, the
use of auxiliary tasks has also been researched. Jaderberg et al.
[43] explored the use of unsupervised auxiliary tasks, whereas



Mirowski et al. [4] showcased the utility of supervised tasks,
such as depth estimation.

B. Monocular Depth Estimation and View Synthesis

Within the domain specializing in monocular depth esti-
mation, it was already proven that a neural network could
learn to estimate depth from a single image [44]. Their
network was trained and tested on the KITTI dataset [9].
The Eigen et al. [44] split created for training and testing
would become the leading benchmark for monocular depth
estimation and is known as the Eigen Split. Their method
relies on groundtruth, which is often sparse and hard to obtain.
Therefore self-supervised methods were developed that use a
warping function based on camera knowledge and a stereo
image pair to predict depth maps [45, 46].

Up to the introduction of Transformers [6], CNNs [47]
were considered the standard in computer vision. This neural
network can perform high-quality per-pixel predictions by
using a U-Net architecture with skip connections [48]. The
performance of per-pixel predictions can be further enhanced
by learning structural latent representations of the data. Archi-
tectures renowned for this are VAE [49] and GAN [50]. Using
vector quantization to derive discrete latent representations has
further advanced the field, as VQ-VAE [51] and VQ-GAN [52]
demonstrated.

Being able to capture long-range dependencies Transform-
ers [53] achieved state-of-the-art in Natural Language Process-
ing. Following Vision Transformers (ViT) [6] achieves state-
of-the-art performance in image classification [41] by applying
the Transformers to patches of 16× 16 pixels. The Swin [14]
Transformer achieves state-of-the-art in semantic segmentation
[54] and object detection [55] by using shifted windows and
a hierarchical structure inspired by CNNs.

Dosovitskiy et al. [56] describes a method that synthesizes a
novel view of different chairs, which learns their 3D represen-
tations. Tatarchenko et al. [57] changed the architecture and
was able to synthesize images of more complicated objects.
Zhou et al. [5] developed a network able to predict appearance
flow instead of direct pixel generation. As the appearance flow
network outperformed direct pixel generation, more extensive
scene representations, and warping functions were proposed
[58–60] and applied to view synthesis [61–63]. These view
synthesis architectures benchmarked on a split on KITTI
proposed by Tulsiani et al. [61].

VQ-GAN uses Transformers to do vector quantization, and
for the task of novel view synthesis, it was implemented by
Rombach et al. [7] on RealEstate10K [59] and ACID [64].
These datasets contain images from continuous trajectories,
and VQ-GAN is trained to synthesize views from a new
viewpoint on these trajectories. Their method does not require
geometrically induced biases. By using linear probing [65],
they proved that depth was encoded in their architecture. Fol-
lowing, Sajjadi et al. [8] developed an architecture integrating
ViT and CNNs to predict new poses from a collection of
images from the same scene and, again, does not require
geometrically induced biases.

The implementation of Swin Transformers enables per-
pixel predictions. Able to capture long-range dependencies,
it seems more suitable than CNNs for end-to-end geometry-
free image view synthesis. The network extracts high-quality
geometric features if the translation to another viewpoint is
done accurately.

III. GEOMETRY-FREE MONOCULAR-TO-STEREO VIEW
SYNTHESIS

This section proposes the geometry-free monocular-to-
stereo view synthesis architecture and experiments on this
architecture are performed.

A. Proposed Method

To gain insight into the competitiveness and potential of
the view synthesis architecture, it is designed for the KITTI
[9] dataset and the LDI [61] split. This view synthesis split
requires bi-directional image predictions, so information re-
garding the direction of translation for synthesis (left-to-right
or the other way around) is provided to the network. Inspired
by Zhou et al. [5], Tatarchenko et al. [57], the information
is given as a token in the bottleneck. It is after the token
is introduced that translation is performed. Consequently,
geometric information has to be present at the bottleneck. This
makes the encoder suitable for the navigation task.

Two architectures similar to U-Net [48] are proposed. The
first architecture uses two subsequent convolutional layers
[15] for feature extraction, pooling layers for downsampling,
and a convolutional layer followed by an upsample layer
for upsampling. Before the feature extraction blocks in the
encoder, the skip connections concatenate the features from
the encoded and upsampled layers. The second architecture
uses two subsequent Swin [14] layers for feature extraction
and fully connected layers for downsampling. Changed from
the original Swin architecture to make the architecture more
similar to a U-Net architecture, embedding is done with a
patch size of two. The implementation of upsampling and skip
connections follow Cao et al. [66]. Modified from their archi-
tecture is a skip connection introduced at the original image
resolution to make the architecture more similar to a U-Net.
The general structure of both architectures is shown in Fig. 1.
The Swin and CNN architecture uses an embedding dimension
of 96 and 56 channels, respectively. These architectures will
also be compared to Encoder-Decoder variants, which exclude
the skip connections. For the CNN architecture, this means
that the number of channels for the first convolutional layer
after upsampling stays constant. Whereas for the architecture
including Swin Transformers, the fully connected layer after
upsampling is removed.

B. Training Details

The framework is designed in PyTorch [67]. The loss func-
tion selected is the Smooth L1 Loss, covering the advantages
of both the L1 and L2 Loss. The cosine learning rate scheduler
[68] is used as implemented by Dosovitskiy et al. [6], Liu
et al. [14]. AdamW [69] is state-of-the-art and therefore used.
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Fig. 1: U-Net architecture for geometry-free
monocular-to-stereo view synthesis

For data augmentation, we predominately follow horizontal
flipping and color augmentation from Godard et al. [70] and
data grafting from Peng et al. [71].

C. Results and Discussion

The view synthesis architecture is benchmarked on the split
proposed by Tulsiani et al. [61], as this split benchmarks
bi-directional stereo view synthesis. The split contains 28
predetermined city scenes from the KITTI-raw dataset, of
which 20 sequences are used for training, 4 for validation,
and 4 for testing. The images are used as inputs at their
original resolution (1280 × 384). During training, the output
resolution is downsized from the original resolution by 1/3,
and 5% of the edges on the left and right sides are removed.
These are removed as many artifacts were generated by their
architecture in these regions. During testing, they render the
output downsized by two to avoid cracks. Both images will
have the same resolution for the application to a stereo-camera-
based drone. Therefore we test our architecture with equal
input and output resolution and only remove the edges in
post-processing. Some papers also trained and tested with the
output resolution at 1/3 of the original resolution. The metrics
used by Tulsiani et al. [61] for benchmarking are SSIM [72]
and Peak Signal-to-Noise Ratio (PSNR). Since then, LPIPS
[73] with VGG features became a popular metric for view
synthesis due to its effectiveness in measuring perceptual
realism. The benchmark results are shown in Table I. Training
for this benchmark is computationally intensive due to the
image resolution and a large number of epochs. As such, only
the best-performing network, Swin (U-Net), is benchmarked.

All other methods that benchmark on the split rely on
geometric models. LDI [61] has an associated depth value
for each pixel, and MPI [62] uses multiple semi-transparent
planes at different depths. MINE [63] and VEST [74] use
NeRF [60], which learns volume density and color at each
3D location. VEST [74] uses sequential information about the
relative change in viewpoint from one image pair to the next in
theirs. As such, these methods have an inherent advantage to

a model directly predicting pixels. Rombach et al. [7], Sajjadi
et al. [8] introduce architectures that do not create implicit or
explicit geometric models but are not tested on comparable
datasets. On the SSIM and PSNR metrics, the Swin (U-Net)
outperforms LDI [61] and MPI [62]. It is worse on all metrics
compared to MINE [63] and is better on the PSNR metric
compared to VEST [74], while worse than on the SSIM and
LPIPS metrics. Presently, LDI and MPI are commonly used
techniques to encode geometric information. Therefore, they
can serve as a standard for evaluating the effectiveness of
geometric encoding methods in this context. The performance
of Swin (U-Net) exceeds that of LDI and MPI, therefore
achieving a reasonable ability to encode geometric informa-
tion.

Subsequently, we analyze whether the network captures
depth information on the Eigen [44] Split for monocular depth
estimation. By using StereoSGBM from OpenCV [75], the
original and predicted image are matched to predict disparity,
from which depth is obtained. As this method leaves a border
of the image that is the size of the number of disparities (64)
empty, stereo-matching is also done in the other direction.
Where the two depth maps overlap, their average is taken, and
on the sides, the depth map with values is used. The depth map
is then resized to overlap with the ground truth, and predictions
are limited to 80 meters as stated by Garg et al. [45]. The
architecture is compared to Eigen et al. [44] and two self-
supervised methods [45, 46]. These are not state-of-the-art, as
the primary purpose of our method is not depth estimation
accuracy. The self-supervised methods are of interest as they
are not trained on depth directly but have an induced geometric
advantage through their warping mechanism. The results are
shown in Table II.

Comparing the results from Swin (U-Net) to Eigen et al.
[44], it performs better on the absolute relative error and a delta
criterion while worse on the squared relative error, root mean
squared error, its logarithmic domain, and two delta criteria.
Compared to the self-supervised methods, it performs worse
on all metrics. It should be noted that the matching algorithm
limits the architecture’s benchmark performance. By using this
algorithm on the original images to obtain depth maps, it is
outperformed by Godard et al. [46] on six of the seven metrics.
The earlier proposed architectures are also benchmarked on
this split. CNN (U-Net) achieves slightly worse scores, while
removing skip connections reduces the performance. Overall,
these architectures encode depth, although at lower accuracy.

The different architectures are further analyzed by compar-
ing them for view synthesis on the LDI [61] Split as well as on
a generated dataset. Ordinarily, 5% of the edges are removed,
resulting in images of 128 × 384. Swin uses a fixed window
size, so the images must be padded up to 128× 512. Able to
directly scale to 128×384 without removing the edges would
reduce the network size significantly. This is done for the
experiments that compared the performance of the proposed
architectures. The generated dataset is obtained in the outdoor
environment of AvoidBench [10]. Two baselines between the
cameras are used to study further the ability to predict images



TABLE I: Comparison of the view synthesis performance of the Swin (U-Net) architecture trained for 500 epochs on KITTI
with the LDI split compared to existing geometrically-included view synthesis methods

LDI [61] Split Method LPIPS ↓ SSIM↑ PSNR↑

train 256 × 768
test 128 × 384

LDI [61] N/A 0.572 16.5
MPI [62] N/A 0.733 19.5
MINE [63] 0.108 0.820 21.3
VEST [74] 0.085 0.825 21.6

train 128 × 384
test 128 × 384

MINE [63] 0.129 0.812 21.4
VEST [74] 0.097 0.818 21.1

Ours [Swin (U-Net)] 0.161 0.787 21.3

TABLE II: Comparison of the monocular depth performance of the four proposed view synthesis architectures trained for 60
epochs on KITTI with the Eigen Split using a stereo matching algorithm compared to the original (self-)supervised methods

Eigen [44] Split Method Abs Rel ↓ Sq Rel ↓ RMSE ↓ RMSE log ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑

80 meter
1242 × 375

Eigen [44] 0.203 1.548 6.307 0.282 0.702 0.890 0.958
Garg [45] 0.152 1.226 5.849 0.246 0.784 0.921 0.967
MonoDepth [45] 0.133 1.142 5.533 0.230 0.830 0.936 0.970

Ours [Swin (U-Net)] 0.199 2.196 6.976 0.425 0.707 0.887 0.945
Ours [CNN (U-Net)] 0.211 2.519 7.228 0.451 0.701 0.878 0.937

Ours [Swin (Encoder-Decoder)] 0.202 2.075 7.086 0.427 0.690 0.880 0.941
Ours [CNN (Encoder-Decoder)] 0.232 2.588 7.940 0.497 0.629 0.846 0.925

Stereo Matching Algorithm 0.136 2.120 5.954 0.435 0.857 0.930 0.955

(0.5m and 1.0m). The images are generated at a resolution
of 224 × 224. Both training datasets contain 20,000 images,
and testing datasets contain 4,000 images. Table III shows the
results for the four architectures.

In general, Swin (U-Net) outperforms the other architectures
on all datasets for LPIPS. For the synthetic dataset with
the smaller baseline, the LPIPS score is almost identical to
CNN (U-Net). Swin (U-Net) also achieves the best score on
SSIM for the LDI Split. However, the Swin (Encoder-Decoder)
scores higher on both synthetic datasets. SSIM measures struc-
tural similarity, so the Encoder-Decoder preserves structural
patterns better but is less accurate at capturing fine-grained
details and textures. For the PSNR metric, Swin (Encoder-
Decoder) performs the best. It should be noted that some argue
that PSNR is not a suitable metric for comparing quality and
performance over different scenes [76]. Nevertheless, Swin
is a better-performing layer compared to CNN. The skip
connections aid in the performance significantly. However,
without the skip connections, the Swin architecture maintains
performance better, indicating that it relies less on the skip
connections. It further shows that the image prediction per-
formance is reduced for all architectures with an increased
baseline. Most notable is that CNN (U-Net) loses more perfor-
mance than Swin (U-Net), although the reduction is significant
in both cases. An example of the predicted images and their
corresponding depth maps through stereo matching for the
Swin architectures are shown in Fig. 2. Fig. 2b is obtained
through stereo matching of the original images. Visually it
looks like Swin (Encoder-Decoder) produces structures such
as the tree and poles more accurately. Nevertheless, analyzing
the depth map, it seems that the depth map of Swin (U-Net)

is overall better, and as such, the placement of objects is
more accurate. This would make sense as the skip connections
could help with pixel precision, but as such, ignore the shapes
of these objects from the deeper layers. More examples are
available in Appendix VII-E.

(a) original image (b) depth map

(c) predicted image
Swin (U-Net)

(d) depth map
Swin (U-Net)

(e) predicted image
Swin (Encoder-Decoder)

(f) depth map
Swin (Encoder-Decoder)

Fig. 2: Example of predictions and depth maps through
stereo matching of predicted images and input images on the

KITTI dataset

Ablation studies are done on augmentation techniques and
the type of loss function. Details on these studies are dis-
cussed in Appendix VII-A and Appendix VII-B. The main
takeaways are that color augmentation and image flipping aid
performances, while data grafting does less so. Smooth L1
Loss achieves better performances compared to L1 and L2



TABLE III: Comparison of the view synthesis performance of the proposed architectures on KITTI with the LDI split and
two generated datasets with AvoidBench for two baselines.

Split Method LPIPS ↓ SSIM↑ PSNR↑
LDI Split
train 128 × 384
test 128 × 384
150 Epochs

Swin (U-Net) 0.163 0.790 20.8
CNN (U-Net) 0.176 0.787 20.7
Swin (Encoder-Decoder) 0.201 0.781 21.0
CNN (Encoder-Decoder) 0.438 0.658 18.8

AvoidBench - Outdoor
Baseline: 0.5m
224 × 224
50 Epochs

Swin (U-Net) 0.197 0.752 21.2
CNN (U-Net) 0.196 0.754 21.1
Swin (Encoder-Decoder) 0.232 0.769 21.5
CNN (Encoder-Decoder) 0.411 0.624 19.4

AvoidBench - Outdoor
Baseline: 1.0m
224 × 224
50 Epochs

Swin (U-Net) 0.260 0.694 19.6
CNN (U-Net) 0.304 0.681 18.4
Swin (Encoder-Decoder) 0.311 0.716 20.3
CNN (Encoder-Decoder) 0.464 0.591 17.3

Loss.
The view synthesis analysis concludes that a geometry-free

monocular-to-stereo image view synthesis achieves good view
synthesis performance and can encode depth reasonably well.

IV. VIEW SYNTHESIS FOR DRL-BASED DRONE
NAVIGATION

Able to encode depth and geometric information, the
geometry-free monocular-to-stereo image view synthesis will
be applied to drone navigation in this section.

A. Proposed Method

The simulation environment selected is AvoidBench [10],
based on Flightmare [11]. Similar to Loquercio et al. [31], the
RotorS Gazebo plugin [32] and rendering engine Unity [33]
are used. To have more control over the process and system
communication, the OpenAI Gym [16] and Stable Baselines
[19] wrappers are not used. However, they are integrated into
the existing code structure. PPO [17] is used from Stable
Baselines3 [22]. Minor adjustments are made to the algorithm,
such as removing a feature extraction layer and using AdamW
[69] as the optimizer instead of Adam [77].

AvoidBench [10] uses a stereo camera setup aligned to
the center of the drone. Although our architecture relies on
stereo vision in training, the drone only uses a single camera
during evaluation. Therefore in our simulator, the left camera
is aligned to the center of the drone, and the right camera
images are obtained by a virtual camera 0.48 meters from the
center. The camera resolution is set to 64× 64 and the frame
rate to 10 Hz in simulation time. The policy frequency of the
RL agent is set equal to the camera frame rate.

An indoor and an outdoor environment are avail-
able. For training, the indoor environment is used for
all experiments, except when it is explicitly stated that
the experiment is done in the outdoor environment.
Each run spawns red cylinders with shape (x, y, z) ∼
U((0.5m, 0.5m, 2.6m)(1.0m, 1.0m, 3.8m)) using Poisson-disk
sampling. During training, the radius of the Poisson disk
sampling: r ∼ U(1.5m, 3m) and during evaluation, r = 3.
The radius was kept constant during evaluation to get more

consistent test results. The drone is spawned on a line with
coordinates (−1.8m, y, 3m), where y ∼ U{−8m, . . . , 8m}
and the goal is to fly to a target on a line with coordinates
(32m, y, 3m), where y ∼ U{−6m, . . . , 6m}, with objects in
between. Drone control is of lower interest, so the mission is
completed once the drone passes x = 32m and is within a 6-
meter radius of the target. Fig. 3 shows the indoor environment
and a sketch of the top view, including spawn points and
targets in blue and green, respectively. The outdoor environ-
ment contains bushes and trees, and the experimental setup
is similar. Due to the increased size of these objects during
training, the radius r ∼ U(3m, 5m) and during evaluation,
r = 5. The outdoor environment does not contain natural
boundaries like the warehouse walls in the indoor environment.
Therefore the drone is limited to flying within the area with
coordinates spanning y ∼ U(−10m, . . . , 10m).

(a) indoor environment

Y
X

(b) top view

Fig. 3: Indoor Simulation Environment

The architecture proposed has an encoder trained by an
auxiliary task, with an RL agent trained on an observation
that includes the extracted features from the image. Asyn-
chronous parallel training should foster feature representation
and encourage the policy to use the feature representation. The
mission task is path planning, therefore, the agent requires ex-
tra information besides the image features. Giving the relative
position to the target in the body frame

(
xb
t , y

b
t , z

b
t

)
and the

velocity and the yaw rate in the body frame
(
vbx, v

b
y, v

b
z, ω

b
z

)
,

should provide enough information for drone control and path
planning. To prevent the drone from flying out of bounds in the
outdoor environment, the position of the drone in the global



frame is provided to the agent (xg
d, y

g
d , z

g
d).

In Flightmare, a PID controller manages velocity control
in the global frame. When actions from the RL policy are
transformed from the body frame to the global frame, the
RL agent supplies target velocities and yaw rates in the
body frame. At every timestep, a reward equal to the relative
distance from the previous to the current timestep for the
drone to the target (∆r⃗bt ) is provided to the RL agent. This
is visualized in Fig. 4. Besides, there is a minor penalty for
collision and a small reward for reaching the target. The reward
function is concisely presented in Eq. 1. After each collision,
the environment is reset, and the run ends. The architecture is
shown in Fig. 5.

Fig. 4: The current relative displacement (blue arrow) is
subtracted from the previous relative displacement (red

arrow) to obtain the reward

Reward =





20 if target reached
−5 if collision
∆r⃗bt otherwise

(1)

Feature Extraction

Encoder

Left Image Right Image

Decoder

Predicted 
Right Image

Predicted 
Left Image

Concatenation

Feature Extraction

ValuePolicy

0

1

Fig. 5: Deep RL architecture for path planning with an
auxiliary task

In practice, the RL agent is trained after a rollout that
receives images and provides actions. After 2048 steps, back-
propagation is performed on all images. The Encoder-Decoder
is trained on images collected every step in batches of 8
images. The images are trained with color augmentation to
make transfer better and with a learning rate scheduling policy
that decays the learning rate from 10−3 to 10−6 with a constant
factor.

B. Results and Discussion

The four geometry-free monocular-to-stereo image view
synthesis architectures (Swin (U-Net), CNN (U-Net), Swin
(Encoder-Decoder), and CNN (Encoder-Decoder)) were
ranked based on view synthesis performance. This order is
not guaranteed to translate to navigational performance. The

RL agent receives feature spaces from the extractors. In the
experiments, the feature extractors will be the same size.
However, due to the skip connections in the U-Net architecture
and these containing relevant features for view synthesis, they
are also provided in the feature space to the RL agent, making
it significantly more extensive compared to the feature space of
the Encoder-Decoder. The embeddings produced by the Swin
Transformer do not conform to the grid-like activation patterns
typically generated by convolutional layers. This divergence
could impact the complexity of training the reinforcement
learning algorithm.

For this and the following experiments, the networks are
trained in the indoor environment of AvoidBench. After every
100,000 steps, the architectures are validated for ten simulation
runs, and the experiment is repeated four times. All feature
extractors are trained as an auxiliary task, and the mission
progress is measured as the percentage of the distance the
agent has traversed relative to the total distance between the
starting point and the target. As previously noted, hitting the
target with absolute precision is not obligatory. Consequently,
a mission is completed without achieving 100%. Comparing
three of the four proposed view synthesis architectures yields
the results in Fig. 6.
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Fig. 6: Mean mission progress (± standard deviation) for RL
agent with the proposed view synthesis tasks, averaged over
4 training sessions, 10 evaluation runs per session, every 105

timesteps.

Fig. 6 shows that the CNN (Encoder-Decoder) setup
achieves the quickest convergence and the best performance.
Due to the increased feature space of the CNN (U-Net),
learning the essential features for obstacle avoidance takes
longer. The Swin (Encoder-Decoder) setup does not improve
over time at all. Its performance is limited to flying in the
direction of the target without avoiding obstacles. As the Swin
(Encoder-Decoder) setup does not improve, it was decided not
to show the Swin (U-Net) setup results as they will be similar.
A feature ablation study is performed to determine whether
the RL agent uses the features from the Swin (Encoder-
Decoder). The features are split into two groups. The first
group contains the features yielded from the feature extractor,
and the second group contains the seven navigational features(
xb
t , y

b
t , z

b
t , v

b
x, v

b
y, v

b
z, ω

b
z

)
. Each group of features is masked



during the run to study the impact of those features in the
decision-making of the RL agent. Masking the features is done
by providing randomized values within the limits defined in
the observation space, and results are shown in Table IV.
As expected, the CNN architecture relies entirely on the
image features, whereas the change in performance of the
Swin architecture is negligible, seemingly optimized to fly
straight toward the target. Therefore, from this point on CNNs
(Encoder-Decoder) will be used. An example of images used
and produced by the network is Fig. 7 and examples of the
trajectories this setup flies are sown in Fig. 8.

Furthermore, in Appendix VII-C, an ablation study on the
performance of each of the seven navigational features are also
done. xb

t has the most considerable contribution to the naviga-
tional performance, whereas randomized inputs for zbt and ωb

t

even improved performance. This implies that outcomes could
be further enhanced through more strategic feature selection
or by fine-tuning the neural network to leverage these features
better.

(a) left (b) right (c) predicted right

Fig. 7: Indoor environment of AvoidBench during evaluation
from the POV of the drone with the predicted right image

Fig. 8: Top view of the indoor environment in the first
evaluation map with different trajectories from a trained

CNN (Encoder-Decoder) setup

It is compared to other setups to study the navigation task
performance and data efficiency of the reinforcement learning
agent using monocular-to-stereo image view synthesis as an
auxiliary feature extractor. The first setup is designed such that
the RL agent receives the images directly without a feature
extractor, which means that it is trained end-to-end by the RL
agent. The second setup uses the encoder of an autoencoder
as the feature extractor. A third setup uses the output of a
depth prediction encoder-decoder. This setup is trained on

groundtruth depth available in the simulator. A fourth setup
is proposed that again is trained on depth prediction, but this
time the latent space at the bottleneck is provided to the RL
agent instead of the output. The second, third, and fourth
architectures are identical in size to the novel view synthesis
feature extractor. Again all feature extractors are trained in an
auxiliary fashion, and the mission progress is measured as the
percentage of the distance to the target point. For these runs,
the result is Fig. 9.
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Fig. 9: Mean mission progress (± standard deviation) for RL
agent with various auxiliary feature extractors, averaged over
4 training sessions, 10 evaluation runs per session, every 105

timesteps in the indoor environment.

The results of the architectures, including monocular-to-
stereo view synthesis and monocular depth prediction, clearly
show two training phases. During the first 200,000 timesteps,
there is a steep learning curve, whereas afterward, it seems
stable. Architectures including an autoencoder and no feature
extractor learn slower, and therefore the distinction between
these two phases is less clear. Depth prediction achieves
better results compared to monocular-to-stereo view synthesis.
However, even after 1,000,000 timesteps, monocular-to-stereo
view synthesis still performs better than autoencoding and
no feature extractor. For all methods, the reward, mission
progress, and success rate after training are stated in Table V.
As expected, given enough time, the RL agent can determine
the relevant features of an image for navigation. Autoencoding
follows a similar trend. This indicates that no specific features
in constructing an image are present that specifically aid
directly with obstacle avoidance, and the RL agent has to find
correlations between multiple features and obstacle avoidance
again.

Looking at the auxiliary Loss in Fig. 10, it is clear that
all tasks converge relatively quickly. Autoencoding converges
the quickest, whereas depth prediction takes the longest. As
monocular-to-stereo view synthesis more quickly converges
and is tasked with learning both to predict depth and to
generate a view, this could indicate that the potential ability of
this network to encode depth is more limited. Which is likely
due to a feature space that is more limited in allocating its
features for depth estimation.

These setups are also trained for the outdoor environment



TABLE IV: Comparison of the path planning performance of the RL agent with the monocular-to-stereo view synthesis
feature extractor with masked image features

View Synthesis Method Reward (µ± σ) Mission Progress (µ± σ) Success Rate

Swin (Encoder-Decoder) 2.0 ± 4.0 20.6% ± 11.5% 0%
Swin (Encoder-Decoder) w. Masked Image Features 3.3 ± 4.5 24.6% ± 13.4% 0%

CNN (Encoder-Decoder) 21.5 ± 15.2 59.7% ± 28.3% 25%
CNN (Encoder-Decoder) w. Masked Image Features -2.4 ± 2.7 7.6% ± 7.9% 0%

TABLE V: Comparison of the path planning performance of different RL architectures after 1,000,000 steps averaged for
four runs

Environment Feature Extraction Method Reward (µ± σ) Mission Progress (µ± σ) Success Rate

indoor

None 14.6 ± 9.5 54.3% ± 18.4% 5%
View Synthesis (Autoencoder) 15.1 ± 11.4 53.8% ± 23.5% 7.5%
View Synthesis (Monocular-to-Stereo) 21.5 ± 15.2 59.7% ± 28.3% 25%
Depth Prediction 30.3 ± 9.8 74.6% ± 10.3% 40%
Depth Prediction (Bottleneck) 30.4 ± 17.2 73.2% ± 24.6% 42.5%

outdoor
None 2.6 ± 7.2 22.5% ± 21.4% 0%
View Synthesis (Monocular-to-Stereo) 7.8 ± 8.4 37.8% ± 24.9% 0%
Depth Prediction 2.6 ± 7.2 22.5% ± 21.4% 0%
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Fig. 10: Auxiliary loss for the various feature extractors
(different kinds of losses) averaged over 4 training sessions.

to show generalizability and learning ability in other environ-
ments. The outdoor environment is designed similarly to the
indoor environment, with a different density of objects. As
stated previously, the RL agent is provided with the coordi-
nates in the global frame. Still, learning in this environment
was more difficult, as shown in Fig. 11. A reason for this could
be the high complexity of the objects within this environment
and an inability to use the correct features. From visual
inspection, it seems that the drone detects obstacles but is
unsure of the appropriate behavior to fly past them.

The stereo setup was assumed. Both image size and stereo
baseline affect the path planning ability, as evidenced by the
analysis in Appendix VII-D. The main takeaway is that for
a symmetric stereo camera setup with a baseline of 12cm,
improvements of the navigational performance compared to
the autoencoder are already clearly present. Increasing the
baseline to 48cm does increase the convergence speed but
does not improve the performance significantly after 1,000,000
timesteps. Reducing the resolution lowers the convergence but

does not significantly impact the overall performance.
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Fig. 11: Mean mission progress (± standard deviation) for
RL agent with various auxiliary feature extractors, averaged

over 4 training sessions, 10 evaluation runs per session,
every 105 timesteps in the outdoor environment.

V. CONCLUSION

This study has presented a novel method for Deep Rein-
forcement Learning (DRL) to enhance the performance of
vision-based obstacle avoidance. We demonstrated that utiliz-
ing the view synthesis as a feature extractor has shown that
the learning speed and navigation potential can be improved.
The proposed view synthesis architectures were tested against
established benchmarks, where they demonstrated competitive
performance in view synthesis and satisfactory results in
monocular depth estimation through stereo matching.

The paper underscores the advantage of employing the
latent space of view synthesis architectures as input to PPO
agents over other feature extractors. While the study affirmed
the advantage of depth estimation, it also showed that our
proposed method offers quicker convergence and superior



performance compared to using autoencoding as a feature
extractor and training end-to-end with DRL.

Moreover, the study presented the first implementation of
the Swin Transformer in the view synthesis domain, demon-
strating its competitive edge, especially compared to Convo-
lutional Neural Networks (CNNs) without using skip connec-
tions. This work also quantified the ability of geometry-free
architectures to encode depth and discussed the importance of
feature structure for view synthesis.

Despite the promising results, this study acknowledges
certain limitations. For instance, while our approach outper-
forms autoencoding and end-to-end DRL methods, monocular
depth estimation still outperforms our method. Future work
could explore the benefits of increasing the view synthesis
architecture and feature space size. The architectures also
make limited use of sequential information, and adding an
LSTM layer could aid performance. Besides, increased image
size and action frequency should eventually help performance.
However, all suggestions increase the network’s complexity
and will likely reduce the convergence speed of the RL agent.
Secondly, the performance could likely be enhanced through
more strategic navigational feature selection or by fine-tuning
the neural network to leverage these features better. Finally, all
results in the outdoor environment are worse compared to the
indoor environment and the outcomes of both experiments do
not align. Therefore, transferability and navigational feature
selection should be studied better.

In conclusion, the research contributes significantly to the
field of DRL for monocular camera-based drones by show-
casing the potential of view synthesis as a feature extractor.
It opens up new possibilities for improving drone navigation
and provides valuable insights for future research. Ultimately,
our findings cement the vital role of innovative methods and
architectures in advancing the performance and efficiency of
DRL systems for monocular vision-based drones.

VI. FUTURE RESEARCH

This research focused on mapping a single image to another
and extracting geometric information in the process. If a drone
has stereo, it can use the two images even better by entering
both into a predictive framework. On the other hand, in a
purely monocular framework, the current image can also be
used to predict the next image via pose and depth prediction.
These alternative learning setups will be explored in future
work.
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VII. APPENDIX

A. Ablation: Augmentation Techniques

During the view synthesis experiments on the KITTI
dataset, four augmentation techniques are applied to the im-
ages the architectures are trained on. These techniques include
image flipping and color augmentation from Godard et al. [46],
data grafting from Peng et al. [71], and bi-directional training.
This ablation study performs training regimes that exclude
each of these techniques. Instead of bi-directional training,
the architecture is trained from left to right. This means that
the layer adding the token at the bottleneck is also removed.
The LDI split Eigen et al. [44] is used. However, a slight
adjustment is made to the image size. The LDI split removes
5% of the edges and results in images of 128×384. This size is
suitable for the hierarchical Swin architecture with a window
size of 8. As the edges are removed after the architecture
produces a result, the images must be padded to a width of 512
pixels. This increased size is not ideal for training. Therefore
the images are directly scaled to 128×384 and trained on this
size. This results in Table VI.

At the bottom of the table, the network’s performance,
including all techniques, is shown, which is the benchmark
the ablation study is compared against. Looking at the results,
training without color augmentation reduces the performance
of the architecture the most. No image flipping follows closely
after. Prediction of the right image from the left image even
improves the performance. This is expected as this is a more
specialized task compared to bi-directional predictions. Bi-
directional predictions are preferred in the context of obstacle
avoidance, as it learns to generalize information in both direc-
tions. However, the architecture trained without data grafting
also performed better than the benchmark. This indicates its
limited value and will not be used for drone navigation.

B. Analysis: Loss Function

During the view synthesis experiments on the KITTI
dataset, the Smooth L1 Loss was used as the loss function for
training. This function combines the more popular L1 loss (2),
and L2 loss (3), in one function (4). The loss function is
studied as well. Smooth L1 Loss is seen less in the literature
compared to the more popular L1 Loss and L2 Loss. Similar
to the study of the augmentation techniques, the split is trained
by scaling to 128× 384 without removing the edges, and the
results are shown in Table VII.

L1 (y, ŷ) =

N∑

i=1

|yi − ŷi| (2)

L2 (y, ŷ) =
N∑

i=1

(yi − ŷi)
2 (3)

L1smooth (y, ŷ) =

{
1
2 (y − ŷ)

2 if|y − ŷ| < 1

|y − ŷ| − 1
2 otherwise

(4)



TABLE VI: Comparison of the view synthesis performance of the Swin (U-Net) architecture without certain augmentation
techniques on KITTI with the LDI split and two generated datasets with AvoidBench for two baselines.

Split Augmentation LPIPS ↓ SSIM↑ PSNR↑

LDI split
train 128 × 384
test 128 × 384
150 Epochs

No Color Augmentation 0.169 0.777 20.7
No Image Flipping 0.164 0.782 20.7
Only Left-to-Right 0.148 0.800 21.0
No Grafting 0.145 0.792 21.0

All techniques 0.163 0.790 20.8

TABLE VII: Comparison of the view synthesis performance of the Swin (U-Net) architecture with different loss functions on
KITTI with the LDI split and two generated datasets with AvoidBench for two baselines.

Split Loss LPIPS ↓ SSIM↑ PSNR↑
LDI split
train 128 × 384
test 128 × 384
150 Epochs

L1 Loss 0.198 0.778 21.1
L2 Loss 0.190 0.782 21.0

Smooth L1 Loss 0.163 0.790 20.8

The performance of the network trained with the Smooth
L1 Loss on the LPIPS metric significantly improved compared
to the network trained on L1 Loss and L2 Loss. Likewise, the
performance is improved on the SSIM metric and only slightly
reduced on the PSNR metric.

C. Ablation: Features for Navigation

During the navigation experiments, seven features were al-
ways provided to the RL agent as they were deemed necessary
for path planning. These were the relative position to the target
in the body frame

(
xb
t , y

b
t , z

b
t

)
and the velocity and the yaw rate

in the body frame
(
vbx, v

b
y, v

b
z, ω

b
z

)
. Here it is studied whether

all these features were necessary for the path planning tasks.
This experiment will be performed on the network with the
monocular-to-stereo view synthesis feature extractor, shown in
Table VIII.

Fascinating is the improved navigational ability by pro-
viding randomized values instead of zbt and ωb

z . Such an
improvement is not feasible if the RL agent does not know
how to use these features. Instead, the drone’s behavior in
the evaluation should differ significantly from the behavior of
the drone in training. During training, the actions the drone
receives are stochastic, while in evaluation, the actions are
deterministic. As the target is on the same height as the spawn
position, there is little need for moving up and down, but
due to the stochastic nature in training, zbt will fluctuate a bit
around zero. Therefore, the agent does not learn a strong policy
regarding this and will likely output actions for vbz equal to
zero, which might not excite the network correctly. Besides,
it should be noted that the features in the direction of x are
the most critical navigational features for the performance of
this model.

D. Analysis: Stereo Setup

During the path planning experiments, a particular stereo
setup was decided on. This setup was a trade-off of potential
performance gains and computational power. It was decided to
use a resolution of 64 × 64, whereas the selected baseline was

0.48m. Shorter baselines are also trained to test the importance
to the navigational performance potential and the convergence
speed of such a large baseline. Firstly, a realistic real-life
setup is proposed. This setup has both cameras aligned to
the center of the drone and a baseline of 0.12m. A second
setup is proposed that doubles this baseline but aligns the left
camera to the center. Finally, a setup is proposed that reduces
the image resolution to 32 × 32. Fig. 12 shows the mission
progress over time, and Table IX shows the reward, mission
progress, and success rate after training.
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Fig. 12: Mean mission progress (± standard deviation) for
RL agent with various camera setups, averaged over 4

training sessions, 10 evaluation runs per session, every 105

timesteps in the indoor environment. In the labels, ”A”
denotes an asymmetric camera, ”S” denotes a symmetric

camera, ”B” followed by a number indicates the baseline in
centimeters, and ”R” followed by a number refers to the

resolution (e.g., ”R64” signifies a 64x64 resolution).

Fig. 12 indicates a correlation between the length of the
baseline and the convergence speed. Larger baselines converge
quicker compared to smaller baselines. It is, however, expected
that increasing the baseline further than 0.48cm will start
to reduce the performance, as the improvements are already
reducing from 0.24cm to 0.48cm. Interestingly, a reduction in



TABLE VIII: Comparison of the navigational performance of an RL agent with the monocular-to-stereo view synthesis
feature extractor with masked path planning features

Masked Path Planning Feature Reward (µ± σ) Mission Progress (µ± σ) Success Rate

Feature: xb
t 18.4 ± 15.8 56.1% ± 25.4% 17.5%

Feature: ybt 23.9 ± 15.0 64.9% ± 23.5% 27.5%
Feature: zbt 25.4 ± 15.6 65.9% ± 23.5% 32.5%
Feature: vbx 20.2 ± 14.1 61.4% ± 22.2% 17.5%
Feature: vby 23.4 ± 16.1 63.7% ± 25.9% 27.5%
Feature: vbz 21.3 ± 17.4 59.1% ± 24.7% 25.0%
Feature: ωb

z 27.5 ± 14.7 71.9% ± 16.9% 32.5%

All Path Planning Features 21.5 ± 15.2 59.7% ± 28.3% 25%

feature space due to the reduction in image size to 32 × 32
does not increase the convergence speed but seems to reduce
it slightly.

E. Additional: Image from KITTI

Additional examples of monocular-to-stereo image view
synthesis predictions and depth maps obtained through stereo
matching with the original images of the KITTI dataset are
shown for Swin (U-Net), CNN (U-Net), Swin (Encoder-
Decoder) and CNN (Encoder-Decoder) in Figs. 13–22



TABLE IX: Comparison of the navigational performance of the RL agent with the monocular-to-stereo view synthesis feature
extractor for different stereo setups

Symmetrical Baseline Resolution Reward (µ± σ) Mission Progress (µ± σ) Success Rate

Monocular - 64×64 15.1 ± 11.4 53.8% ± 23.5% 7.5%
Symmetric 0.12m 64×64 19.2 ± 11.3 64.2% ± 19.9% 10%
Asymmetric 0.24m 64×64 21.3 ± 14.2 63.0% ± 25.7% 20%
Asymmetric 0.48m 32×32 23.4 ± 15.3 69.1% ± 22.8% 20%

Asymmetric 0.48m 64×64 21.5 ± 15.2 59.7% ± 28.3% 25%

(a) original image (b) depth map (through stereo matching)

(c) predicted image
Swin (U-Net)

(d) depth map
Swin (U-Net)

(e) predicted image
CNN (U-Net)

(f) depth map
CNN (U-Net)

(g) predicted image
Swin (Encoder-Decoder)

(h) depth map
Swin (Encoder-Decoder)

(i) predicted image
CNN (Encoder-Decoder)

(j) depth map
CNN (Encoder-Decoder)

Fig. 13: Examples of predicted images for the different architectures and their depth maps obtained through stereo matching
with the input image on the KITTI dataset



(a) original image (b) depth map (through stereo matching)

(c) predicted image
Swin (U-Net)

(d) depth map
Swin (U-Net)

(e) predicted image
CNN (U-Net)

(f) depth map
CNN (U-Net)

(g) predicted image
Swin (Encoder-Decoder)

(h) depth map
Swin (Encoder-Decoder)

(i) predicted image
CNN (Encoder-Decoder)

(j) depth map
CNN (Encoder-Decoder)

Fig. 14: Examples of predicted images for the different architectures and their depth maps obtained through stereo matching
with the input image on the KITTI dataset



(a) original image (b) depth map (through stereo matching)

(c) predicted image
Swin (U-Net)

(d) depth map
Swin (U-Net)

(e) predicted image
CNN (U-Net)

(f) depth map
CNN (U-Net)

(g) predicted image
Swin (Encoder-Decoder)

(h) depth map
Swin (Encoder-Decoder)

(i) predicted image
CNN (Encoder-Decoder)

(j) depth map
CNN (Encoder-Decoder)

Fig. 15: Examples of predicted images for the different architectures and their depth maps obtained through stereo matching
with the input image on the KITTI dataset



(a) original image (b) depth map (through stereo matching)

(c) predicted image
Swin (U-Net)

(d) depth map
Swin (U-Net)

(e) predicted image
CNN (U-Net)

(f) depth map
CNN (U-Net)

(g) predicted image
Swin (Encoder-Decoder)

(h) depth map
Swin (Encoder-Decoder)

(i) predicted image
CNN (Encoder-Decoder)

(j) depth map
CNN (Encoder-Decoder)

Fig. 16: Examples of predicted images for the different architectures and their depth maps obtained through stereo matching
with the input image on the KITTI dataset



(a) original image (b) depth map (through stereo matching)

(c) predicted image
Swin (U-Net)

(d) depth map
Swin (U-Net)

(e) predicted image
CNN (U-Net)

(f) depth map
CNN (U-Net)

(g) predicted image
Swin (Encoder-Decoder)

(h) depth map
Swin (Encoder-Decoder)

(i) predicted image
CNN (Encoder-Decoder)

(j) depth map
CNN (Encoder-Decoder)

Fig. 17: Examples of predicted images for the different architectures and their depth maps obtained through stereo matching
with the input image on the KITTI dataset



(a) original image (b) depth map (through stereo matching)

(c) predicted image
Swin (U-Net)

(d) depth map
Swin (U-Net)

(e) predicted image
CNN (U-Net)

(f) depth map
CNN (U-Net)

(g) predicted image
Swin (Encoder-Decoder)

(h) depth map
Swin (Encoder-Decoder)

(i) predicted image
CNN (Encoder-Decoder)

(j) depth map
CNN (Encoder-Decoder)

Fig. 18: Examples of predicted images for the different architectures and their depth maps obtained through stereo matching
with the input image on the KITTI dataset



(a) original image (b) depth map (through stereo matching)

(c) predicted image
Swin (U-Net)

(d) depth map
Swin (U-Net)

(e) predicted image
CNN (U-Net)

(f) depth map
CNN (U-Net)

(g) predicted image
Swin (Encoder-Decoder)

(h) depth map
Swin (Encoder-Decoder)

(i) predicted image
CNN (Encoder-Decoder)

(j) depth map
CNN (Encoder-Decoder)

Fig. 19: Examples of predicted images for the different architectures and their depth maps obtained through stereo matching
with the input image on the KITTI dataset



(a) original image (b) depth map (through stereo matching)

(c) predicted image
Swin (U-Net)

(d) depth map
Swin (U-Net)

(e) predicted image
CNN (U-Net)

(f) depth map
CNN (U-Net)

(g) predicted image
Swin (Encoder-Decoder)

(h) depth map
Swin (Encoder-Decoder)

(i) predicted image
CNN (Encoder-Decoder)

(j) depth map
CNN (Encoder-Decoder)

Fig. 20: Examples of predicted images for the different architectures and their depth maps obtained through stereo matching
with the input image on the KITTI dataset



(a) original image (b) depth map (through stereo matching)

(c) predicted image
Swin (U-Net)

(d) depth map
Swin (U-Net)

(e) predicted image
CNN (U-Net)

(f) depth map
CNN (U-Net)

(g) predicted image
Swin (Encoder-Decoder)

(h) depth map
Swin (Encoder-Decoder)

(i) predicted image
CNN (Encoder-Decoder)

(j) depth map
CNN (Encoder-Decoder)

Fig. 21: Examples of predicted images for the different architectures and their depth maps obtained through stereo matching
with the input image on the KITTI dataset



(a) original image (b) depth map (through stereo matching)

(c) predicted image
Swin (U-Net)

(d) depth map
Swin (U-Net)

(e) predicted image
CNN (U-Net)

(f) depth map
CNN (U-Net)

(g) predicted image
Swin (Encoder-Decoder)

(h) depth map
Swin (Encoder-Decoder)

(i) predicted image
CNN (Encoder-Decoder)

(j) depth map
CNN (Encoder-Decoder)

Fig. 22: Examples of predicted images for the different architectures and their depth maps obtained through stereo matching
with the input image on the KITTI dataset
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2
Geometry-Free Monocular-to-Stereo

Image View Synthesis

Following the extensive introduction, this chapter will discuss all aspects surrounding the geometry-
free monocular-to-stereo image view synthesis. First, a literature overview is composed, which con-
sists of three themes, followed by a discussion to bring everything together. The first theme delves
into the historical context of computer vision in Subsection 2.1.1. It explains general computer vision
concepts, what neural networks are and how they came onto the scene, and what kind of hardware
is used in computer vision. The second theme follows the historical context by providing general
developments within computer vision and artificial intelligence in Subsection 2.1.2. Current relevant
architectures in computer vision, different kinds of optimisers, training schedules and loss functions
are explained. The limitations and potential of the state-of-the-art networks on both the hardware
and software side are discussed. The final theme is discussed in Subsection 2.1.3, where the fields of
research adjacent to the research topic of geometry-free monocular-to-stereo image view synthesis
are analysed. Research has shown up fairly similar to this topic in the last few years. The merging
of different subdomains and the emergence of better architectures enabled a trend that converges to
the creation of the subdomain of geometry-free monocular-to-stereo image view synthesis. The con-
text of this convergence, the datasets that benchmark the performance of the algorithms, as well as
state-of-the-art practices, are discussed. Subsection 2.1.4 brings these three themes together in a short
discussion. After the literature overview, the research plan for this phase is proposed in Section 2.2.
The research plan contains the goals, proposes a method and architecture and explains the execution
of the experiments. It provides an overview of the datasets and metrics that show the performance
and hypothesis about possible results. Besides, it already shows preliminary results and discusses
the impact of these results on the application of the neural network to deep reinforcement learning.

2.1. Literature Overview
Significant trends and subdomains are dismantled into sections and structured chronologically to
bring structure. The terms to find the research include, but are not limited to, the following: CNN,
Convolution, Deep, Depth, End-to-end, Estimation, Geometry-free, Image, Generation, Monocular, Multi,
Network, Neural, Prediction, Self-Supervised, Single, Stereo, Synthesis, Supervised, Swin, Transformer, U-Net,
Unsupervised, View, Vision

2.1.1. Historical Context of Computer Vision
Computer vision is the field of study that enables computers to derive meaningful information from
digital images, videos and other visual inputs and use it to take appropriate actions or make valu-
able recommendations, simulating and automating human capabilities. As an extension of robotics
and artificial intelligence, computer vision has a rich history in pop culture dating back to the 1950s
(Asimov, 1950).
It was not until the early 1970s that computer vision became a topic of interest in the research field.
Similar to how it was utilised in science fiction, the research field viewed computer vision as the vi-

30



2.1. Literature Overview 31

sual perception component of a larger goal to create robots with intelligent behaviour by mimicking
human intelligence. Until the early 2000s the algorithms were mathematical and became more and
more complicated. However, from this point on machine learning techniques became essential to the
computer vision domain. This change was made possible due to two developments. The first one
was the continued increase in the computational power of computers. The exponential growth had
been happening for decades and was already recognised by Gordon Moore, (Moore et al., 1965), in
1965. The second development was that due to the internet, large amounts of data, often partially
labelled, could be shared by and was available to everybody. Machine learning techniques could be
trained on this data without the use of careful human supervision.
In the 2010s, this trend pushed through and started dominating the entire field. Large-scale, high-
quality annotated datasets became available in the form of ImageNet, by (Deng et al., 2009), Microsoft
COCO, by (T.-Y. Lin et al., 2014) and LVIS, by (Gupta et al., 2019). Each had sufficient labelled data
so that solutions based entirely on machine learning came to exist. It also saw a deep neural network
become state-of-the-art for the first time in the form of AlexNet, by (Krizhevsky et al., 2012). After
which many neural networks would follow.

Neural Networks
The idea of a machine being able to emulate the human brain is ancient. (Fitch, 1944) suggested mim-
icking the behaviour of neurons by using binary thresholds to Boolean logic. From this, (Rosenblatt,
1958) developed Rosenblatt’s perceptron, a single-layer perceptron. The architecture is shown in
Figure 2.1. A vector of inputs is multiplied by a series of corresponding weights, whose sum plus a
bias is compared to a threshold. If the sum exceeds the threshold, the "neuron" fires and takes the
activated value; if not, the deactivated value is taken. Equation 2.1 is the formula for the first step and
Equation 2.2 describes how the node is activated. Rosenblatt’s perceptron consists of a single node.

Figure 2.1: Architecture of Rosenblatt’s perceptron1

net input =
𝑛∑
𝑖=1

𝑤𝑖𝑥𝑖 + 𝑏 = 𝑤1𝑥1 + 𝑤2𝑥2 + ... + 𝑤𝑛𝑥𝑛 + 𝑏 (2.1)

activation =

{
1 if

∑𝑛
𝑖=1 𝑤𝑖𝑥𝑖 + 𝑏 ≥ 0

0 if
∑𝑛
𝑖=1 𝑤𝑖𝑥𝑖 + 𝑏 < 0

(2.2)

A multilayer perceptron (MLP), also known as a position-wise fully connected feed-forward network,
has many nodes per layer, each activated separately. These layers can also be stacked one after the
other, meaning that the first layer’s output becomes the second layer’s input. An example of such
an architecture is Figure 2.2, where the layers between the input and output layers are called hidden
layers. Historically the activation functions of neurons in neural networks are not binary but are
sigmoids which can have values between 0 and 1. The outputs are either part of a classification or a
regression, and whether they are accurate is evaluated by a cost or loss function. The model adjusts
its weights and bias based on the outcome to reduce the loss.

1https://commons.wikimedia.org/wiki/File:Rosenblattperceptron.png [Accessed 2 November 2022]

https://commons.wikimedia.org/wiki/File:Rosenblattperceptron.png
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In Figure 2.3, a loss function for a weight is shown. At a certain weight, the loss function has a global
minimum. For the optimisation to this minimum, gradient descent is used. A gradient is the deriva-
tive of the loss with respect to the weight, 𝑑𝐿

𝑑𝑤
. To decrease the loss, the weight should move in the

direction the gradient is negative. The learning rate determines by how much the weights should be
moved. This process of determining the direction in which the weights have to move is often not as
simple. For instance, a loss function of a neural network does not only have a global minimum but
many local minima as well. Besides, neural networks do not have a single layer of nodes with weights
but have multiple layers that need to be optimised. The weights have to be optimised for all nodes,
so a gradient needs to be obtained for all nodes: 𝑑𝐿

𝑑𝑊
for𝑊 ∈ R𝑛𝑚 , where 𝑛𝑚 is the total number of

nodes. The loss is calculated as a function of the outputs: 𝐿 = 𝑓
(
y𝑜𝑢𝑡𝑝𝑢𝑡

)
. The outputs follow from

activations as a result of the summation of the product of the weights and outputs of the previous
layers: y𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑎𝑜𝑢𝑡𝑝𝑢𝑡

(
w𝑗:𝑜𝑢𝑡𝑝𝑢𝑡 , y𝑗

)
for w𝑗:𝑜𝑢𝑡𝑝𝑢𝑡 , y𝑗 ∈ R𝑛 , where 𝑗 is the last hidden layer and n

the number of nodes within the last hidden layer. By combining both functions, the derivative of the
loss with respect to the weights of the last hidden layer can be obtained. The gradients of weights in
earlier layers can be obtained similarly. This process is called backpropagation.
Batch Gradient Descent takes the average of the gradients over the entire dataset and uses the mean
gradient to update the parameters. This is impossible for large datasets as the entire dataset has to
be saved in the memory simultaneously. Stochastic Gradient Descent (SGD) updates the weights
for each training sample and can therefore be used on large datasets. The disadvantage is that the
network is trained to generalise solutions applicable to all inputs and targets. Therefore, the weights
should not be tuned based on individual training examples but on several examples. This is called
Mini Batch Gradient Descent. In this case, the number of examples per forward and backward pass
is called the batch size. A pass is called an iteration and an epoch is when all training examples go
through the network.

Figure 2.2: Architecture of deep neural network2
Figure 2.3: Gradient descent on a simple loss

function2

Software
As using deep learning became more prominent, the implementation of neural networks became
more standardised, and frameworks were designed to facilitate their usage. One of the most preva-
lent frameworks is PyTorch, (Paszke et al., 2017). This framework was designed primarily for the
programming language python. Besides providing a framework for neural networks, PyTorch has a
class called Tensor, which stores and operators homogeneous multidimensional rectangular arrays
of numbers. These Tensors can be operated on GPUs, speeding up the learning process. It also pro-
vides an autograd module, which handles the backpropagation and computes the gradients, the most
common optimisers, and standard layers and tools to develop the neural networks.

2https://www.ibm.com/cloud/learn/neural-networks [Accessed 2 November 2022]

https://www.ibm.com/cloud/learn/neural-networks
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Hardware
In general, more extensive networks are better able to perform complicated tasks. For more extensive
networks, better hardware is required. As a result, the choice in architecture design depends on the
hardware available. Not only is the application of monocular-to-stereo image view synthesis trained
and run on a server relevant. The follow-up, applying reinforcement learning to a drone in real-time,
has to be considered. From this, it follows that the sensors used to receive the input, the hardware to
train the neural network and the hardware to use the neural network in real time are most relevant.
The motivation to use stereo images instead of depth information is a result of the hardware. LIDAR,
short for "laser imaging, detection, and ranging", directly measures depth. It targets an object or a
surface with a laser and measures the time for the reflected light to return to the receiver. As a result,
it can determine ranges. Even more budget-friendly LIDAR sensors2, become a significant expense
compared to other drone components and cameras. As the navigation task will first be performed
in simulation, the network does not have to be designed with a specific drone and GPU in mind. An
architecture will be developed that can be transferred to a real drone. For this thesis, the student is
limited to the NVIDIA GeForce GTX 1080Ti (2x) to run experiments on.

2.1.2. General Developments within Computer Vision
Activation Functions
A couple of different activation functions are used in machine learning and computer vision. The
activation function introduces linearity and has two general applications in a neural network. The
first application is to activate neurons and enable the flow of information to other neurons, while
the second is to activate neurons and output the prediction. For the task of regression, the target
often has values within a range, and in such a case, the sigmoid activation function or the tangent
hyperbolic (tanh) function is used. These functions are plotted in Figure 2.4 and scale all outputs
between (0,1) and (-1,1), respectively. Both are S-shaped and push the input values to the end of their
curves.
These activation curves, however, are not useful for the neurons in a deep neural network. Bounded
activation functions become less effective after backpropagating through each hidden layer as the gra-
dients vanish. Which therefore prevents changes in the values of the weights. (Nair & Hinton, 2010)
introduced a more suitable activation function named Rectified Linear Unit (ReLU). They proposed a
gated activation that lets values through when they are larger than zero. For years ReLUs were part
of state-of-the-art architectures. (Clevert et al., 2016) introduced Exponential Linear Unit (ELU), with
an activation curve similar to ReLU, but differs in that it is non-linear and can output negative values.
This activation curve sometimes increases training speed. To prevent overfitting, network designers
often include stochastic regularisers such as applying dropout, which can lead to better accuracy. The
dropout randomly alters the activation decision through stochastic zero multiplication. The dropout
acts irrespective of the activation function, which limits the potential. (Hendrycks & Gimpel, 2016)
recognised this and proposed the Gaussian Error Linear Unit (GELU). Similar to dropout the GELU
stochastically multiplies inputs by zero or one, however, it keeps dependency upon the input value.
GELU is approximated with Equation 2.3 to decrease computational time. It is currently used in most
state-of-the-art architectures. Figure 2.5 shows the activation function of ReLU, GELU and ELU.

𝐺𝐸𝐿𝑈(𝑥) ≈ 0.5𝑥

(
1 + tanh

[√
2
𝜋

(
𝑥 + 0.044715𝑥3

)])
(2.3)

Normalisation
All layers try to learn a function that maps the input to an output within a deep neural network. They
receive their inputs from previous layers, which are also learning to map their input to an output.
As a result of training, their output and distribution of outputs change, resulting in the next layer
receiving an input with a different distribution. This distribution is new to the layer, and the layer
can not apply the learned behaviour. The change in distribution is called an internal covariance shift.
Batch normalisation, proposed in (Ioffe & Szegedy, 2015), tries to solve this by standardising the
distribution of inputs per neuron. Standardisation shifts data to a mean of 0 and a standard deviation

2https://www.garmin.com/en-US/p/557294 [Accessed 2 November 2022]

https://www.garmin.com/en-US/p/557294
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Figure 2.4: Tanh and Sigmoid activation functions
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Figure 2.5: GELU, RELU and ELU activation functions

of 1. In the case of batch normalisation, the output of the previous activation layer is subtracted from
the batch mean and then divided by the standard deviation of the batch. This batch-normalised
layer than is transformed by two trainable parameters, a mean and a standard deviation. As such
the optimum distribution of each hidden layer can be chosen. Layer normalisation, introduced by
(Ba et al., 2016), is similar in its approach to solving this distribution problem by standardising the
distribution of inputs per layer. Again the optimum distribution is chosen with trainable parameters
through gradient descent.

Optimisers
Optimising the weights of a neural network is done based on gradient descent. Better algorithms
to optimise the loss function have been developed compared to previously presented methods. Fig-
ure 2.3 shows the loss function. It should be noted that the loss function drops rapidly with large
gradients but does not at smaller gradients. To prevent the convergence of the loss function to local
minima, momentum is used. This means using the average over previous gradients to determine
the impact of the learning rate. Especially useful is the exponential moving average, as this assigns
greater weight to more recent values. The method RMSProp, by (Hinton et al., 2012), uses the ex-
ponentially weighted average method to the second moment of the gradients. It, however, lacks a
bias-correction term, which is problematic in the case of sparse gradients. An algorithm that does
work well for sparse gradients is AdaGrad (Duchi et al., 2011). (Kingma & Ba, 2015) combined the
advantages of both and created Adaptive Moment Estimation (Adam). This achieved state-of-the-art
for many years. (Loshchilov & Hutter, 2019) decoupled the optimal choice of weight decay factor
from the learning rate setting for Adam. In doing so, creating the optimiser AdamW improved the
generalisation performance of Adam. Besides using an optimiser, the learning rate is often scheduled
as weights should move less significantly after longer training durations. (Loshchilov & Hutter, 2016)
shows that a warm restart mechanism accelerates training, which means that after slowly decreasing
the learning rate, the learning rate jumps to an increased value followed by a slow decrease in the
rate. This is called cosine annealing or a cosine learning rate scheduler.

Losses and Evaluation Metrics
In the case of view synthesis, continuous values are predicted. The goal of the loss function is to
regress to a set of target values of continuous nature. The loss function, therefore, should show an
error from the prediction �̂� to the target 𝑦. Two standard functions that compute this difference are
the L2 loss and the L1 loss, displayed by Equation 2.4 and Equation 2.5, respectively. The L2 loss is
also known as the Squared Error, and aggregating this loss value over an entire dataset gives the
Mean of Squared Errors (MSE) cost function. The L1 loss is, however, known as the Absolute Error
and aggregating this loss value over an entire dataset gives the Mean of Absolute Errors (MAE). In
general, the L2 loss converges faster and oscillates less for slight differences than the L1 loss. How-
ever, it tends to over-smooth an image and has less steady gradients at more significant differences.
For the view synthesis task, the L1 loss is often used. The features advantageous to both losses can
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also be combined in Equation 2.6, known as the Smooth L1 Loss. The loss is L1 for higher values, and
for lower values, the loss is L2.

𝑓 (𝑦, �̂�) =
𝑁∑
𝑖=1

(𝑦𝑖 − �̂�𝑖)2 (2.4)

𝑓 (𝑦, �̂�) =
𝑁∑
𝑖=1

|𝑦𝑖 − �̂�𝑖 | (2.5)

𝑓 (𝑦, �̂�) =
{

1
2 (𝑦 − �̂�)

2 if|𝑦 − �̂� | < 1
|𝑦 − �̂� | − 1

2 otherwise
(2.6)

Although these functions are excellent at converging the loss and, as a result, help generate images
close to the targets, more sophisticated equations are necessary for evaluation. Noise is not beneficial
for an image and the Peak Signal-to-Noise Ratio (PSNR), in Equation 2.7, represents the amount of
noise compared to the highest RGB values. PSNR is not a suitable metric for comparing the quality
and performance over different scenes, states (Huynh-Thu & Ghanbari, 2012). The Structural Simi-
larity Index Measure (SSIM), by (Wang et al., 2004), measures the similarity of the predicted image
to the target image by analysing their distributions, with Equation 2.8. L is the dynamic range of
the pixel values, 𝑘1 = 0.01, and 𝑘2 = 0.03. Multi-Scale SSIM (MS-SSIM), by (Wang et al., 2003), sub-
samples the images to multiple stages to perform the SSIM at multiple scales. The Frechet Incep-
tion Distance (FID), by (Heusel et al., 2017), is also used to assess the image quality of generative
models. This compares their multivariate normal distributions, estimated by Inception v3 features.
Finally, the Learned Perceptual Image Patch Similarity (LPIPS) measures perceptual similarity be-
tween images. (R. Zhang et al., 2018) found that the similarity in activations of images through a
pretrained neural network is an excellent indication of perceptual similarity for the human eye. By
default, LPIPS uses a pre-trained AlexNet, by (Krizhevsky et al., 2012), or VGG, by (Simonyan &
Zisserman, 2015), as the neural network for the comparison of activations between images.

PSNR (𝑦, �̂�) = 10 log10

(
max(𝑦)2

(𝑦 − �̂�)2

)
(2.7)

SSIM (𝑦, �̂�) =

(
2�𝑦��̂� + (𝑘1𝐿)2

) (
2𝜎𝑦�̂� + (𝑘2𝐿)2

)(
�2
𝑦 + �2

�̂�
+ (𝑘1𝐿)2

) (
𝜎2
𝑦 + 𝜎2

�̂�
+ (𝑘2𝐿)2

) (2.8)

Transformers
Attention Is All You Need

by (Vaswani et al., 2017)

Natural Language Processing is the branch of computer science that uses machine learning to un-
derstand the structure and meaning of text. Language modelling and machine translation are large
subdomains within NLP. Neural sequence transduction models are used to tackle these tasks. At
the time of the publication of this paper, long short-term memory (LSTM) (Hochreiter & Schmidhu-
ber, 1997) and gated recurrent units (GRU) (Chung et al., 2014) were the state-of-the-art approaches.
These recurrent networks are combined with an attention mechanism to improve performance.
(Vaswani et al., 2017) proposes the Transformer architecture, which uses an attention mechanism
to draw global dependencies between input and output. A significant benefit is that compared to
recurrent models, this allows for more parallelisation.
For transduction learning, the output is often shifted to the right, therefore learning to predict the
following word. This prediction requires both the input, as well as previous outputs. Shared with
most competitive neural sequence transduction models, the model this paper describes also has
an encoder-decoder structure. The encoder and decoder are shown on the left and right side, re-
spectively, in Figure 2.6. The input tokens are first embedded with learned embeddings to 𝑑model-
dimensional vectors and positionally encoded as the sequential order is otherwise unknown by the
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model. Then they go through N identical Transformer layers, each consisting of a multi-head self-
attention (MSA) mechanism and an MLP. A residual connection around both parts followed by layer
normalisation is employed. The decoder requires an embedded output with positional encoding and
has N identical layers. The output first goes through a masked MSA mechanism followed by a MSA
mechanism which uses the outputs of the encoder as well. Finally, an MLP completes the layer. After
these layers, the output is linearised, and a SoftMax is applied to output probabilities.
The attention function described here maps a query and a set of key-value pairs to an output. To
do so, a compatibility function of a query with a corresponding key assigns a weight to each value.
The weighted values are then added up to an output. The queries, keys, and values are simultane-
ously packed together into matrices 𝑄, 𝐾 ∈ Rx× 𝑑𝑘 and 𝑉 ∈ Rx× 𝑑𝑣 respectively. 𝑑𝑘 is the size of the
dimensions of the queries and keys, 𝑑𝑣 is the size of the dimensions of the values and x is the data.
Equation 2.9 formulates the method, and Figure 2.8 visualises it in a block diagram. The scaling fac-
tor 1√

𝑑𝑘
is there to prevent the SoftMax function from only using extremely small gradients as a result

of large 𝑑𝑘 . In the MSA layer, the queries, keys and values are linearly projected h times in parallel.
Equation 2.9 is then applied to each of the h different projected versions. Their outputs are concate-
nated and linearly projected again, which is visualised in Figure 2.7.

Attention (𝑄, 𝐾,𝑉) = SoftMax
(
𝑄𝐾𝑇√
𝑑𝑘

)
𝑉 (2.9)

Figure 2.6: Transformer model architecture
by (Vaswani et al., 2017)

Figure 2.7: Multi-Head Attention
mechanism by (Vaswani et al., 2017)

Figure 2.8: Scaled Dot-Product
function by (Vaswani et al., 2017)

They achieved state-of-the-art on both WMT 2014 English-to-German and WMT 2014 English-to-
French translation tasks and transformers are still state-of-the-art for both tasks3 4.

An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale
by (Dosovitskiy et al., 2020)

This paper presents the Vision Transformer (ViT) and follows the architecture of the Transformer
used in NLP from (Vaswani et al., 2017) as closely as possible. Figure 2.9 shows the model architec-
ture of the Vision Transformer for image classification. Pixels in images are often significantly larger
than words in a text. This paper, therefore, proposes to use the attention mechanism on patches of
16 × 16 pixels instead of per pixel. The ViT receives images x ∈ R𝐻×𝑊×𝐶 , where 𝐻 and𝑊 make the
resolution of the original image and C, the number of channels, is three in the case of RGB. The trans-
former encoder requires patches to train on, so the images are reshaped to patches x𝑝 ∈ R𝑁×(𝑃2 ·𝐶),

3https://paperswithcode.com/sota/machine-translation-on-wmt2014-english-german [Accessed 31 October 2022]
4https://paperswithcode.com/sota/machine-translation-on-wmt2014-english-french [Accessed 31 October 2022]

https://paperswithcode.com/sota/machine-translation-on-wmt2014-english-german
https://paperswithcode.com/sota/machine-translation-on-wmt2014-english-french
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where 𝑃2 is the resolution of the image patches (16 × 16), and N is the resulting number of patches.
The patches are embedded similarly to the original Transformer. Again this is combined with an en-
coded position, as well as a classification label of the image, formulated in Equation 2.10. The patches
then go through a series of Transformer layers, identical to the one from (Vaswani et al., 2017) Finally,
an MLP outputs a class-label prediction.
This method achieved state-of-the-art on ImageNet, by (Deng et al., 2009). The ILSVRC-2012 Ima-
geNet already contains 1.3M images. The paper describes, however, that as self-attention does not
use image-specific inductive biases, it needs to learn these and requires much pre-training on even
large datasets. The model was pretrained on ImageNet-21k and JFT, by (Chollet, 2017; Hinton et
al., 2015), with respectively 14M and 303M images. The size of the ViT-Base, ViT-Large, and ViT-
Huge are also significant, with 86 million, 307 million and 632 million parameters. These models are
trained on TPU v3 hardware, which the hardware available for the thesis cannot compete with.

Figure 2.9: Vision Transformer Model architecture for image classification by (Dosovitskiy et al., 2020)

z0 =
[
xclass; x𝑝,1E; x𝑝,2E; · · ·; x𝑝,𝑁E

]
+ Epos , E ∈ R(𝑃2 ·𝐶)×𝐷 , E𝑝𝑜𝑠 ∈ R(𝑁+1)×𝐷 (2.10)

Swin Transformer: Hierarchical Vision Transformer using Shifted Windows
by (Z. Liu et al., 2021)

This is another fundamental paper showing the significant potential of transformers within computer
vision. It addresses the two main problems of ViT: (1) scaling the network with increased image size
becomes exponentially expensive computation-wise, which limits the applicability to datasets with
high-resolution images and (2) the lack of local attention to images. As such, it proposes a hierarchi-
cal Transformer whose representation is computed with Shifted windows (Swin).
Hierarchical structures are seen in CNNs. After a convolutional layer, the input size is quartered
(halved horizontally and halved vertically) by a pooling layer. Consequently, the kernels of the follow-
ing convolutional layer explore portions of the picture that are four times as large, even though the
kernel size is the same. By not applying all transformers to patches of the entire image but instead
applying them to patches of smaller windows, local attributes can be learned. Merging neighbouring
windows and increasing the size of patches lets the network learn regional attributes, and repeat-
ing this process lets the network learn global attributes. This structure is shown on the left side of
Figure 2.10, while the structure of the ViT is shown on the right side. As this structure enables the
network to learn local and global attributes, it can be applied as a general-purpose backbone for im-
age classification and dense recognition tasks.
A shifted window approach is used to counteract the problem that local attributes may bridge neigh-
bouring windows and are therefore overlooked by the network. Within the same hierarchical layer
succeeding windows are shifted to form new windows with patches that have not applied attention
to each other. This is visualised in Figure 2.11.
In Figure 2.12, the model architecture is shown. Like ViT, the input images are split into patches
and treated like tokens. For the input layer, the patch size Swin uses is 4 × 4, and the RGB values
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Figure 2.10: Hierarchical feature maps compared to constant
feature maps by (Z. Liu et al., 2021)

Figure 2.11: Shifted windows approach for self-attention by
(Z. Liu et al., 2021)

are concatenated, resulting in a feature dimension per patch of 48. Again similar to ViT, a linear
embedding layer is applied. The MSA module of the ViT has a quadratic computational complexity
with increased resolution. The exact formula without accounting for SoftMax computation is given in
Equation 2.11. With a consistent patch size, increases in height and width result in more patches. The
self-attention increases quadratically as all new patches are attended to by all patches. In the case of
a multi-head self-attention in non-overlapped windows (W-MSA) module, with a consistent window
size, the number of windows will increase linearly with increases in height and width. This formula
is given in Equation 2.12 with M being the window size. Besides this change, the Swin Transformer
block is identical to the ViT Transformer block.

Figure 2.12: Multipurpose Swin Transformer model architecture by (Z. Liu et al., 2021)

Ω (MSA) = 4ℎ𝑤𝐶2 + 2 (ℎ𝑤)2 𝐶 (2.11)

Ω (W-MSA) = 4ℎ𝑤𝐶2 + 2𝑀2ℎ𝑤𝐶 (2.12)

In the next Transformer block, the W-MSA is replaced by the multi-head self-attention in the non-
overlapped shifted windows (SW-MSA) module to learn local attributes that overlap neighbouring
windows in the layer before. In the second stage of the hierarchical architecture, a patch merging
layer is introduced. This layer merges 2 × 2 neighbouring patches by concatenating them, which
increases the dimensionality by four. Through a linear layer, the patch merging layer halves the di-
mensionality, thus increasing the patch area by four and the number of channels by two. Stage 2
continues with two successive Swin Transformer blocks. Stages 3 and 4 also have a patch merging
layer followed by successive Swin Transformer blocks. Stage 3 has six blocks instead of two. Instead
of encoding the position bias at the patch embedding, Swin encodes it directly in the attention layer,
with Equation 2.13. The query, key and value matrices are 𝑄, 𝐾,𝑉 ∈ R𝑀2 × 𝑑𝑘 with 𝑑𝑘 being the query
and key dimension and 𝑀2 the number of patches in a window. The relative position along each axis
lies in the [−𝑀 + 1, 𝑀 − 1] range. A bias matrix �̂� ∈ R(2𝑀−1)×(2𝑀−1) is parameterised where 𝐵 takes
values from �̂�.
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Attention (𝑄, 𝐾,𝑉) = SoftMax
(
𝑄𝐾𝑇√
𝑑𝑘

+ 𝐵
)
𝑉 (2.13)

For both the pre-training, training and fine-tuning, the AdamW optimiser is employed, and a cosine
decay learning rate scheduler with a linear warm-up is used. Fine-tuning, however, uses significantly
lower learning rates. Concluding, the Swin Transformer achieved state-of-the-art performance on
COCO object detection by (T.-Y. Lin et al., 2014) and ADE20K semantic segmentation by (B. Zhou
et al., 2017).

End-to-End for Pixel-wise Predictions Networks
ViT and Swin Transformer propose very detailed encoder architectures but are brief about their de-
coder. (Z. Liu et al., 2021), proposes an architecture capable of making per-pixel predictions with
excellent performance. Improvements can be made with a more flashed-out and better decoder. Pa-
pers that propose architectures specialised for per-pixel predictions are discussed next.

Fully Convolutional Networks for Semantic Segmentation
by (Long et al., 2015)

This is the first paper to present an end-to-end trained neural network for pixel-wise predictions.
They introduce the "skip" architecture to combine deep, coarse information and shallow, fine, appear-
ance information. Their architecture is shown in Figure 2.13. The encoder consists of conventional
convolutional layers with pooling layers. For the decoder, they use in-network upsampling, more
specifically, deconvolution filters. The idea behind the skip connections is that the encoder encodes
different kinds of information at different levels. Fine details and local attributes can be encoded in
the upper levels. However, due to the reduced size of the lower-level layers, these can not be encoded
here, while more global features are encoded at these lower levels as larger parts of the images are
visible to the kernels. For per-pixel predictions, the details in the upper and lower levels are rele-
vant. Therefore, the information encoded at the various encoder levels are relevant to the output.
The pooled layers of the encoder are added to the upsampled layers of the decoder to connect all
levels of the encoder to the decoder. Thus combining the coarse and finer details. Which is shown in
Figure 2.14

Figure 2.13: End-to-end architecture for pixel-wise
predictions by (Long et al., 2015)

Figure 2.14: Implementation of the skip connection in (Long
et al., 2015)

U-Net: Convolutional Networks for Biomedical Image Segmentation
by (Ronneberger et al., 2015)

This paper builds upon the previous paper but modifies and extends the structure. Their architec-
ture is shown in Figure 2.15. Their implementation of the skip connection is different because they
propose to concatenate instead of adding up the pooling and upsampling layer. After the concate-
nation, the output is linearised to the dimensions of the upsampling layer. Their upsampling layer
also differs; they use a trainable upsample layer, followed by a convolutional layer with a kernel size
of 2. The pooling layer of the encoder has a larger size than the upsampling layer of the decoder
and is therefore cropped. They argue that this is beneficial due to the loss of border pixels in every
convolution. The other convolutional layers have a kernel size of 3.
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Figure 2.15: U-net architecture for pixel-wise predictions by
(Ronneberger et al., 2015)

Figure 2.16: Swin-Unet architecture pixel-wise
predictions by (Cao et al., 2021)

Swin-Unet: Unet-like Pure Transformer for Medical Image Segmentation
by (Cao et al., 2021)

This paper is the first to integrate the Swin Transform block into the previously discussed U-Net ar-
chitecture. Figure 2.16 shows the architecture and immediately many similarities are clear between
the two. Both contain an encoder, bottleneck and decoder, with skip connections directly connecting
the encoder and decoder. Following (Z. Liu et al., 2021), a patch size of 4 × 4 is used for the patches,
which are embedded to an arbitrary dimension C. Until the bottleneck, the structure of Swin Trans-
former blocks followed by Patch Merging blocks is identical, except that all layers contain two Swin
Transformer blocks. Whereas the decoder of the U-Net uses up-convolution for upsampling from
one hierarchical layer to the next, followed by convolutional layers, this paper proposes to use patch
expansion to transition to the following hierarchical layer and Swin Transformer blocks instead of the
convolutional layers.
As previously explained, the patch merging layer merges neighbouring patches into a large patch,
which keeps the same dimensionality except for doubling the number of channels. The patch expand-
ing layer tries to do the opposite by splitting one patch into 2 × 2 neighbouring patches, each with
half the number of channels compared to the original patch. Finally, the patches are expanded by the
patch size to scale to the original image resolution, which is 4 × 4. Similar to the U-Net, the skip con-
nections concatenate the output from the encoder with the output of the decoder. However, a linear
layer is used to reduce and match the dimensions to that of the patch-expanding layer. It should also
be noted that the skip connections are present at 1/4, 1/8 and 1/16 of the image resolution compared to
skip connections being present at 1/1, 1/2, 1/4 and 1/8 of the image resolution.
A recent paper, (A. Lin et al., 2022), also integrated the Swin Transformer in a U-Net. Their architec-
ture, DS-TransUNet, uses a dual-scale encoding mechanism: two parallel hierarchical structures with
patch embedding performed with different patch sizes. A Transformer Interactive Fusion Module
combines the feature representation of the different structures at the same hierarchical layer. The
decoder is similar to that of the Swin-Unet. The DS-TransUNet is superior in image segmentation
compared to Swin-Unet and other transformer U-net architectures.

2.1.3. Adjacent Fields of Research
Besides the general developments in computer vision, there are adjacent research fields with papers
containing goals overlapping with ours. Specifically of interest are the choice of datasets, data treat-
ment and processing techniques, the proposed architectures and how they are benchmarked. First,
the datasets will be discussed in general, followed by monocular depth prediction and the appli-
cation of self-supervision in this field. Afterwards, the view synthesis field will be reviewed, and
finally, the development of geometry-free approaches in this field will be discussed.
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Datasets
Datasets are fundamental to the task objective and often influence architecture designs. They are a
means to an end. Middlebury, (Scharstein et al., 2001) contributed the first attempt to standardise
a dataset for stereo disparity estimation, which could be used to characterise the performance of
different algorithms. The dataset is small for today’s standards. MPI Sintel, (Butler et al., 2012), in-
troduced a synthetic dataset for this goal. It was sourced from an animated 3D movie and provided
dense ground truth. KITTI was originally introduced in 2012, (Geiger et al., 2012), and extended in
2015, (Menze & Geiger, 2015). It contains stereo images from real road scenes, and ground truth is
obtained with LIDAR but sparse. Some objects, such as cars, have point clouds from CAD models
to provide denser groundtruth. Cityscapes, (Cordts et al., 2016), contains real road scenes as well.
Its groundtruth is partly labelled at pixel level and partly sparse. (Mayer et al., 2016) provides three
synthetic datasets. The first is FlyingThings3D, which has 25,000 stereo frames and includes ran-
domly placed objects in a three-dimensional space. The second dataset is named Monkaa, and like
MPI Sintel includes an animated 3D movie. The stereo images contain nonrigid and softly articulated
motion, making algorithms challenging. Finally, they created a dataset inspired by KITTI containing
synthetic road scenes. NYU Depth V2, (Silberman et al., 2012), contains indoor RGBD images. It is
a good benchmark for the task of monocular depth estimation. However, it does not contain stereo
images. CamVid, (Brostow et al., 2009), is similar in that it only provides RGBD images without
stereo information. Their images were taken from road scenes. Two other datasets in the literature
are RealEstate10K, (T. Zhou et al., 2018), which contains 10 million frames from 80,000 video clips
capturing many real estates, both indoor and outdoor. The relative camera poses are known, and as
such, they can be used for view synthesis. ACID, (A. Liu et al., 2021), contains coastline imagery, in a
similar format as RealEstate10K. All previous discussed dataset are organised within Table 2.1

Table 2.1: Datasets used in adjacent fields of research

Dataset Type Size Stereo Vision Depth Synthetic

Middlebury Indoor Small Stereo Dense Real
(Scharstein et al., 2001)
MPI Sintel 3D Animated Medium Stereo Dense Synthetic
(Butler et al., 2012) Movie

CamVid Road Small Monocular Dense Real
(Brostow et al., 2009)
NYU Depth V2 Indoor Medium Monocular Dense Real
(Silberman et al., 2012)

KITTI Road Large Stereo Sparse (LIDAR) Real
(Geiger et al., 2012) + Dense (3D Model Objects)
Cityscapes Road Large Stereo Sparse (LIDAR) Real
(Cordts et al., 2016) + Dense (3D Model Objects)

FlyingThings3D Random Objects Large Stereo Dense Synthetic
(Mayer et al., 2016) in 3D
Monkaa 3D Animated Medium Stereo Dense Synthetic
(Mayer et al., 2016) Movie
Driving Road Medium Stereo Dense Synthetic
(Mayer et al., 2016)

RealEstate10K Real Estate Very Large Monocular No Real
(T. Zhou et al., 2018)
ACID Coastline Very Large Monocular No Real
(A. Liu et al., 2021)

Monocular Depth Prediction
The research on monocular-to-stereo view synthesis is rather lacking. The likely reason for the lack of
research in this domain is that its use case is significantly more limited than other larger subdomains.
The interest of this thesis in this topic follows from the specific application of deep reinforcement
learning for monocular vision-based drones. Therefore to find relevant papers, other subdomains
are thoroughly examined. Monocular depth prediction is the subdomain that shares many similar-
ities with monocular-to-stereo view synthesis. More specifically, the category of monocular depth
prediction that is self-supervised by being trained on stereo images. Self-supervision is a way of
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training a neural network that does not require the ground truth of the to-be-predicted information,
instead training on other information that can be related to the predicted information. For monocular
depth prediction, stereo images are a good substitute to train on due to the disparity between the
two images inversely correlating to the depth. This section continues by dissecting several papers
and judging which components of these papers should be adopted. The discussion is done per paper,
and the starting point will be a well-known paper that standardises the performance analysis on the
KITTI dataset.

Depth Map Prediction from a Single Image using a Multi-Scale Deep Network
by (Eigen et al., 2014)

This paper starts by expressing the practicality of monocular depth estimation over stereo depth
estimation. The task of monocular depth estimation can not rely on geometry and is therefore in-
herently ambiguous. The paper proposes a new approach for estimating depth from a single image.
The presented network consists of two component stacks. The first one is a coarse-scale network
that estimates the depth of global structures, while the second one is a fine-scale network that can
refine the predictions of the coarse-scale network to incorporate finer-scale details. In Figure 2.17,
this architecture is visualised. Within the coars=scale network, the lower and middle layers consist
of convolutional and pooling layers, while the upper layers are fully connected. Their model was
pretrained on ImageNet. The local fine-scale network only has convolutional layers and a pooling
layer at the first stage. The output of the course-scale network is concatenated with the output of the
first fine-scale layer, which has an equal spatial size. The coarse-scale network is trained first. After-
wards, the local fine-scale network is trained, with the coarse-scale network being excluded from the
backpropagation.
This paper also sets the standard for how to use the KITTI dataset. They use 56 scenes from the "city",
"residential", and "road" categories of the raw data. Half of these scenes were used for training and
the other half for testing. Besides, the images are downsampled by half from 1224 × 368 to 612 ×
184. The depth for this dataset is captured by a rotating LIDAR scanner and is therefore sampled
at irregularly spaced points. They choose to match each pixel of the image to the depth nearest to
that pixel. The LIDAR scanner only provides that to the bottom part of the image, however the entire
image is fed to the network for additional context. The training set has 800 images per scene. Shots
in which the car is stationary are excluded to avoid duplicates. They also use both left and right
RGB cameras, but the images are treated as unassociated. The Eigen Split therefore ends up with a
training set of 20,000 unique images.

Figure 2.17: Model architecture for monocular depth estimation by (Eigen et al., 2014)

Besides presenting the first end-to-end depth prediction network and standardising the KITTI dataset,
they also standardised the baselines used to determine the performance of the depth prediction.
These followed from prior work and are the following:
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Self-Supervised Monocular Depth Prediction
The following three papers came out less than a year apart from each other. They are similar in what
they achieve and how they achieve it.

Deep3D: Fully Automatic 2D-to-3D Video Conversion with Deep Convolutional Neural Networks
by (J. Xie et al., 2016)

Self-supervised learning, in the context of monocular depth estimation, is learning on either stereo
images or sequential images from a monocular video. In this case, the performance of the monocular
depth estimation is of interest. For this thesis, however, the interest is in outputting the other image
from stereo pairs. As is this paper and their method relied on a warping function and, by doing so,
developed an architecture nearly identical to one required to do self-supervised learning for monocu-
lar depth estimation. They use an internal probabilistic disparity representation to render the image,
similar to (Flynn et al., 2016). The loss function is a pixel-wise regression function that compares the
predicted right view from the actual left view to the actual right view. This method is differentiable
and, therefore, can be used in deep neural networks. This representation is similar to a disparity map
but also naturally handles in-painting.
The input image is first downscaled and then goes through a series of convolutional layers. Deconvo-
lutional layers are applied to the feature maps between each convolutional layer. This increases the
feature maps to the original resolution. In a future step, a selection layer is applied that combines the
output with the original image and as such creates a predicted image. Consequently, this means that
the feature maps are similar to disparity maps. This paper states that it is possible to upsample the
feature maps from the convolutional layers as disparity maps usually have less high-frequency con-
tent than the original colour image. A convolution is done on the sum across all up-sampled feature
maps, followed by a SoftMax layer. Each feature map from this convolution represents the probabil-
ity of a specific disparity across the image. The selection layer uses this accordingly and thus predicts
the output right view.
This method does not require depth information. Therefore they are able to train on a large library
of 3D movies. The network is based on VGG16, (Simonyan & Zisserman, 2015), a for then large con-
volutional network trained on ImageNet. It is initialised with VGG16 weights and two randomly
initialised fully connected layers.
As far as the writer knows, this is the first algorithm to train directly on stereo pairs and not use
depth maps. The fascinating part of this paper is the ablation studies it does. It compares the Mean
Average Error without the selection layer to the Mean Average Error with the selection layer. The
architectures had scores of 7.01 and 6.87, respectively. Although the selection layer reduces the er-
ror, the difference between the errors is promising. They state they directly regress on the novel
view without internal disparity presentation and selection layer. This implies that a geometry-free
monocular-to-stereo image view synthesis is possible.

Unsupervised CNN for Single View Depth Estimation: Geometry to the Rescue
by (Garg et al., 2016)

This paper, published in the same year, is another fundamental paper to the monocular depth estima-
tion community. It is the first paper that uses self-supervision on the KITTI dataset and benchmarks
its depth prediction capabilities. Their CNN encoder takes an image and predicts an inverse depth
(disparity), which then is combined with the other image in an inverse warping resulting in a warped
image. This image is compared to the original image with a reconstruction error. After which the
weights of the network are updated. This process is shown in Figure 2.18. The three significant parts
of this method are the CNN encoder, the inverse warping and the loss function. They use an L2 loss
for their reconstruction error, as shown in Equation 2.14, with D𝑖 being the disparity maps. As such,
the disparity maps are parameterised to be a non-linear function of the input image and weights of
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the CNN encoder. For backpropagation to be possible, the warped image needs to be linearised us-
ing Taylor expansion. The encoder contracts, expands, and has skip connections, inspired by (Long et
al., 2015). As the groundtruth depth ranges between 1 and 50 meters, they fix their prediction range
from 1 to 50 meters. Finally, they do not use data augmentation techniques.

Figure 2.18: Model architecture for self-supervised monocular depth estimation by (Garg et al., 2016)
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Unsupervised Monocular Depth Estimation with Left-Right Consistency
by (Godard et al., 2017)

The third paper is again similar to the previous one and almost feels like a continuation. It improves
upon the flaws of the previous papers. It is also the only paper to acknowledge both previous papers
and compare what they did well and what could be improved. This work uses bilinear sampling, by
(Jaderberg et al., 2015), where the output pixel is the weighted sum of four input pixels, to generate
fully differentiable images. The disparity maps are created at four scales, each doubling in spatial
resolution. Their encoder architecture is different again and inspired by DispNet (Mayer et al., 2016).
The previous paper generates a warped image from the disparity from the left image combined with
the right image. This paper proposes a left-right consistency check. It predicts the left-to-right dis-
parity map, as well as the right-to-left disparity map from one original image. With the disparity
maps and the original images, warped images for both left and right are generated and included in
all losses. Instead of using deconvolutions in their architecture to output disparities, they use upsam-
pling followed by a convolution, which is the change (Ronneberger et al., 2015) proposes compared
to (Long et al., 2015). They combine an L1 with a single scale SSIM, (Wang et al., 2004), for their re-
construction loss. Besides, they experiment with implementing Resnet50, (K. He et al., 2016), for their
encoder.
They introduce data augmentation for self-supervised monocular depth estimation as well. They ran-
domly flip the images horizontally and swap their left-right position. Besides, colour augmentation is
done randomly with gamma, brightness and colour shifts for the individual channels.
The main datasets they evaluate their model on are KITTI (Geiger et al., 2012) and Make3D (Saxena
et al., 2009). In the case of the KITTI, two test splits are used to compare to previous work. The first
split is the standard KITTI split. The evaluation is done on 200 high-quality disparity images, which
cover a total of 28 scenes, while training is done on 29,000 images with lower-quality disparity images
as CAD models are used. The other split is the Eigen Split, proposed by (Eigen et al., 2014), which
has 697 test images covering 29 scenes. For training, they use 22,600 images and 888 images for vali-
dation, similar to (Garg et al., 2016). They note that depth values are present for less than 5% of the
pixels, while the rotation of the Velodyne, the vehicle’s motion and motion of surrounding objects,
and occlusion at object boundaries, result in errors. They achieve better results than previous papers
and dedicate this to their loss function, which enforces the consistency between the predicted depth
maps.

Single View Stereo Matching
by (Luo et al., 2018)

As discussed before, (J. Xie et al., 2016) does not generate disparity maps but maps similar to a dispar-
ity map. To use their architecture, this paper proposes to apply stereo matching to the synthesised
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right image and the original left image. Until this point, stereo matching has not been discussed in
the literature review. The goal of stereo matching is to match the individual pixels of the two stereo
images, which outputs the disparity map. Integrating this after the selection module is visualised in
Figure 2.19. This architecture enables self-supervised learning by first predicting a synthesised right
image and afterwards creating a disparity map and a depth map. This order is reversed compared to
previous self-supervised monocular depth prediction papers while achieving excellent results.

Figure 2.19: Model architecture for self-supervised monocular depth by (Luo et al., 2018)

Papers following have achieved better results by implementing GANs (Aleotti et al., 2019; Pilzer et al.,
2018), cyclic learning (Pilzer et al., 2018) or the use of sequential monocular images instead of stereo
images (Godard et al., 2019). Finally, last year, a paper was published that leads the monocular depth
estimation on KITTI Eigen split unsupervised division of paperswithcode5:

Excavating the Potential Capacity of Self-Supervised Monocular Depth Estimation
by (Peng et al., 2021)

This paper does many things well. Their performance gains follow mainly from a novel data aug-
mentation approach, self-distillation application and an efficient full-scale network. The usage of
stereo images reduces the data augmentation options. For instance, translation is impossible as the
direction of disparity is not horizontally aligned anymore, and scaling is impossible as the conver-
sion from disparity to depth changes. Their data augmentation method, data grafting, applies to
stereo images. As shown in Figure 2.20, new images are created by combining the top part of one
image with the bottom part of another. When done for both stereo images, it does not disturb the
disparity between the stereo images. The images are chosen from the same batch, and the size differ-
ence between the top and bottom is varied randomly. (Van Dĳk & De Croon, 2019) proved that the
essential feature learned by a neural network for monocular depth estimation is the relation between
the height at which an object is located within the image and the depth of that object to the camera.
Data grafting can prevent the neural network from only learning this feature by flipping the top and
bottom images, which leads to significant performance gains.

Figure 2.20: Illustration of data grafting by (Peng et al., 2021)

View Synthesis
Another field of research relevant to this literature review is that of view synthesis. Predicting both
existing and novel views is central to this domain. These views are generally synthesised with ex-
plicit geometric relations within the model. Improvements in the larger computer vision domain
have enabled the emergence of geometry-free approaches. The first paper discussed, actually, implic-
itly uses geometric relations, but afterwards, the field discovers better performance by using warping
mechanisms.

5https://paperswithcode.com/sota/monocular-depth-estimation-on-kitti-eigen-1 [Accessed 27 October 2022]

https://paperswithcode.com/sota/monocular-depth-estimation-on-kitti-eigen-1


2.1. Literature Overview 46

(Tatarchenko et al., 2016) describes a method to synthesise a novel view of an object from a single
image and a desired new viewpoint. Their architecture is shown in Figure 2.21. They encode an im-
age with convolutional and pooling layers and combine this with an angle of the desired viewpoint
encoded by fully connected layers. Finally, the decoder uses up-convolutional layers. This method
learns a 3D representation of a single object implicitly. In a previous paper, they proved a network’s
ability to learn a 3D representation of different chairs in (Dosovitskiy et al., 2015). Now they changed
their architecture and proved it for more complicated objects. They do perform some qualitative anal-
ysis, but no benchmarks are done. (T. Zhou et al., 2016) is inspired by this architecture and develops
a network able to predict appearance flow instead of direct pixel generation. The disparity is the ap-
pearance flow in stereo vision. They use bilinear sampling from (Jaderberg et al., 2015) to obtain the
synthesised view similar to (Godard et al., 2017). They also apply their model on the KITTI dataset
and compare the MAE of their network to (Tatarchenko et al., 2016). Again direct pixel generation is
inferior to a warp function.

Figure 2.21: Model architecture for view synthesis by (Tatarchenko et al., 2016)

Therefore, subsequent papers in multi-view image synthesis designed architectures that took ad-
vantage of more extensive scene representations and more complicated warping functions. The
scene representation LDI (Shade et al., 1998), was used in (Tulsiani et al., 2018) to predict a 3D rep-
resentation. Similar to what (Luo et al., 2018) did by adding a stereo matching algorithm to (J. Xie
et al., 2016) (Tulsiani et al., 2018) also added a stereo matching algorithm to their architecture and
compared their results. They could not get state-of-the-art depth predictions, but their results were
competitive. With the paper by (Tucker & Snavely, 2020), this new research field of monocular view
synthesis saw much maturity. Their scene representation is MPI (T. Zhou et al., 2018). They started
benchmarking their depth estimation on the KITTI dataset and comparing the synthesised views on
image quality by using PSNR and SSIM. They evaluate the results at two different sizes: 384 × 128
and 1240 × 375. 22 images of the city category were trained on. Left or right images were randomly
taken. The test sequence has 1079 image pairs. Five per cent is cropped at the edges as many artefacts
are here. They also compare occluded pixels specifically. (J. Li et al., 2021) improved results again by
replacing the MPI with NERF (Mildenhall et al., 2020).
Further improvements were made by not only using spacial extrapolation but extrapolation over time
as well (Y. Zhang & Wu, 2022). This is possible as the sequence of images within the KITTI dataset
is known over time. As far as the writer is aware this is the current state-of-the-art. Some recent
architectures also included modules specifically for occlusion handling (C. Zhang et al., 2022) and
loss functions at a feature level instead of at a pixel level (C. Zhang et al., 2023).

Geometry-Free View Synthesis
Geometry-Free View Synthesis: Transformers and no 3D Priors

by (Rombach et al., 2021)

The conditional synthesis task domain focuses on generating images with non-spatial information
and spatial information. Controlling both enables the generation of images with specific character-
istics. Non-spatial information is defined in object classes, while segmentation structures spatial
information. (Esser et al., 2021) developed an architecture for this task. However, their architecture
can be generalised and applied to the view synthesis domain. The architecture is inspired by VQ-
VAE, (van den Oord et al., 2017). However, it uses a GAN, (Goodfellow et al., 2020), instead of a VAE,
(Kingma & Welling, 2013). The architecture is shown in Figure 2.22. In (Rombach et al., 2021), they
applied their previous work to novel view synthesis. They were most interested in whether a model
requires 3D priors to synthesise novel views in more complicated environments compared to basic
environments such as in (Tatarchenko et al., 2016). The datasets for these novel view synthesis tasks
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are RealEstate10K, (T. Zhou et al., 2018) and ACID, (A. Liu et al., 2021). Their application requires a
single image, meaning the novel view synthesis is extrapolated.

Figure 2.22: VQGAN architecture for geometry-free view synthesis by (Esser et al., 2021)

Six different levels of geometric image warping are proposed to test the need for geometric infor-
mation. Three are explicit geometric transformations, and the others are implicit. For the implicit
transformation, to prove that the geometric information is encoded, depth has to be able to be ex-
tracted. This is achieved by linear probing, (M. Chen et al., 2020), a technique commonly used to
study the feature quality of networks trained in an unsupervised manner. The idea is that a position-
wise linear classifier can be trained to predict the latent representation of a layer in a depth encoder
from an equal-sized layer in the original transformer model. As a result, it can be determined with
what quality depth is encoded and in what layer depth is encoded best. This paper concludes that no
geometric priors are required, and their model can implicitly learn three-dimensional relations be-
tween images. The explicit transformations do not improve the performance significantly. However,
for small viewpoint changes, compression artefacts dominate the error.

Scene Representation Transformer: Geometry-Free Novel View Synthesis Through Set-Latent
Scene Representations
by (Sajjadi et al., 2021)

As the previous work notes, although the quality of the synthesised views is high, their method cre-
ates individually sampled frames, meaning that artefacts are not consistent over multiple frames.
This paper, (Sajjadi et al., 2021), is intrigued by the model’s lack of required geometric informa-
tion. The goal of this paper differs from the other one in that they want to generate a series of new
poses from a collection of images from the same scene. This collection is encoded with their posi-
tion through a CNN. The CNN outputs embedded patches that go through an encoder consisting of
multiple transformer blocks. They call the output a set-latent scene representation. This becomes the
input for the key and values of the multi-head attention layer of the decoder, with the query taking
a ray corresponding to the pixel to be rendered. The architecture is shown in Figure 2.23, and entire
scenes can be generated from the shared set-latent space representation. This task can both be used
for interpolation, for example, in the Street View dataset and can be trained directly to do semantic
segmentation of novel views. Their architecture, however, has a some limitations. Firstly, the L2 loss
for instance craetes blurriness for more complex datasets. Secondly, they require larger datasets due
to the lack of geometric inductive biases. Finally, they note that for small translations models that
have geometric inductive biases work better.

2.1.4. Discussion
The leading development seen in the broader computer vision domain is the increased use of neural
networks and the size of these networks. These developments are clear when presenting the state-
of-the-art within the domain and with the relevant subdomains. Techniques, such as network reg-
ulation and training scheduling, generally are more advanced in the broader vision domain. Layer
normalisation and AdamW have yet to make their way to the view synthesis domain. As far as the
writer is aware, the Swin Transformer has also not been applied to this field. Many techniques are
available that will slightly improve the network’s performance at the cost of increased model size.
Some might also increase the latent space, which makes it less suitable for the navigational task of the
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Figure 2.23: SRT architecture for geometry-free view synthesis by (Sajjadi et al., 2021)

next chapter. Therefore VAEs, GANs or self-distillation are not implemented. Performance measur-
ing of reconstruction realism has seen significant standardisation in the last few years, which helps
determine the value of our contributions.

2.2. Research Plan
Following the extensive literature review, a research plan can be decided on. The goal to perform
geometry-free monocular-to-stereo image view synthesis seems feasible, and encoding depth infor-
mation and environmental cues in the latent space seems realistic.

Dataset
A dataset should be defined to measure the ability of the architecture to perform the view synthesis.
Firstly, to understand the value and limitations of architecture, the stereo images within the dataset
should be equally as or more complicated than that of the stereo imagery obtained by a drone in
a simulation. Secondly, a comparison to other architectures would be of use to judge the competi-
tiveness of this architecture and if this path is worth further pursuing. Therefore datasets that other
researchers use to test their architectures quantitatively on, with competing results are preferred.
These two reasons result in selecting KITTI, (Geiger et al., 2012), as the chosen dataset. The KITTI
dataset includes left images, right images and depth information.
The literature provides roughly three different splits. The KITTI split, (Geiger et al., 2012), the Eigen
split, (Eigen et al., 2014) and a split we will call the Tulsiani split, (Tulsiani et al., 2018). The KITTI
and Eigen split are used for monocular depth prediction, both supervised6 and self-supervised7. The
Tulsiani split is used for view synthesis. To compare our results, we must similarly use the splits
and follow the same routines. However, the Eigen split uses 22,600 training image pairs, whilst the
Tulsiani split is limited to 6000 image pairs in training. As our network is trained end-to-end without
implicit geometric understanding, it is assumed that a larger dataset to train on is more beneficial
to our architecture compared to our counterparts. Therefore we will consider two cases. During
the first case, the model is trained on the 6000 image pairs originally available in the Tulsiani split.
The other one is pre-trained on the Eigen split, modified to exclude test images from the Tulsiani
split. Ideally, the training and testing are done on images with the original resolution provided by
KITTI, which is R1280×384. However, the images are often scaled down in literature for computational
purposes, resulting in quicker learning processes. Besides, (Tulsiani et al., 2018) defines a resolution
not seen for monocular depth estimation and that papers following their split sometimes do not
adhere to. The Tulsiani split downsizes the original resolution by three whilst shortening the width
by 5% on both sides. This results in images of R384×128.

6https://paperswithcode.com/sota/monocular-depth-estimation-on-kitti-eigen [Accessed 20 November 2022]
7https://paperswithcode.com/sota/monocular-depth-estimation-on-kitti-eigen-1 [Accessed 20 November 2022]

https://paperswithcode.com/sota/monocular-depth-estimation-on-kitti-eigen
https://paperswithcode.com/sota/monocular-depth-estimation-on-kitti-eigen-1


2.2. Research Plan 49

2.2.1. Architecture
As the dataset is defined, the architecture can be specified. U-Net, (Ronneberger et al., 2015), and
Swin-Unet, (Cao et al., 2021), are elegant architectures that produce pixel-wise predictions and are
trained end-to-end. The U-net was originally proposed as a non-symmetrical architecture with an
encoder receiving larger images than the decoder produces. Swin-Unet, however, in its presented
design, is symmetrical. For the sake of computational efficiency and practicality concerning the rein-
forcement learning model, the architecture proposed here is also symmetrical. Therefore both ends
of the network are identical in size, with input, output ∈ R𝑊×𝐻×3 with W and H being the image
width and height, respectively. For the simple case, from which the architecture will be further de-
veloped, the receiving image is the left image, and the predicted image is the right one from a stereo
couple. The left image first goes through the encoder, followed by the bottleneck and finally through
the decoder, resulting in a predicted right image. As a result, the basic architecture should look like
Figure 2.24.

Figure 2.24: Simple end-to-end architecture for pixel-wise predictions

For the sake of clarity, the U-net and Swin-Unet architectures are redrawn in a corresponding style
to better showcase their relevant components and differences. They are shown in Figure 2.25 and
Figure 2.26, respectively. Although (Cao et al., 2021) claim to have based their Swin-Unet architecture
on the U-net architecture, from (Ronneberger et al., 2015), there are, surprisingly, some significant
differences. In their respective first layer, the U-Net directly applies a convolutional layer to the in-
put increasing the dimensions from R𝑊×𝐻×3 to R 𝑊× 𝐻×𝐶 with C being the number of channels. For
Swin-Unet, the first layer performs patch embedding. Consequently, the input resolution is directly
divided by the size of the patches. In their case, they use a patch size of four, equivalent to the orig-
inal Swin design, (Z. Liu et al., 2021), resulting in the output of the embedding layer being R𝑊

4 × 𝐻
4 ×𝐶 .

These dimensions are unchanged after the consecutive Swin Transformer blocks. As a result of trying
to follow the U-Net closely, a skip connection is present directly after the first layer. However, the
skip connection of the U-Net has a resolution four times larger than Swin-Unet.
Following this first layer, the U-Net has four subsequent hierarchical layers, whereas the Swin-Unet
has only three. Consequently, the Swin-Unet has only three instead of four skip connections. In ad-
dition, the resolution of the data in the bottleneck of the Swin-Unet is smaller with R𝑊

32× 𝐻
32×8𝐶 , com-

pared to the resolution of the data in the bottleneck of the U-Net with R𝑊
16×

𝐻
16×16𝐶 . Noting these differ-

ences, the latent space of the U-Net, which includes four skip connections and the bottleneck, all have
a larger resolution than their counterpart.
Therefore some changes to the architecture of Swin-Unet are proposed. Henceforth, the architecture
including these changes will be called Swin-U-Net. The first change is an additional skip connection
at the highest resolution. As patch embedding reduces the size, this connection takes the input image.
This skip connection will have dimensions R𝑊×𝐻×3 compared to the dimensions of the skip connec-
tion in the U-Net architecture of R 𝑊× 𝐻×𝐶 . The second change is to reduce the patch size from four
to two, creating layers of equivalent size to U-Net. This new Swin-U-Net architecture is shown in
Figure 2.27.
This architecture still needs to be tailored to monocular-to-stereo image view synthesis. Most liter-
ature for self-supervised learning does a left-to-right prediction. Most literature for view synthesis
does, however, train in both directions. Besides the increased training set, our case has an extra ben-
efit. The network has to be trained with knowledge of the direction of translation. Therefore before
the network receives this information, it cannot execute a shift but can only encode the original infor-
mation and a bidirectional disparity or a unitless depth. Inspired by (Tatarchenko et al., 2016) and
(T. Zhou et al., 2016), the information to determine which way the image should warp to is given in
the bottleneck. If this was given at the start of the encoder or was not given at all, the warp could
already be performed in the first layer. Consequently, the following layers encode the warped image,
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Figure 2.25: Redrawn U-net architecture for pixel-wise
predictions

Figure 2.26: Redrawn Swin-Unet architecture for pixel-wise
predictions

meaning that the depth information is already lost in the bottleneck. This limits the capability of the
reinforcement learning algorithm significantly. Provided these augmentations, the architecture of the
geometry-free monocular-to-stereo image view synthesis network is shown in Figure 2.28.

Figure 2.27: Proposed Swin-U-Net architecture for pixel-wise
predictions

Figure 2.28: Proposed Swin-U-Net architecture for
monocular-to-stereo image view synthesis

For other architectures that are tested, such as the U-Net architecture, the identity token is integrated
similarly. A fully connected layer is used to reduce the dimensions of the combined skip connection
and upsampled layer to the original number of channels. During the upcoming analysis, when the
skip connections are removed, and the architecture is trained from the start, the layers are not com-
bined, and the fully connected layer is removed. However, when certain skip connections are tested,
the skip connection tensor is replaced by a tensor of equal size consisting of zeros only.
As one of the primary goals of the monocular-to-stereo image view synthesis is to encode depth, the
encoder should be tested on its ability to predict depth. One way is to swap out the decoder of the
architecture and replace it with a decoder that outputs a depth image. The weights and biases of the
encoder will remain fixed. This architecture is shown in Figure 2.29. Depth could also be predicted
in a self-supervised manner. The first way would be to use a warp function, similar to (Garg et al.,
2016) and (Godard et al., 2017). This architecture is shown in Figure 2.30. Finally, a stereo matching
network could be used, similar to (Luo et al., 2018). This architecture is visualised in Figure 2.31.
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Figure 2.29: Swin-U-Net architecture for direct monocular depth estimation

Figure 2.30: Swin-U-Net architecture with a warping
mechanism for self-supervised monocular depth estimation

Figure 2.31: Swin-U-Net architecture with stereo matching for
self-supervised monocular depth estimation

2.2.2. Implementation Details
The model is implemented with (Paszke et al., 2017). Regarding the training regime, some details
have to be specified. The Smooth L1 Loss, from Equation 2.6, is used for the loss function. It seems
to cover both advantages of the L1 and L2 loss. The cosine learning rate scheduler, (Loshchilov &
Hutter, 2016), was implemented in ViT, (Dosovitskiy et al., 2020) and follow-up papers. Therefore
it is implemented here as well. The optimizer (Z. Liu et al., 2021) uses is AdamW, (Loshchilov &
Hutter, 2019), which we will continue using. All parameter values not specified in this paper can be
assumed to be adopted from (Z. Liu et al., 2021). The data augmentation regime is partially taken
over from (Godard et al., 2019) and (Peng et al., 2021). The code for horizontal flipping and colour
augmentation, which include random changes to brightness ∈ (0.8, 1.2), contrast ∈ (0.8, 1.2), saturation
∈ (0.8, 1.2) and hue ∈ (−0.1, 0.1), was used from the former. In contrast, the code for data grafting was
used from the latter. The Swin Transformer uses windows for its multi-head attention mechanism.
As a consequence, the image size should be such that image size % window size = 0. This holds for the
deeper layers of the model, so image size

patch size·22 % window size = 0. Images from the KITTI dataset (Geiger
et al., 2012) at one-fourth of the original resolution are R320×96. The previous formula is correct at
this image height for a window size of 6. The image is padded on both sides by 32 to create an image



2.2. Research Plan 52

width of 384, which also works for the deeper layers with a window size of 6. Standard training is
done on 60 epochs, of which the first 10 are for warm-up. For batch size selection, there is a trade-off
between learning stability and occupation of memory on the GPU. A batch size of 8 was selected as a
result.

2.2.3. Experiments
With all the ingredients listed, the model can be assembled. This will be done slowly with unit tests
and general tests for bugs. When the network is developed, the dataset is in place, augmentations can
be performed, training can be scheduled, and certain experiments can be performed.
The first experiment is shown in Table 2.2. It is to benchmark the proposed architectures on recon-
struction realism. The first architectures tested are U-Net and Swin-Unet, as described in Subsec-
tion 2.2.1. The Swin-U-Net follows this. The first configuration has a patch size of 2, and the second
configuration has a patch size of 4. The training split that will be used at first is the Eigen split, as
this dataset is large and therefore reflects the network’s capabilities better. The metrics to measure
reconstruction realism are PSNR, SSIM, and LPIPS.

Table 2.2: Benchmark the proposed architectures for monocular-to-stereo image view synthesis on reconstruction realism

Architectures: 1. U-Net 2. Swin-Unet 3. Swin-U-Net 4. Swin-U-Net
patch size = 4 patch size =2

Dataset: KITTI
Image Resolution: 320 × 96
Training Split: Eigen Split
Metrics: PSNR SSIM LPIPS
Loss: Smooth L1 Loss

This experiment is relevant to the feasibility of implementing this architecture in a RL algorithm.
Therefore this experiment is already performed. The developed architectures are trained on Nvidia
GeForce GTX 1080 Ti. Training a single architecture for 60 epochs can take around five days. As
such, not all suggested architectures and experiments were trained and tested at the time of writing.
Table 2.3 shows the results of this experiment. Looking at these results, it can be concluded that
Swin-U-Net achieves better reconstitution realism than U-Net and Swin-Unet. It should be noted
that the difference with the original Swin-Unet is quite significant, which might be the result of the
different image sizes. Reducing the patch size also seems to aid performance significantly on all
metrics. Compared to U-Net, the LPIPS metric’s performance is the most impressive of the Swin-U-
Net, which is the most accurate reconstruction realism metric.

Table 2.3: Results of the proposed architectures for monocular-to-stereo image view synthesis on reconstruction realism

Configuration PSNR ↑ SSIM ↑ LPIPS ↓
U-Net 21.365 0.787 0.0977
Swin-Unet𝑏 (original) 20.396 0.730 0.1798
Swin-U-Net (updated with patch size = 4) 21.317 0.783 0.1077
Swin-U-Net (updated with patch size = 2) 21.604 0.797 0.0947

Worth inspecting is the latent space size when considering the preferred architecture for the navi-
gational task. Table 2.4 presents figures regarding the latent space’s size and the entire network’s
parameter count. The U-Net has by far the largest latent space size, mostly due to its highest skip
connection. The Swin-Unet, in comparison, has a latent space size ten times smaller. It can also be
noted that the addition of skip connections does not impact the number of trainable parameters. An
architecture that does not include skip connections would also be significantly smaller and, therefore,
might be more efficient for the navigational task.
The impact of the skip connections is also relevant, as these will be part of the latent space connected
to the reinforcement learning model discussed in Chapter 3. First, the network will be trained with-
out skip connections. This is followed by training an architecture with the deepest skip connection.
Afterwards, the second deepest skip connection is added, and the entire architecture is trained from
scratch again until all skip connections are present. This experiment is shown in Table 2.5.
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Table 2.4: Latent space size of the proposed architectures

Configuration Feature Channels in Layer 1 Space (H × W) × C Total Size Parameters

Bottleneck (6 × 24) × 896 0.13M
Skip connection 1/8 (12 × 48) × 448 0.26M
Skip connection 1/4 (24 × 96) × 224 0.52M
Skip connection 1/2 (48 × 192) × 112 1.03M
Skip connection 1/1 (96 × 384) × 56 2.06M +

U-Net 56 4.00M 27.2M

Configuration Patch Size Embed Dimension Space (H × W) × C Total Size Parameters

Bottleneck (3 × 12) × 768 0.03M
Skip connection 1/16 (6 × 24) × 384 0.05M
Skip connection 1/8 (12 × 48) × 192 0.11M
Skip connection 1/4 (24 × 96) × 96 0.22M +

Swin-Unet (original) 4 96 0.41M 27.8M

Bottleneck (3 × 12) × 768 0.03M
Skip connection 1/16 (6 × 24) × 384 0.05M
Skip connection 1/8 (12 × 48) × 192 0.11M
Skip connection 1/4 (24 × 96) × 96 0.22M
Skip connection 1/1 (96 × 384) × 3 0.11M +

Swin-U-Net (updated) 4 96 0.53M 27.7M

Bottleneck (6 × 24) × 768 0.11M
Skip connection 1/8 (12 × 48) × 384 0.22M
Skip connection 1/4 (24 × 96) × 192 0.44M
Skip connection 1/2 (48 × 192) × 96 0.88M
Skip connection 1/1 (96 × 384) × 3 0.11M +

Swin-U-Net (updated) 2 96 1.77M 27.6M

Table 2.5: Ablation studies on the impact of the skip connections in both training and testing for monocular-to-stereo image
view synthesis on reconstruction realism

Included skip connection: 1. - 2. 1/8 3. 1/8 and 1/4 4. 1/8, 1/4
and 1/2

Architecture: Swin-U-Net (patch size = 2)
Dataset: KITTI
Image Resolution: 96 × 320
Training Split: Eigen Split
Metrics: PSNR SSIM LPIPS
Loss: Smooth L1 Loss

More quantitative analyses can be done on skip connections. A completely trained network will
be tested in Table 2.6 by including individual skip connections in different runs. Following certain
skip connections and even the bottleneck are excluded. The goal of this study is also to support the
qualitative results from the analysis of the different parts of the architecture with statistics about
reconstruction realism. The qualitative results aim to show the function of each layers in the architec-
ture.

Table 2.6: Ablation studies on the impact of the skip connections after training in testing for monocular-to-stereo image view
synthesis on reconstruction realism

Included skip connection: 1. - 2. 1/8 3. 1/4 4. 1/2 5. 1/1

Excluded skip connection: 6. w/h bottleneck 7. 1/8 8. 1/4 9. 1/2 10. 1/1

Architecture: Swin-U-Net (patch size = 2)
Dataset: KITTI
Image Resolution: 96 × 320
Training Split: Eigen Split
Metrics: PSNR SSIM LPIPS
Loss: Smooth L1 Loss
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These experiments are also already performed although partly as training architectures from scratch
is time-consuming. The most relevant configuration was excluding all skip connections and noting
the difference in performance. As shown in Table 2.7, it achieves 21.446, 0.787 and 0.1198 for PSNR,
SSIM and LPIPS, respectively. Although worse than including all skip connections, it achieves com-
parable results to U-Net in PSNR and SSIM. This indicates that it is an interesting architecture to use
for the navigation task. Other things to note in this table are the seemingly little contribution of the
skip connection at 1/8 to the performance and the low performance of the architecture only using the
first skip connection and not using the first skip connection at all.

Table 2.7: Results of Experiment 1-6 and Experiment 1-7

Configuration during training Configuration during testing PSNR ↑ SSIM ↑ LPIPS ↓
Excl. all skip connections Excl. all skip connections 21.446 0.787 0.1198

Incl. all skip connections Incl. bottleneck 6.994 0.038 0.7225
Incl. all skip connections Incl. skip connections 1/8 7.249 0.037 0.6785
Incl. all skip connections Incl. skip connections 1/4 12.842 0.292 0.4543
Incl. all skip connections Incl. skip connections 1/2 15.888 0.440 0.3056
Incl. all skip connections Incl. skip connection 1/1 6.594 0.024 0.7263

Incl. all skip connections Excl. bottleneck 15.840 0.491 0.3741
Incl. all skip connections Excl. skip connections 1/8 20.876 0.779 0.1014
Incl. all skip connections Excl. skip connections 1/4 17.430 0.534 0.3063
Incl. all skip connections Excl. skip connections 1/2 11.855 0.355 0.3382
Incl. all skip connections Excl. skip connection 1/1 4.554 0.069 0.6182

Incl. all skip connections Incl. all skip connections 21.604 0.797 0.0947

Looking at a test example, Figure 2.42 shows the original right image and Figure 2.43 shows the pre-
dicted right image. The results are relatively similar. Figure 2.32 shows the output of the bottleneck,
and Figure 2.33 shows the output without the bottleneck. Although the colouring is done well, a lot
of the detail is missing from this image, and the alignment also seems incorrect, indicating that depth
is encoded here. Looking at the skip connection at 1/8 and corresponding figures, Figure 2.35 and
Figure 2.34, its contribution seems minor, as the results earlier already indicated. The skip connection
at 1/4 with corresponding figures, Figure 2.37 and Figure 2.36 seem to encode some of the depth as
well.

Figure 2.32: Predicted right image without skip connections Figure 2.33: Predicted right image without the bottleneck

Figure 2.34: Predicted right image including the skip
connection at 1/8

Figure 2.35: Predicted right image excluding the skip
connection at 1/8

Figure 2.36: Predicted right image including the skip
connection at 1/4

Figure 2.37: Predicted right image excluding the skip
connection at 1/4
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The skip connection at 1/2 with corresponding figures, Figure 2.39 and Figure 2.38 show that the
general colouring is done in this layer. The outputs that only include the skip connection show some-
what realistic colouring, while the output excluding the skip connection shows a saturated version
of the correct image. Finally, the skip connection at 1/1 with corresponding figures, Figure 2.41 and
Figure 2.40 indicate that fine colouring is done in this layer.

Figure 2.38: Predicted right image including the skip
connection at 1/2

Figure 2.39: Predicted right image excluding the skip
connection at 1/2

Figure 2.40: Predicted right image including the skip
connection at 1/1

Figure 2.41: Predicted right image excluding the skip
connection at 1/1

Figure 2.42: Original right image Figure 2.43: Predicted right image

Following those experiments, now experiments will be stated that have not been performed yet, but
will be necessary to draw strong conclusion from this research. The first experiment that will be
done is to benchmark against state-of-the-art architectures. The experiment is stated in Table 2.8. The
Swin-U-Net architecture with a patch size of 2 is expected to be the best-performing architecture
from the first experiment and will be used for all succeeding experiments. It will be trained on the
original Tulsiani split at first, and afterwards, the architecture will be pre-trained on the Eigen split
that excludes images that are part of the test set of the Tulsiani split. The image resolution is changed
to match that of other architectures, and PSRN, SSIM, and LPIPS will be used, following the other
papers.

Table 2.8: Benchmark the proposed architectures for monocular-to-stereo image view synthesis on reconstruction realism

Training Split: 1. Tulsiani Split 2. Tulsiani Split + pre-training

Architecture: Swin-U-Net (patch size = 2)
Dataset: KITTI
Image Resolution: 384 × 128
Training Split: Tulsiani Split
Metrics: PSNR SSIM LPIPS
Loss: Smooth L1 Loss

After benchmarking, ablation studies can be performed to measure the impact of certain design
choices. As proposed in Table 2.9, the first ablation study measures the impact of the applied data
augmentation techniques. These include colour augmentation and image flipping. However, bi-
directional training is specifically of interest instead of training to predict from left to right. Besides,
due to the novelty of data grafting, the impact of this augmentation technique is also studied.
The second ablation study is about the impact of the loss function, shown in Table 2.10. The model
will be trained on an L1 Loss, an L2 Loss and a Smooth L1 Loss. Besides, it is noted that other litera-
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Table 2.9: Ablation studies on the impact of the applied data augmentation techniques to the KITTI dataset for
monocular-to-stereo image view synthesis on reconstruction realism

Augmentation 1. Colour 2. Image 3. Bi-directional 4. Data grafting
Techniques: augmentation flipping training

Architecture: Swin-U-Net (patch size = 2)
Dataset: KITTI
Image Resolution: 320 × 96
Training Split: Eigen Split
Metrics: PSNR SSIM LPIPS
Loss: Smooth L1 Loss

ture sometimes combines one of these losses with a perceptual loss. As we identify LPIPS as the best
measure of reconstruction realism, this is the perceptual loss that we will use.

Table 2.10: Ablation studies on the impact of the loss function for monocular-to-stereo image view synthesis on reconstruction
realism

Loss: 1. L1 Loss 2. L2 Loss 3. Smooth L1 Loss 4. Smooth L1 Loss
+ LPIPS

Architecture: Swin-U-Net (patch size = 2)
Dataset: KITTI
Image Resolution: 320 × 96
Training Split: Eigen Split
Metrics: PSNR SSIM LPIPS

The following ablation study is about the importance of choosing the right dataset. The Swin-U-Net
architectures are likely better for larger disparities than U-Net because of its global attention mech-
anism. The dataset could therefore influence the performance significantly. The KITTI dataset with
the Eigen Split will therefore be compared to another dataset. It was decided not to use Cityscapes
due to its similarities to KITTI. MPI Sintel could be an interesting dataset. However, as this dataset
is synthetic, we could develop a new synthetic dataset with images from a stereo vision camera on a
drone in a simulation environment defined in Chapter 3. The experiment is shown in Table 2.11.

Table 2.11: Ablation studies on the impact of the dataset for monocular-to-stereo image view synthesis on reconstruction
realism

Dataset: 1. KITTI 2. Not yet defined, could be self-generated
Training Split: Eigen Split

Architectures: 1. U-Net 2. Swin-U-Net
patch size =2

Image Resolution: 320 × 96
Metrics: PSNR SSIM LPIPS
Loss: Smooth L1 Loss

Finally, as described earlier, it is interesting to understand the network’s ability to encode depth and
therefore predict depth. In the following experiment, the performance is benchmarked in Table 2.12.
Although it is expected that training directly on depth information might lead to better results than
stereo matching, stereo matching will be used to measure the performance. This is because the quali-
tative results they provide are of higher quality, and the quantitative results following stereo match-
ing are, therefore, more relevant to the combined discussion. The stereo matching network used is
(Yamaguchi et al., 2014). This is the same algorithm as (Tucker & Snavely, 2020) uses. The metrics
that will measure depth estimation performance are the standard Eigen split metrics, from (Eigen
et al., 2014). Analysis of the impact of the skip connections is of interest again. Therefore these exper-
iments will be done again, but while measuring depth performance. The experiments are shown in
Table 2.13 and Table 2.14.
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Table 2.12: Benchmark the proposed architecture for monocular-to-stereo image view synthesis extended with stereo
matching on depth estimation

Architecture: Swin-U-Net (patch size = 2)
Stereo Matching: SPS-Stereo
Dataset: KITTI
Image Resolution: 192 × 640
Training Split: Eigen Split
Metrics Abs Rel Sq Rel RMSE RMSE log 𝛿 < 1.25 𝛿 < 1.252 𝛿 < 1.253

Loss: Smooth L1 Loss

Table 2.13: Ablation studies on the impact of the skip connections in both training and testing for monocular-to-stereo image
view synthesis extended with stereo matching on depth estimation

Included skip connection: 1. - 2. 1/8 3. 1/8 and 1/4 4. 1/8, 1/4
and 1/2

Architecture: Swin-U-Net (patch size = 2)
Dataset: KITTI
Image Resolution: 96 × 320
Training Split: Eigen Split
Metrics Abs Rel Sq Rel RMSE RMSE log 𝛿 < 1.25 𝛿 < 1.252 𝛿 < 1.253

Loss: Smooth L1 Loss

Table 2.14: Ablation studies on the impact of the skip connections after training in testing for monocular-to-stereo image view
synthesis extended with stereo matching on depth estimation

Included skip connection: 1. - 2. 1/8 3. 1/4 4. 1/2 5. 1/1

Excluded skip connection: 6. w/h bottleneck 7. 1/8 8. 1/4 9. 1/2 10. 1/1

Architecture: Swin-U-Net (patch size = 2)
Dataset: KITTI
Image Resolution: 96 × 320
Training Split: Eigen Split
Metrics Abs Rel Sq Rel RMSE RMSE log 𝛿 < 1.25 𝛿 < 1.252 𝛿 < 1.253

Loss: Smooth L1 Loss

2.3. Conclusion
In conclusion, this chapter extensively discusses the topic of geometry-free monocular-to-stereo im-
age view synthesis, which involves predicting a stereo pair from a monocular view using neural
networks without 3D priors. The chapter starts with a literature overview that covers three themes,
namely the historical context of computer vision, general developments in computer vision and artifi-
cial intelligence, and research adjacent to the topic. The chapter brings these themes together in a dis-
cussion, and a research plan is proposed that outlines the goals, methods, experiments, and datasets
involved in the study. The preliminary results are also presented and discussed, highlighting the
potential impact of the research on the application of neural networks to deep reinforcement learning.
Overall, this chapter provides valuable insights into the current state of research on geometry-free
monocular-to-stereo image view synthesis and sets the stage for further studies in this area.



3
Deep Reinforcement Learning for

Monocular Vision-Based Drones
trained with Stereo Vision

The previous chapter, Chapter 2, concluded that geometry-free monocular-to-stereo image view
synthesis is feasible and performs well. Different architectures were proposed that could be trained
end-to-end, and depth and environmental cues are encoded in the latent space of these architectures.
This chapter is the stepping stone to integrating the neural networks in a reinforcement learning al-
gorithm for monocular vision-based drones. First, a literature overview is presented, followed by
a research plan. The literature overview is composed of three themes. The first theme presents the
current application of deep reinforcement learning in Subsection 3.1.1. It demonstrates the versatility
of deep reinforcement learning and the fundamental strength of the components. The goal of this
theme is not to update the reader on techniques relevant to this thesis but to get into the mindset of
how to view deep reinforcement learning. The second theme is the use of reinforcement learning for
drone navigation, described in Subsection 3.1.2. An overview of the driving objectives, the primary
simulation environments and popular reinforcement learning agents will be discussed. Finally, the
more general theme of vision-based deep reinforcement learning approaches is discussed in Subsec-
tion 3.1.3. This section contains an overview of vision-based simulation environments and discusses
different design elements of deep reinforcement learning architectures. Following the literature re-
view, the research plan is presented in Section 3.2.

3.1. Literature Overview
3.1.1. Deep Reinforcement Learning in Today’s World
Reinforcement learning (RL) is the field of making decisions over time through consequences. An
agent tries to maximise the expected cumulative reward, 𝑅 = E [∑𝑡 𝑟𝑡], in an environment by learn-
ing an optimal policy, 𝜋(ℎ𝑡), to take actions, 𝑎𝑡 ∈ 𝒜, from observations, 𝑜𝑡 ∈ 𝒪, with real-valued
reward, 𝑟𝑡 , and the interaction history, ℎ𝑡 for discrete steps t = 1, 2, ..., n. It often includes a discount
factor, 𝛾 ∈ (0, 1), within the expected cumulative reward. In the case of a Markov decision process
(MDP), the states, 𝑠𝑡 ∈ 𝒮, follow directly from observations. This process, where the agent performs
actions impacting the environment, but decided based on states and rewards from the environment,
is schematically shown in Figure 3.1. Often a problem is non-Markovian such as the partially ob-
servable Markov decision process (POMDP). In such a case, the observations only provide partial
information about an unobserved state. Domain knowledge is required for such problems to define
the set of hidden states and observation probabilities. Deep learning can represent and track hidden
states without much domain knowledge. Deep Reinforcement Learning (DRL) uses neural networks
to compress extensive state representations to a manageable representation for the reinforcement
learning algorithm.
DRL has proven to be a powerful tool in creating artificial intelligence. Its application is societal-wide,
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Figure 3.1: Information flow of reinforcement learning algorithms

seen in computer applications, but also in the automation and optimisation of jobs, systems and
institutions. At the forefront of development, DeepMind has paved the way for creative and inspiring
applications. First, by learning artificial intelligence to play Atari video games, followed by more
complex games. Their DRL algorithms received global attention by beating the best professionals in
chess1 and Go2. Back then, both games were perceived as too complicated and creative for artificial
intelligence to ever be competitive in. Humans observe their environment through their sensors.
These include their eyes, their ears, and their noses. This information is processed, and together with
memory, the human continuously performs actions and interacts with the environment. To a certain
degree, deep reinforcement learning operates similarly. It can convert an extensive environment into
concrete actions and evaluate the quality of such actions. The earlier breakthroughs showed that
creativity could be thought through incentivising exploration while optimising for performance,
making DRL perfect for creative problem-solving.
(Mnih et al., 2013) is one of the most influential papers regarding DRL. They showed the capabilities
of these algorithms with improved computational power. The simulation environments they chose
to showcase their algorithms on were Atari 2600 games from the Arcade Learning Environment.
These games provide highly-dimensional sensory inputs and clearly defined action spaces. Due to
the recognised potential of deep reinforcement learning following this paper, attempts were made
to standardise protocols and have benchmarks to measure the performance of different algorithms.
OpenAI Gym, (Brockman et al., 2016), is the most successful attempt to standardise the practices.
They only provide the environments, but not the learning agents. The benchmarks measure the per-
formance through sample complexity and final performance. Their tool is for research, not for compe-
tition, so researchers have to describe how they achieved their scores. To standardise and centralise
reinforcement learning algorithms, OpenAI Baselines, (Dhariwal et al., 2017), was introduced. This
was further improved with Stable-Baselines, (Hill et al., 2018), which includes a unified structure for
all algorithms, more complete documentation and state-of-the-art algorithms such as SAC, (Haarnoja
et al., 2018), and TD3, (Fujimoto et al., 2018). The same developers further improved the backend
in (Raffin et al., 2021), which they called Stable-Baselines3. They extensively benchmarked all their
algorithms on Atari games and continuous control PyBullet envs.

3.1.2. Reinforcement Learning for Drone Navigation
By now, reinforcement learning is a mature field of study. There are many attempts to standardise
environments, benchmarks and learning agents. However, unexpectedly no such attempts were
made in the autonomous navigation of the Unmanned Aerial Vehicle subdomain. No benchmarks
are present, and new architectures and research do not slightly alter existing architectures but are
often fundamentally novel. With such diversity of research, structure concerning the presentation
of these papers is lacking. However, recently, (AlMahamid & Grolinger, 2022) provided a systematic
review of this field of study, providing a place or manual from which essential papers can be found,
and new papers can build.

Autonomous Unmanned Aerial Vehicle navigation using Reinforcement Learning: A systematic
review

by (AlMahamid & Grolinger, 2022)

This paper aims to help researchers select the right algorithms for their problem and categorise pa-

1https://www.bbc.com/news/technology-42251535 [Accessed 22 November 2022
2https://www.bbc.com/news/technology-35785875 [Accessed 22 November 2022]

https://www.bbc.com/news/technology-42251535
https://www.bbc.com/news/technology-35785875
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pers in the different navigational problems. 159 relevant papers were found. One of the things they
do in this paper is to explain reinforcement learning and different reinforcement learning algorithms.
Previously they did a general analysis on all reinforcement learning algorithms in (AlMahamid &
Grolinger, 2021).
The architectures of navigation tasks for drones that use a reinforcement learning agent are designed
as shown in Figure 3.2. Drones can access devices that obtain scenery images, depth map images, lo-
calisation information and more. This data is used to determine reward information and calculate the
reward. Besides, it provides a state that is also given to the agent. This provides an action, which can,
for example, be a movement command or location information. This paper divides this navigation
task into four. There is an objective, a resulting framework, the simulation software and an algorithm.
The four drone navigation objectives that use DRL are UAV control, obstacle avoidance, path plan-
ning and flocking. These are further divided into sub-objectives. Obstacle avoidance and path plan-
ning are of most interest to this thesis, as the monocular-to-stereo image view synthesis likely adds
the most benefit in these scenarios. Path planning has two main types: global path planning and lo-
cal path planning. Global path planning plans from start to destination, whereas local path planning
plans from waypoint to waypoint while keeping track of the destination. Besides, a division can be
made in algorithms that use map-based navigation and algorithms that are mapless but require GPS
or IMU.
From this, the objective of the software framework is established. These objectives are the follow-
ing: energy-aware UAV navigation, path planning, flocking, vision-based frameworks and transfer
learning. Specifically, the vision-based frameworks are of interest, as this thesis also intends to use
the cameras as a primary means of navigation. They discuss the need for a recurrent neural network
to capture relations over time. Papers that used vision-based frameworks are, (Akhloufi et al., 2019;
Andrew et al., 2018; L. He et al., 2020; Singla et al., 2021).
The simulation software requires a reinforcement learning agent, a UAV flight simulator and a 3D
graphics engine. As a flight simulator, a Robot Operating Systems (ROS) (Quigley et al., 2009) inte-
grated with Gazebo (Koenig & Howard, 2004), and Microsoft AirSim (Shah et al., 2018). are primarily
used; see Figure 3.3. The 3D Graphics Engine often depends on the flight simulator, and the primary
graphics engines for AirSim is the Unreal Engine (Karis & Games, 2013). There is simulation soft-
ware that combines both, such as MATLAB. AirSim is an open-source photo-realistic simulator with
a tightly coupled physics and rendering engine. This results in limited simulation speeds, which
limits the application of reinforcement learning. ROS has a high-fidelity physics engine, and Gazebo
is used in many competitions for its simulated environments. However, it is limited in its rendering
capabilities, especially by today’s standards.

Figure 3.2: Information flow of reinforcement learning algorithms for
UAVs by (AlMahamid & Grolinger, 2022)

Figure 3.3: Distribution of simulation software
used by papers that use reinforcement learning for

UAVs by (AlMahamid & Grolinger, 2022)
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The reinforcement learning algorithms can be divided into three classes, as (AlMahamid & Grolinger,
2021) did. The first class is limited in the number of states and has a discrete action space. The sec-
ond class is not limited in the number of states but still has a discrete action space. The final class is
not limited in the number of states and has a continuous action space. A discrete action space has a
limited number of actions which can be selected. In contrast, a continuous action space provides a
range from which the algorithm can select any number of actions.
The first class consists of two algorithms: Q-Learning, (Watkins & Dayan, 1992) and SARSA, (Rum-
mery & Niranjan, 1994). Within Q-Learning, a Q-table has values for every possible combination of
an action and state, which is updated by using the Bellman equation to obtain the action with the
highest reward after every play. SARSA has a similar Q-table but uses an already-known next action
to update the table.
The second class consists primarily of deep neural network variants of Q-Learning and SARSA. In its
simplest form, the states are reduced by, for example, fully connected layers to an output of equal size
to the action space. The output then corresponds to the Q-values for each action, (Mnih et al., 2013).
More advanced algorithms compensate for overestimating the importance of the highest Q-value by
DQN. Double DQN, (Van Hasselt et al., 2016), for instance, introduces policy and target networks.
These kinds of algorithms cannot be used in the case of a continuous action space.
For the third class, a parameterised policy has to be learned to maximise an expected summation
of discounted rewards. This is considered a maximisation problem, so similar to supervised learn-
ing, a gradient descent method can be used. The reward function looks like Equation 3.1, with state
visitation probability 𝜙𝜋� , state-value 𝑉𝜋, and action-value function 𝑄𝜋, when following stochastic
policy 𝜋� and is called the policy gradient theorem. The agents learn two policies: a target policy
� (𝑎 |𝑠) and a behaviour policy 𝛽 (𝑎 |𝑠) for learning the value function and choosing the action, respec-
tively. An algorithm is on-policy when the target policy collects the training sample and calculates
the expected reward. In the off-policy case, the behaviour policy obtains the training sample, while
the target policy calculates the expected reward. Algorithms that solely focus on improving gradient
descent performance are called policy-based algorithms. Trust Region Policy Optimization (TRPO),
(Schulman et al., 2015), and Proximal Policy Optimization (PPO), (Schulman et al., 2017) are such
algorithms that have seen use in the drone navigation domain as well. Both are on-policy, and the
gradient descent is formalised like Equation 3.2. The off-policy case is formalised like Equation 3.3
and is called the off-policy gradient theorem. Actor-Critic algorithms make use of off-policy, where
the Actor is used to find the optimal policy 𝜋� and the Critic to estimate the value function 𝑄𝜋� . De-
terministic Policy Gradients (DPG), (Silver et al., 2014), Deep Deterministic Policy Gradient (DDPG),
(Lillicrap et al., 2015), Twin Delayed Deep Deterministic (TD3), (Fujimoto et al., 2018), change the
stochastic policy to a deterministic policy. This changes the reward function to Equation 3.4 and the
gradient to Equation 3.5. Soft Actor-Critic (SAC), (Haarnoja et al., 2018) adds the entropy to the max-
imisation. Actor-Critic with Experience Replay (ACER), (Wang et al., 2016) as the name indicates,
uses experience replay. Finally, Asynchronous Advantage Actor-Critic (A3C), (Mnih et al., 2016), Ad-
vantage Actor-Critic, (Mnih et al., 2016) (A2C), Actor-Critic with Kronecker Factored Trust Region
(ACKTR), (Wu et al., 2017) differentiate themselves as they are trained in a distributed manner with
multiple agents working in parallel.

𝐽 (𝜋�) =
∑
𝑠∈𝑆

𝜌𝜋� (𝑠)𝑉𝜋� (𝑠) =
∑
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3.1.3. Vision-Based Deep Reinforcement Learning
The navigation framework most relevant to us, as defined by (AlMahamid & Grolinger, 2022), is the
vision-based framework. Therefore the general vision-based DRL domain is explored for additional
content. First other simulation environments are discussed, followed by a sequence of papers, on the
one hand explaining the usage of auxiliary tasks in this domain and the other hand further investigat-
ing DRL in relation to Vision-Based drone navigation.

Simulation Environments
As the previous decade crossed its halfway point, DRL was tested in more complicated environ-
ments for more complicated tasks. The navigational task received interest at the time, and DeepMind
Lab, (Beattie et al., 2016), also known as Labyrinth, was developed. This three-dimensional environ-
ment was designed for artificial intelligence and machine learning systems and inspired by the game
Quake III Arena. Reinforcement learning is natively integrated into DeepMind Lab, and the render-
ing uses OpenGL, (Shreiner, Group, et al., 2009). It is a first-person game with textures that are often
dynamic and supports continuous motion. The learning agents learn to navigate through randomly
generated mazes. These mazes consist of rooms and corridors, and an agent receives a reward upon
finding apples and portals. Besides the rewards, the agent receives velocity, images and depth infor-
mation, which is given in an RGB-D format with a resolution of R84×84 at each timestep. The action
space of this agent consists of 17 discrete actions and includes control movements, looking and tag-
ging. Four types of levels can be generated. The first one consists of static maps for fruit gathering.
The second types are static maps as well. They are used to train for navigation. The starting point is
always randomised within these maps, and the location of the goal can be fixed or randomised. The
third variant contains maps generated at the start of each episode. These maps test the ability of the
agent to strategise and explore new environments. The final type contains laser-tag levels, in which
bots are tagged and are supposed to imitate Quake III Arena gameplay.
The previous environment is for navigation purposes. However, the MuJoCo physics engine, (Todorov
et al., 2012), is not. Its relevancy is its continuous action space, which architectures can take advan-
tage of. The two outputs are two real number vectors: mean vector � and scalar variance 𝜎2, creating
a multidimensional normal distribution with a spherical covariance. A linear layer provides the
mean vector, and a SoftPlus layer provides the scalar variance.
(AlMahamid & Grolinger, 2022) discussed both AirSim (Shah et al., 2018), and ROS, (Quigley et al.,
2009). It, however, did not discuss Flightmare, (Song et al., 2020). Likely, due to the novelty and its
limited use in literature, for now. Flightmare is a flexible quadrotor simulator. Its two main com-
ponents are a configurable rendering engine and a flexible physics engine for dynamics simulation.
It has a large multi-modal sensor suite and an API for reinforcement learning. This paper gives a
demonstration by using deep reinforcement learning and collision-free path planning. Flightmare
offers the ability to control photo-realism from low fidelity to high fidelity and can simulate sen-
sor noise. On the physics side, the user controls the complexity of dynamics, from basic quadrotor
models to advanced rigid-body dynamics. Besides, simulation can be performed in parallel, which
enables fast data collection and training. This is important, especially for deep reinforcement learn-
ing. OpenAI Gym, (Brockman et al., 2016), wrappers are provided by the simulator. They state that
OpenAI baselines, (Dhariwal et al., 2017), are integrated for reinforcement learning algorithms, al-
though they refer to Stable-Baselines, (Hill et al., 2018) in their paper. This would be beneficial as this
contains SAC and TD3. Besides, Flightmare is quite new, so patch updates including integration with
Stable-Baselines3, (Raffin et al., 2021) are expected.
The novelty of this simulation environment means that the full capabilities of this framework have
yet to be explored. (Loquercio et al., 2021a) showed some of the capabilities and came out of the same
research group. Their objective is to fly autonomously through a complex environment by purely
relying on vision and onboard computing. Although their objective is similar to this research, their
approach significantly differs by using stereo matching and imitation learning from a privileged
expert. This means that while training, the privileged expert requires full terrain knowledge and,
consequently, has to have a zero-shot transfer from simulation to reality. For this, they require a series
of simulation environments where the images obtained by the onboard cameras are as diverse as
and similar to reality. They tested their algorithm in dense forests, snow-covered terrains, derailed
trains and collapsed buildings and achieved good performance. The Flightmare simulator was used
with the RotorS Gazebo plugin, (Furrer et al., 2016), and the rendering engine Unity, (Juliani et al.,
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2018). Their environments were developed with off-the-shelf obstacles from the Unity environment
3. These obstacles include simulated trees and a set of convex shapes such as ellipsoids, cuboids and
cylinders. Both were randomised with a continuous uniform random distribution with 𝑥 ∈ 𝒰(0.5, 4,
𝑦 ∈ 𝒰(0.5, 4), and 𝑧 ∈ 𝒰(0.5, 8). Training environments spawn in either the trees or the convex
shapes according to a homogeneous Poisson point process with intensity 𝛿 ∈ 𝒰(4, 7). A total of
850 environments were created. Multiple examples of their environments are shown in Figure 3.4.
Figure 3.5 shows an image and corresponding depth for one example. Their code is provided by
(Loquercio et al., 2021b).

Figure 3.4: Simulation environments created in Flightmare by (Loquercio et al., 2021a)

Figure 3.5: Depth and RGB images of
a simulation environment in

Flightmare by (Loquercio et al.,
2021a)

Auxiliary Tasks and other Architecture Designs
An auxiliary task is, by definition, a second objective next to the main objective. The idea of this is
that an auxiliary task can improve the main objective of a reinforcement learning agent.

Recurrent Reinforcement Learning: A Hybrid Approach
by (X. Li et al., 2015)

This paper proposes using supervised learning on an auxiliary task adjacent to reinforcement learn-
ing, used for the main objective. The term auxiliary task was not coined at this point, so the paper
describes this as a hybrid approach instead. The objective of this paper is to take optimal actions to
maximise total profits regarding customer relationship management. To reduce the problem of par-
tial observability, they deploy a recurrent neural network optimised to predict observations and im-
mediate rewards. This recurrent neural network can be trained by supervised learning and swapped
with an LSTM model. A DQN uses the hidden-state representation resulting from this recurrent

3https://assetstore.unity.com/packages/3d/vegetation/forest-environment-dynamic-nature-150668

https://assetstore.unity.com/packages/3d/vegetation/forest-environment-dynamic-nature-150668
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neural network to maximise long-term rewards. The DQN architecture shares many similarities with
(Mnih et al., 2015). Their approach to training the RNN as an auxiliary task concurrent to reinforce-
ment learning outperformed previous architectures significantly.

Reinforcement Learning with Unsupervised Auxiliary Tasks
by (Jaderberg et al., 2016)

(Jaderberg et al., 2016) realised the potential of auxiliary tasks to vision-based reinforcement learning.
They opt for the simulation environment Labyrinth, by (Beattie et al., 2016). They call their algorithm
UNREAL, trained with the A3C agent (Mnih et al., 2016) and has a CNN-LSTM architecture. They
use a replay buffer for their auxiliary task, and the motivation to use auxiliary tasks is two-fold. The
first part is similar to the previous paper in that they want to organise intermediate representations
so that important context is more prevalent to the reinforcement learning agent. The second part has
to do with the sparsity of their reward function. Their model can be adjusted consistently during
training by introducing an auxiliary task. To better organise the intermediate representations, the
objective of the different layers of a neural network has to be clear. For instance, the function of a con-
volutional layer is often related to image context, whereas the function of an LSTM is to capture the
sequential relation between images. The LSTM layer is implemented after the convolutional layer to
compare the sequential relation of image context. With the functionality in mind, different network
parts can be trained in parallel. (Jaderberg et al., 2016) introduces reward prediction as an auxiliary
task. For this task, it was decided that only the convolutional part of the network was relevant to
prediction. As such, the optimisation due to this auxiliary task was purely on the convolutional part.
They define pixel control as a second objective, which tries to maximise the change in pixel inten-
sity. They think the sequential relation between these changes correlates to preferred navigation
behaviour. Therefore both the CNN and LSTM are trained on this objective. Finally, a value function
replay uses the CNN and LSTM to train the value function to promote faster value iterations. Their
architecture is sketched in Figure 3.6. What is interesting about their auxiliary tasks is that they are
completely unsupervised and are also trained with reinforcement learning.

Figure 3.6: Architecture of a reinforcement learning algorithm using an A3C agent with pixel control, reward prediction and
value function replay as auxiliary tasks by (Jaderberg et al., 2016)

Learning to Navigate in Complex Environments
by (Mirowski et al., 2016)

This paper and the previous paper share many similarities. For instance, both use the same simu-
lation environment with Labyrinth, (Beattie et al., 2016), and the same algorithm with A3C, (Mnih
et al., 2016). Auxiliary tasks are also implemented concurrently with the main objective. However,
the tasks they choose are fairly different, as well as how they implement them. (Jaderberg et al., 2016)
preferred tasks that are unsupervised. As a result, they are limited in how effectively they can organ-
ise their intermediate representations. This paper uses supervised auxiliary tasks but does not use
any form of replay.
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The algorithm receives a colour image as an input, which is encoded and goes through an LSTM
for memory purposes. A second task, auxiliary to the main task, is to minimise the loss of infer-
ring the depth map from the colour image, sharing the same encoder. This task is similar in spirit
to monocular-to-stereo image synthesis, as both try to encode depth in the latent space, aiming to
improve the algorithm’s performance. A third task, again auxiliary to the main task, is to detect
loop closures, which encourages implicit velocity integration. A weighted sum of the gradients from
the A3C, depth predictions and loop closure is used to train the agent. The architecture is shown
in Figure 3.7. Their observation 𝑠𝑡 includes an image x𝑡 ∈ R3×𝑊×𝐻 with W and H being the image
resolution, the previous reward 𝑟𝑡−1 ∈ R, the agent-relative lateral and rotational velocity v𝑡 ∈ R6,
and the previous action a𝑡−1 ∈ R𝑁𝐴 . The previous reward and the encoder output are introduced in
the first LSTM layer. In contrast, the agent-relative velocity and the previous action are introduced
in the second LSTM layer together with the encoder output and the output of the first LSTM layer.
It should be noted that depth is predicted twice in 𝑔𝑑 (f𝑡) and in 𝑔

′

𝑑
(h𝑡). Finally, 𝑔𝑙 (h𝑡) predicts the

loop closure. They note that they are specifically interested in data efficiency and therefore reduce
the depth map to a resolution of 4 × 16. They also debate about defining depth as a regression or clas-
sification task. Finally, they conclude that supervised learning on depth information as an auxiliary
task significantly improves the algorithm.

Figure 3.7: Architecture of a reinforcement learning algorithm with two depth predictions and loop detection as auxiliary
tasks by (Mirowski et al., 2016)

(Shelhamer et al., 2016) discusses the different ways in which self-supervision can be implemented
subsequent to reinforcement learning and the benefits of those methods. They note that self-supervised
pre-training is advantageous. However, training concurrent to reinforcement learning does improve
data efficiency. They note as well that the auxiliary task does not necessarily have to be accounted for
in the reward function of the reinforcement learning agent.
(Bojarski et al., 2016) does not use reinforcement learning. Instead, it uses an end-to-end approach
to create steering commands from input images. This paper is relevant as it shows other methods to
achieve autonomous driving besides reinforcement learning. It also shows why reinforcement learn-
ing is such an effective tool for this problem. Their input consists of three simultaneous images from
a left, centre, and right-orientated camera. These go through a normalisation layer, followed by con-
volutional layers to learn the image features and fully connected layers, which output a control value.
The idea behind this structure is that the convolutional layers learn features while the fully connected
layers act as a controller for steering. This end-to-end approach requires supervised learning, which
in this case, means a training set of recorded steering commands. There are two problems. First, ob-
taining this data is time-consuming, but the second problem is that the trained network is fragile.
This has to do with the controller copying the human behaviour, but if a slightly different choice is
made, the consequence is that the camera inputs can be completely new. Therefore the network is un-
prepared for such situations and cannot take appropriate action. They do implement augmentation
by adding artificial shifts and rotations to teach the network how to recover from poor position or
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orientation, they say. This however still is very limiting, whereas a reinforcement learning agent can
interact freely in an environment and will receive rewards based on behaviour and therefore is more
suited for the control task.
(Y. Chen et al., 2019) follows up on (Bojarski et al., 2016) by introducing an auxiliary task to their ar-
chitecture. Their auxiliary task is similar to monocular depth prediction and monocular-to-stereo
image view synthesis in that the network has to learn image context to perform their respective tasks
well. This paper implements image segmentation concurrent with the control task. It can be noted
that an auxiliary task effectively means an extended loss function the network is optimised for. There-
fore it can be concluded that many papers that were discussed in Chapter 2 do use auxiliary tasks.
(Garg et al., 2016) and (Godard et al., 2017) use a disparity smoothness loss as an auxiliary task, while
the codebook from (Esser et al., 2021) could be considered as such as well.
Instead of using an auxiliary task, layers from a deep reinforcement learning model could also be pre-
trained on another task. (Chakravarty et al., 2017) is an example where the CNN is pre-trained on
depth prediction. Afterwards, the weights and biases of the neurons within this network are copied
to the reinforcement learning model, which is then trained on obstacle avoidance. (Yokoyama &
Morioka, 2020) pre-trains their navigation network to predict depth and egomotion with a monocu-
lar camera in a self-supervised manner by using monocular videos. This method was proposed by
(Casser et al., 2019).
All previous papers that do obstacle avoidance use a discrete action space, meaning the agent can
choose between specific actions. (Shin et al., 2019) shows that a continuous action space improves per-
formance significantly. The continuous action space provides a spectrum from which an agent selects
a value. This agent has to be Actor-Critic, as other algorithms require discrete actions. In the case of
the discrete action space, they use RGB and depth maps to two CNNs, while a U-Net segmentation
model is used in the continuous action space. Their control command in the continuous action space
are linear velocities in X, Y and Z-direction.
Previously organising the intermediate representation by using auxiliary tasks has been discussed.
Other methods are used to organise the latent space, facilitating improved convergence. The Varia-
tional Autoencoder, (Kingma & Welling, 2013) is one of these mechanisms. (Xue & Gonsalves, 2021)
implements this algorithm with a TD3, (Fujimoto et al., 2018), RL agent and a continuous action
space. A convolutional variational autoencoder is used to predict depth from RGB images. Once
trained, the encoder of this network outputs 32 variables and updates the actor-, target actor-, critic-
and target critic-networks. Their actor networks contain four fully connected layers that output two
values within a spectrum from -1 to 1, representing the velocity in the y-direction and z-direction. At
the same time, the critic networks contain three fully connected layers, which estimate the Q value
twice after two parallel fully connected layers. The Q value is obtained from the selected action and
state input. Their reward function values collisions, reaching the destination, obstacle avoidance and
distancing from obstacles. A replay buffer is used to save previous observations, and the simulation
environment is Airsim, (Shah et al., 2018).
Although (Mirowski et al., 2016) already showed the benefits of LSTM, (Hochreiter & Schmidhuber,
1997), layers in their neural network architectures, it had not been used for vision-based drone nav-
igation. (Singla et al., 2021) does use an LSTM layer combined with temporal attention, (Pei et al.,
2017), to better process sequential information. Temporal attention values the importance of previous
observations and results in improved training speed and better generalisability. A replay buffer is
used as well for the stability of the algorithm. The main argument for these features is the partial ob-
servability that results from the monocular vision in a three-dimensional space. In comparison, they
state that prior work such as (L. Xie et al., 2017) and (Sadeghi & Levine, 2017) assume that monoc-
ular vision, however, gives the complete picture. Like (Xue & Gonsalves, 2021), they implement a
latent space regulator. However, this paper uses conditional GAN, (Isola et al., 2017), which uses
a generator and a discriminator. The network is first trained on depth, like most previous papers.
However, they first train on simulation images, then fine-tune the network with frozen lower layers
on NYU2K, (Silberman et al., 2012). The depth images contain noise for more realistic training. As
a simulation environment, they use Gazebo, (Koenig & Howard, 2004), and 22 different simulated
indoor environments inspired by (Chakravarty et al., 2017). A Kinect sensor obtains RGB-D images in
the simulation. Their reinforcement learning agent is DQN, and their action space is discrete, which
includes going straight, turning right and turning left. Their reinforcement learning model is first
trained in environments with lower complexity. The complexity is gradually increased by narrowing
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down pathways and enclosing free space. Finally, they reward higher minimal distances and going
straight. Another paper that uses the Gazebo environment is (Kim et al., 2022). They demonstrate the
transfer of their learned policy to real flight experiments. D3QN is used as a reinforcement learning
agent, and its reward function consists of a velocity component, a depth component and a collision
component. Their action space has linear and angular velocities, with three and five discrete options,
respectively.

Does computer vision matter for action?
by (B. Zhou et al., 2019)

B. Zhou et al. questioned the relevance of computer vision in conjunction with images to the task of
sensorimotor control. Their assessment was performed in three environments: urban driving, off-
road traversal and battle. The intermediate representations that were analysed were intrinsic surface
colour, optical flow, depth and semantic segmentation. The results showed significantly improved
performance with the inclusion of either depth or semantic segmentation to the observation space,
whilst the inclusion of intrinsic surface colour added little to the performance. The impact of optical
flow was also not that significant. (Sax et al., 2018) showed that adding other intermediate representa-
tions, such as curvature, denoising and occlusion edges can aid the performance even more.

3.2. Research Plan
This research aims to be a part of the overarching goal of developing an autonomous drone with a
monocular camera able to navigate reliably through complex environments in real life. The method
this research is developing is for a drone to achieve autonomous flight through reinforcement learn-
ing combined with supervised view synthesis on stereo cameras. The application further down
the line is in real life. However, training a drone to fly in real life with reinforcement learning is te-
dious and expensive. Making sure that all components communicate with each other is often time-
consuming already. In the case of a drone that has to learn how to fly and therefore crashes often,
this problem becomes infinitely more time-consuming. Thus, the algorithm is first trained in a simu-
lated environment. Besides, to understand the benefit and effectiveness of this training regime, tests
are performed at rising levels of fidelity. In this case, the fidelity of two major components is consid-
ered: the dynamic model and the environmental realism. The dynamic model deals with the realism
of flight. Advanced rigid body dynamics, such as friction and rotor drag or hardware properties,
result in different fidelity levels. For navigation, the decision-making process is of the most interest.
Realistic dynamics might make analysing this process more difficult in certain cases. Therefore a
lower level of fidelity might be preferred in the early stages of development. On the contrary, a more
complex, photo-realistic environment might aid the neural network in understanding the environ-
ment. At this point, it is also assumed that the advantage of training on stereo vision grows larger
in more photo-realistic environments compared to training on LIDAR data or a single camera. The
reward function will be focused on obstacle avoidance and therefore be sparse.

3.2.1. Simulation Environment
Most previously examined literature uses Gazebo, (Koenig & Howard, 2004) to develop their environ-
ments. However, these environments are often not at a photo-realistic level. Therefore the Flightmare
quadrotor simulator, (Song et al., 2020), is chosen as the preferred simulator. As a fast, physically ac-
curate and photo-realistic simulator, this fulfils the needs of the experiments. (Loquercio et al., 2021a)
showed that the transfer to real life was excellent for their algorithm, which used Flightmare. This is
due to realistic sensor functioning, such as noise, out-of-focus objects and dynamic lighting. Training
on monocular vision, stereo vision and depth is possible. At the same time, it provides integration
with OpenAI Gym, (Brockman et al., 2016), and OpenAI baselines, (Dhariwal et al., 2017), making
the development of deep reinforcement learning applications with good RL algorithms possible. A
minor concern is that it is not compatible with Stable-Baslines3, (Raffin et al., 2021), which means that
the SAC, (Haarnoja et al., 2018), and TD3, (Fujimoto et al., 2018) algorithms are not built-in, making
it more challenging to use them. Although it is preferred to have a state-of-the-art reinforcement
learning agent, a slightly outdated agent does not interfere with the research objective. The assumed
need for a continuous action space does, however, matter. Therefore the reinforcement learning agent
has to be of the Actor-Critic class. Besides, decisions on the exact action space are also not made yet.
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An action space consisting of three velocity vectors is seen in the literature. However, vectors that
account for throttle and attitude might be more stable. To evaluate the performance of obstacle avoid-
ance for Flightmare, AvoidBench4 can be used. As this is developed within the TU Delft MAVlab
group, in-house expertise is available.

3.2.2. Architecture
The main objective of this research is to study the effectiveness of implementing geometry-free
monocular-to-stereo image view synthesis as an auxiliary task to the main navigation task. Therefore
different architectures are tested that make a comparison feasible. The original architecture for the
geometry-free monocular-to-stereo image view synthesis is shown in Figure 2.28. The latent space of
this architecture consists of the bottleneck and four skip connections. These are concatenated to con-
nect this to the second part of the model. This is then connected to an LSTM layer. The LSTM layer
is a recurrent neural network. It is implemented as a one-to-one architecture, meaning that a sin-
gle observation is provided to the LSTM and the temporal information it provides follows from the
memory of the LSTM. Afterwards, this outputs the policy and value or whatever is required for the
reinforcement learning agent. This deep reinforcement learning architecture is shown in Figure 3.8.

Figure 3.8: Deep Reinforcement Learning architecture for obstacle avoidance

A second configuration would be to pre-train the encoder in red and grey on the view synthesis task
and take the weights and biases of the neurons and use these in this architecture. The view synthesis
is incorporated as an auxiliary task by sharing the encoder and bottleneck, as shown in Figure 3.9.
The impact of the skip connections on the convergence speed would be of interest, therefore remov-
ing the skip connections and concatenation layer would result in another architecture.
The general architecture can also be used for other auxiliary tasks. Monocular depth estimation could
be trained on parallel to obstacle avoidance, as shown in Figure 3.10. A warping mechanism could be
implemented as well for the monocular-to-stereo image view synthesis task, as shown in Figure 3.11.

Experiments
The architecture must be implemented in Flightmare, and experiments can be run afterwards. Gain-
ing insight into the impact of the environmental complexity would be relevant to the subsequent
experiments and will therefore be tested first. Therefore the first experiment will be an ablation study
on the impact of environmental complexity as proposed in Table 3.1. From this, it is decided at what
level the upcoming experiments will be performed.
After the first experiment, the main experiment can be performed by studying the impact of pre-
training and implementing the auxiliary task to the deep reinforcement learning model. As proposed
in Table 3.2, the experiment compares four architectures. The first architecture is just the deep rein-
forcement learning model. The second architecture uses the weights of a pre-trained encoder for the

4https://github.com/tudelft/AvoidBench [Accessed 28th November 2022]

https://github.com/tudelft/AvoidBench
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Figure 3.9: Deep Reinforcement Learning architecture for obstacle avoidance with an auxiliary task for monocular-to-stereo
image view synthesis

Figure 3.10: Deep Reinforcement Learning architecture for obstacle avoidance with an auxiliary task for monocular depth
estimation

Table 3.1: Ablation studies on the impact of the environmental complexity

Environmental Complexity: 1. Low 2. Medium 3. High

RL Architecture: pre-trained encoder and auxiliary task
Architecture: Swin-U-Net (patch size = 2)
Simulation: Flightmare
Optimizer: AdamW
Loss: Smooth L1 Loss
Algorithm: SAC/PPO

deep reinforcement learning model. The pre-training is done on the supervised monocular-to-stereo
image view synthesis task. Instead of pre-training, the third architecture extends the model with
monocular-to-stereo image view synthesis as an auxiliary task. Finally, a model with a pre-trained
encoder and the auxiliary task is trained. They are compared on performance and the speed of con-
vergence.
The dynamic fidelity is also important. A higher fidelity is preferred as this reduces the gap to reality.
Training will likely take longer as the reinforcement model has more difficulty controlling the drone.
The expectation is that the auxiliary task will be most useful at high fidelity as this provides the most
context for the drone to react to. The levels of fidelity are defined as low, medium and high, but exact
definitions will be decided later. The experiment is shown in Table 3.3
It is relevant to know how the performance of the monocular-to-stereo image view synthesis as an
auxiliary task compares to the tasks of monocular depth estimation and view synthesis by warping
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Figure 3.11: Deep Reinforcement Learning architecture for obstacle avoidance with an auxiliary task for monocular-to-stereo
image view synthesis with a warping mechanism

Table 3.2: Ablation studies on the impact of pre-training and the auxiliary task

RL Architecture: 1. bare RL 2. pre-trained
encoder

3. auxiliary task 4. pre-trained
encoder and
auxiliary task

Architecture: Swin-U-Net (patch size = 2)
Simulation: Flightmare
Optimizer: AdamW
Loss: Smooth L1 Loss
Algorithm: SAC/PPO

Table 3.3: Ablation studies on the impact of the dynamic fidelity

Fidelity: 1. Low 2. Medium 3. High

RL Architecture: pre-trained encoder and auxiliary task
Architecture: Swin-U-Net (patch size = 2)
Simulation: Flightmare
Optimizer: AdamW
Loss: Smooth L1 Loss
Algorithm: SAC/PPO

the original image to a target image. This experiment is shown in Table 3.4.

Table 3.4: Ablation studies on the impact of the type of auxiliary task

Decoder Prediction: 1. Stereo Image 2. Depth 3. Stereo Image by
Warp

RL Architecture: pre-trained encoder and auxiliary task
Architecture: Swin-U-Net (patch size = 2)
Simulation: Flightmare
Optimizer: AdamW
Loss: Smooth L1 Loss
Algorithm: SAC/PPO

Finally, the impact of the skip connections is studied. The performance of the view synthesis task im-
proves with the inclusion of skip connections. The latent space, however, increases, meaning that the
size of the LSTM layer increases as well. This could reduce the efficiency of the network. Therefore
an analysis is done with Table 3.5.
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Table 3.5: Ablation studies on the impact of the skip connections

Skip connections: 1. All 2. None

RL Architecture: pre-trained encoder and auxiliary task
Architecture: Swin-U-Net (patch size = 2)
Simulation: Flightmare
Optimizer: AdamW
Loss: Smooth L1 Loss
Algorithm: SAC/PPO



4
Conclusion

The literature study serves as a guide for the thesis to fall back on and to provide the basis for deci-
sions and goals. Within the introduction, in Chapter 1, the research question is developed utilizing
a problem statement and general context of the research domain. After defining the question, the
different aspects are dismantled and discussed. With more detailed domain knowledge, a general
plan is set out to achieve the goal of the thesis. The subsequent chapters, Chapter 2 and Chapter 3
delve into the two main stages required to answer the thesis question. The literature overview covers
the research and relevant aspects of those fields. By presenting the historical context and connecting
this to the currently relevant research, the reader is given the perspective required to understand the
motivation and decision-making process in this literature review. Both the applicability and limita-
tions of the presented literature are discussed, as well as the coherence and difference between the
different subdomains.
Context is provided to motivate the research plan for the geometry-free monocular-to-stereo image
view synthesis. First, the historical context of computer vision, neural networks and hardware are
discussed. This is followed by a presentation of the current state-of-the-art in computer vision. The
architectures used, their limitations and their potential are also discussed. An in-depth analysis of
the relevant fields for monocular-to-stereo image view synthesis is performed. The clearly defined
subdomains adjacent to this topic are discussed as well as the emergence of the new research do-
main.
Preliminary results following the research plan for the geometry-free monocular-to-stereo image
view synthesis are shown and discussed. Benchmarked on the KITTI dataset, the performance on
reconstruction realism is good for architectures including CNNs and architectures including Swin
Transformers. Skip connections improve the performance of the network. However, results without
skip connections are still fairly good. Through stereo matching, it can be assumed that depth is en-
coded due to the similarity of the disparity maps for prediction and target images. It is concluded
that the architecture is viable to be integrated as an auxiliary task to navigation.
Deep reinforcement learning is used in many applications in today’s world. It is discussed why the
possibilities are endless. The use of reinforcement learning within drone navigation and more gen-
eral vision-based problems are explored. The papers provide a base to motivate the choice for the
simulation environment, type of reinforcement learning agent and proposed architectures. It is dis-
cussed how the monocular-to-stereo image view synthesis task can be implemented to facilitate
quicker convergence of the navigation objective. Finally, clear objectives and experiments are defined
in the research plan.
To conclude, the literature studies define the research question for the subsequent thesis: How can
geometry-free monocular-to-stereo image view synthesis be used as an auxiliary task to improve the
navigation task performance and data efficiency of the reinforcement learning agent from a monocu-
lar vision-based drone? Within the literature studies, a method is developed and built on arguments
provided through knowledge from many papers in the research domains of computer vision and
UAVs. The following experiments are set out to test all critical aspects of the method on quality and
functionality. The literature review finishes by providing a plan containing target deadlines to finish
the main objectives.
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