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Adaptive Prescribed-Time Neural Control of
Nonlinear Systems via Dynamic Surface Technique

Ping Wang , Chengpu Yu , Senior Member, IEEE, Maolong Lv , and Zilong Zhao

Abstract—The adaptive practical prescribed-time (PPT) neural
control is studied for multiinput multioutput (MIMO) nonlinear
systems with unknown nonlinear functions and unknown input
gain matrices. Unlike existing PPT design schemes based on
backstepping, this study proposes a novel PPT control framework
using the dynamic surface control (DSC) approach. First, a novel
nonlinear filter (NLF) with an adaptive parameter estimator and
a piecewise function is constructed to effectively compensate for
filter errors and facilitate prescribed-time convergence. Based
on this, a unified DSC-based adaptive PPT control algorithm,
augmented with a neural networks (NNs) approximator, is de-
veloped, where NNs are used to approximate unknown nonlinear
system functions. This algorithm not only addresses the inherent
computational complexity explosion associated with traditional
backstepping methods but also reduces the constraints on filter
design parameters compared to the DSC algorithm that relies
on linear filters. The simulation showcases the effectiveness and
superiority of the devised scheme by employing a two-degree-of-
freedom robot manipulator.

Impact Statement—Due to the increased demand for intelli-
gence and autonomy development, intelligent control of nonlinear
systems has gained widespread attention and has been extensively
explored and applied across various practical fields. In particular,
the prescribed-time (PT) intelligent control, which aims to restore
the system state to a stable state within a specified time,
holds significant practical research value as it guarantees the
rapid convergence of the system. However, there are few PT
intelligent control results for MIMO nonlinear systems with
unknown nonlinear functions and unknown input gain matrices.
Henceforth, based on the dynamic surface technology, this study
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proposes a PT neural control scheme by constructing a new
NLF, which effectively achieves the prescribed-time convergence
of tracking errors. This framework not only avoids the inherent
computational complexity explosion associated with traditional
backstepping but also reduces the constraints on filter design
parameters. Finally, the algorithm’s practicality and superiority
are validated through simulation examples, demonstrating its
potential for further extension to real-world applications.

Index Terms—Dynamic surface control (DSC), nonlinear filter
(NLF), nonlinear system, prescribed-time (PT) neural control,
robot manipulator.

I. INTRODUCTION

PRESCRIBED-TIME (PT) control, proposed in [1] and [2],
has gained significant attention in recent years [3], [4], [5],

[6], [7], injecting new life into the control field. PT control is
appealing due to the fact that, unlike existing finite-time [8],
[9], [10] or fixed-time [11], [12], [13], [14], [15] control, the
designer can predetermine the settling time, independent of
the system initial value and control parameters. To achieve PT
convergence, various effective methods have been developed in
[16], [17], [18], [19], [20], [21], and [22], including the state
scaling-based approach in [2], [3], [4], [16], and [17], as well
as the time scaling-based scheme in [18], [19], and [20]. More
recently, in [21], a linear time-varying feedback was proposed to
achieve PT stabilization for nonlinear systems, using the solu-
tion of Lyapunov equations that included a function that goes to
infinity as the time approaches the settling time. Additionally, in
[22], a novel nonscaling backstepping design was developed for
stochastic systems. However, it is noteworthy that most of these
results only consider robust controls, making it challenging to
handle more system uncertainties.

Adaptive control offers a promising approach for addressing
uncertainty. However, ensuring the boundedness of parameter
estimation, as highlighted in [23], poses challenges in designing
controllers with PT stability. To tackle this issue, researchers
have recently proposed several innovative adaptive PT control
methods. For instance, in [24], dynamic high-gain state scaling
approach was employed to achieve adaptive PT stabilization for
uncertain nonlinear systems. In [25], a newly PT control frame-
work was presented, eliminating the reliance on time-varying
functions for state transformations and thereby reducing com-
putational burdens compared to the approach in [24]. Another
study, [26], designed a DSC-based adaptive PT control utilizing
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TABLE I
COMPARISON BETWEEN THIS STUDY AND SOME REPRESENTATIVE ADAPTIVE PT CONTROL RESULTS

linear filter (LF) and state scaling transformation for nonlin-
ear systems. Notably, the adaptive schemes [24], [25], [26]
only work for parameter uncertainties to obtain PT stabilization
performance, thus exhibiting limitations when handling other
forms of uncertainties. Furthermore, although the controller
designs proposed in [24], [25], and [26] are capable of driving
the system state converging to origin within the prescribed time,
they may result in excessive control inputs and costs in practical
applications. This can be problematic for certain systems such
as space rendezvous and docking teleoperation [27] where the
end-effector of the space robot must reach a predefined capture
area within a specific time.

To achieve PT convergence with a preset residual set for
control design, the concept of practical prescribed-time (PPT)
control has been proposed in single-input single-output (SISO)
systems [28], [29], [30], [31], [32] and MIMO systems [33],
[34], [35], [36]. In [28], the PPT tracking control was studied for
normal-form nonaffine systems with nonparametric uncertain-
ties, while a transformation-based adaptive control scheme was
developed in [29] for strict-feedback systems with unknown
control directions. The output-feedback PPT has also been
discussed in [30] for strict-feedbacklike form with exogenous
disturbance. The recent results [31], [32] achieved the event-
triggered PPT control of nonlinear systems. In [33], a neu-
ral adaptive PPT tracking control scheme for Euler–Lagrange
systems with full-state constraints was addressed by using the
backstepping scheme. Subsequently, Cao et al. [34] presented
a LF-based DSC framework for handling the PPT control for
Euler–Lagrange systems with system uncertainties. While the
control schemes in [31], [33], and [34] effectively handle un-
known nonlinear functions, it is important to note that the PT
convergence set of Lyapunov functions is dependent on control
parameters, making implementation challenging in practical
applications. Addressing this concern, recent research [35], [36]
presented a new sufficient condition for adaptive PPT stability
in nonlinear MIMO systems by constructing a new piecewise
exponential function. The merit of this algorithm lies in that the
convergence domain and convergence time can be decoupled

into separately user-defined parameters, which are independent
of the control parameters and initial values. However, the algo-
rithms proposed in [35] and [36] are based on the traditional
adaptive backstepping process, which can lead to the explosive
growth problem due to the virtual controller (VC)’s derivative
in the iterative design of each step. An effective strategy for
addressing the complexity explosion phenomenon is the uti-
lization of DSC technology [37], [38], [39], which applies a
first-order filter to the VC during each backstepping iteration,
thus transforming the differential operation into algebraic oper-
ation. Based on our current knowledge, there is no previous re-
search available on achieving adaptive PPT stability using DSC
schemes for nonlinear MIMO systems that support user-defined
convergence time and convergence region characteristics. This
article aims to investigate this area and proposes new methods
for achieving this goal.

Building upon the preceding discussions, this article delves
into the realm of adaptive PPT stability of nonlinear MIMO
systems with unknown nonlinear functions and unknown in-
put gain matrices, employing the DSC approach. For visual
clarity, Table I illustrates a comparison between the out-
comes of this study and some representative adaptive PT con-
trol schemes. The primary contributions of this research are
as follows.

1) A novel adaptive PPT scheme for uncertain MIMO non-
linear systems using the DSC framework is presented.
Compared with recent PPT stability schemes [27], [33],
[35], [36] that use the conventional backstepping method,
our proposed control scheme avoids the computational
complexity explosion by eliminating the need to calculate
the VC’s derivative in each iteration under the backstep-
ping settings.

2) Unlike traditional DSC-based PT algorithms [26], [34]
with LFs, we construct a novel nonlinear filter (NLF)
incorporating a parameter estimator and a piecewise func-
tion. This filter not only effectively compensates for the
filter error but also relaxes the requirement on filter pa-
rameters while ensuring PPT stability (see Remark 6).
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3) Our proposed control framework integrates neural
network (NN) approximation technology and adaptive
control theory, making it suitable for high-order MIMO
systems with more uncertainties than existing algorithms
[16], [17], [18], [19], [20], [21], [22], [24], [25], [26],
[27], [28], [29], [30], [31], [32], [33], [34], [35], [36].
This approach can also be expanded to address the
PPT issue of MIMO systems with input saturation (See
Corollary 1). Moreover, our control algorithm allows
designers to preset the settling time and convergence
domain separately, which is a unique feature not found
in [31], [33], and [34], where the convergence domain
depends on control parameters.

The article is structured as follows. Section II provides the
problem statement. Section III presents the NLF construction,
controller design, and stability analysis. Simulations in Sec-
tion IV verify the validity of the proposed PPT control scheme,
while Section V gives the conclusions.

II. PROBLEM FORMULATION AND PRELIMINARIES

This article focuses on an uncertain nonlinear high-order
MIMO systems, which is described as follows:{

ẋp(t) = xp+1(t) + fp(x̄p(t)), p= 1, . . . , n−1
ẋn(t) =G(x̄n, t)u(t) + fn(x̄n(t))

(1)

where for p= 1, . . . , n, xp ∈Rm and u ∈Rm denote the sys-
tem state and input, respectively, fp(x̄p) are the unknown con-
tinuous functions with x̄p = [xT

1 , x
T
2 , . . . , x

T
p ]

T , G(·) is the un-
known input gain. Set y(t) = x1(t) as the system output.

Problem: Let the trajectory of the desired system output
be x1d(t). The control objective is to develop an adaptive
tracking control scheme based on the DSC strategy for model
(1), achieving the PPT stability while ensuring that the track-
ing error converges to a user-defined residual set within the
prescribed time.

The following assumptions and preparations are required.
Assumption 1: The tracking signal x1d is continuous and

differentiable. In addition, the inequality ‖ẋ1d‖ ≤ x∗
1d holds

with x∗
1d > 0 being a constant.

Assumption 2: The input gain function G(·) is positive de-
fine and bounded by a≤ ‖G(·)‖ ≤ ā, where a and ā are two
unknown positive constants.

Notations: Denote x(t) by x or x(· ) for simplicity.
Lemma 1 [9]: For any positive constants o1, o2,

o3, arbitrary real numbers ξ1, ξ2, and a continuous
function γ(·)> 0, it holds γ(·)ξo1

1 ξo2
2 ≤ o3|ξ1|(o1+o2)+

(o2/o1 + o2)
(
(o1+o2/o1)o3

)(−(o1/o2))
γ(·)(o1+o2/o2)|ξ2|(o1+o2).

Lemma 2 [39]: For ∀x ∈R and any constant τ > 0, it has
0 ≤ |x| − (x2/

√
x2 + τ 2)< τ .

NNs have excellent approximation capabilities for continu-
ous functions [34], [40]. Specifically, any function f(β) that
satisfies continuity can be written as

f(β) =W ∗Tφ(β) + ε(β) (2)

where β ∈ U ⊆Rn, U is a compact set, the ideal weight is
W ∗ ∈Rι×m with ι > 1 being the neuron number, the approx-
imation error ε(β) ∈Rm satisfies ‖ε(β)‖ ≤ ε, ε is a constant.

φ(β) = [φ1(β), φ2(β), . . . , φι(β)]
� ∈Rι with φj(β) being de-

fined as a radial basis function (RBF)

φj(β) = exp
[−(β − νj)

�(β − νj)

υ2

]
, j = 1, 2, . . . , ι (3)

where υ is the width and νj = [νj1, . . . , νjn]
� is the center.

On the basis of NNs, the unknown nonlinear function fp(x̄p)
in (1) for p= 1, 2, . . . , n will be rewritten as

fp(x̄p) =W ∗T
fp φfp(x̄p) + εfp(x̄p) (4)

with Wfp ∈Rrp×m, φfp(·) ∈Rrp , and the upper bound con-
stant of the norm ‖εfp(x̄p)‖ being εp.

Next, to fulfill the PPT stability of system (1), the following
time-varying piecewise function [36] is introduced

ς(t) =

{
exp[μ(Te − t)]− 1, t ∈ [0, Te)
exp[μ(t− Te)], t ∈ [Te,+∞)

(5)

where Te denotes the convergence time defined by the de-
signer and μ represents a tuning parameter satisfying μ ∈
(0, ln(2)/Te].

Based on this function (5), the following lemma will be
provided for the PPT stability.

Lemma 3 [36]: For the nonlinear system χ̇= F (t, χ(t)) with
χ(0) = χ0, where the nonlinear term F (·) is continuously dif-
ferentiable and the equilibrium point is the origin, if there is a
continuous-differentiable positive-definite function V (χ, t) and
scalars d, b, c > 0 satisfying d > μ, b > c and

V̇ ≤−η(t)V +
b

ς
+ c

where η(t) = d+ (|ς̇|/ς) and d and b are the user-defined con-
stants, then the equilibrium of system χ̇= F (t, χ(t)) is PPT
stable and the convergence set is Ω= {χ|V (χ)≤ (b/μ))} for
∀t≥ Te.

Remark 1: Note that the definition of η(t) is related to the
derivative of the piecewise function ς(t). For implementation,
we define the derivative of the piecewise function ς(t) at the
piecewise point t= Te as its right derivative at that time. More-
over, since when t→ T−

e , the limit limT−
e
ς(t)→ 0 holds. This

together the definition of η(t) implies that η(t)→∞ holds. For
this reason, to avoid the singularity of the term (|ς̇(t)|/ς(t)) in
η(t), the following two measures used in [23] will be adopted in
the implementation process: 1) replace Te with Te (scheduled
time)+ε (small constant) so that the controller works at time Te;
and 2) set an upper bound for η(t) before the time approaching
the preset time Te.

Remark 2: Compared with the existing studies [16], [17],
[18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28],
[29], [30], [31], [32], [33], [34], [35], [36] that emphasize the
PT control, focusing on the PT stability of model (1) has more
general theoretical and application value. On the one hand,
dynamics (1) can be used to describe many practical systems
compared to SISO systems [18], [19], [20], [21], [22], [23],
[24], [25], [26], [28], [29], [30], [31], [32], such as marine
surface vessels [9], teleportation systems [27], and robot manip-
ulators [34]. In addition, system (1) has more uncertainties than
the existing results [16], [17], [18], [19], [20], [21], [22], [24],
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Fig. 1. Controller’s iterative design flowchart.

[25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36],
which allows for the presence of completely unknown nonlinear
functions as well as time-varying unknown input gain matrices.

III. CONTROLLER DESIGN AND STABILITY ANALYSIS

This section consists of three parts. In part A, a novel NLF
designed in this article will be presented first. Based on this, the
control design process and stability analysis under the settings
of DSC will be subsequently discussed in part B. Finally, the
main result is provided in part C.

A. NLF Design

Before the DSC design procedure, the following coordinate
transformations are introduced:⎧⎨

⎩
z1 = x1 − x1d

zp = xp − αc
p−1

ωp−1 = αc
p−1 − αp−1, p= 2, 3, . . . , n

(6)

where zp is the virtual error, αc
p is the output of the pth fil-

ter to be designed, αp is the pth VC to be designed, and
ωp is the pth filter error. Assuming that the derivative α̇p is
bounded by ‖α̇p‖ ≤ ϑp with ϑp being an unknown constant.
Let ϑ̂p(t) be the estimate of ϑp and ϑ̃p(t) = ϑp − ϑ̂p(t) be the
estimation error.

Now, a novel NLF will be proposed for subsequent design
procedure, which is designed as{

ρpα̇
c
p =−

(
η(t) +

ρp

2

)
ωp − ρpϑ̂p

ωp√
ωT

p ωp+τ 2
p

αc
p(0) = αp(0), p= 1, 2, . . . , n− 1

(7)

where ρp ∈ (0, 2], τi > 0 are the filter time constant to be de-
signed, and η(t) is defined in Lemma 3. Additionally, the update
equation of ϑ̂p is designed as follows:

˙̂
ϑp = σϑp

ωT
p ωp√

ωT
p ωp + τ 2

p

− ηϑ̂p, p= 1, 2, . . . , n− 1 (8)

with σϑp
> 0 being the design constant.

Remark 3: A novel NLF is designed in (7) for the subsequent
controller design based on DSC, which is different from the
traditional LF used in [31], [34], and [39]. Particularly, an

adaptive parameter estimator ϑ̂i updated according to (8) is in-
cluded in (7), enabling the proposed DSC scheme to effectively
compensate for filter errors. Additionally, the introduction of
time-varying function η(t) guarantees the convergence at the
prescribed time. The advantages of the presented NLF in (7)
will be further elaborated in the subsequent controller design
(refer to Remark 6).

B. Controller Design Based on DSC

This section will give the controller design procedure based
on DSC with the coordinate transformations in (6), the NLF
in (7), and the adaptive laws in (8). The design consists of n
steps, starting from the subdynamics (S-D) ẋ1, which is far
away from the control input, and iteratively designing toward
the S-D ẋn. Each step designs a VC αi, ultimately achieving
the design of the actual controller (AC) u. The overall iterative
design flowchart is shown in Fig. 1, where “AD” represents an
abbreviation of “adaptive.”

Step 1: Using (1) and (6), the time derivative of z1 is
as follows:

ż1 = z2 + ω1 + α1 + f1(x1)− ẋ1d. (9)

On the basis of (4), let θ1 = max{‖W ∗
f1
‖, ε1} and θ̂1 be its

estimate. Define the estimation error as θ̃1 = θ1 − θ̂1. Then,
select the first candidate Lyapunov function as

V1 =
1
2
zT1 z1 +

1
2σθ1

θ̃2
1 +

1
2
ωT

1 ω1 +
1

2σϑ1

ϑ̃2
1 (10)

with σθ1 and σϑ1 being two positive design parameters. Af-
terwards, combining (6) and (9), the time derivative of V1 is
as follows:

V̇1 = zT1 (z2 + ω1 + α1 + f1 − ẋ1d)−
1
σθ1

θ̃1
˙̂
θ1

+ ωT
1 (α̇

c
1 − α̇1)−

1
σϑ1

ϑ̃1
˙̂
ϑ1. (11)

Set a new function ϕ1(x1) = 1 + ‖φf1(x1)‖ with φf1(x1) being
defined in (4). In view of the definition of θ1, using Lemma 2,
we can get that

zT1 f1 ≤ ‖z1‖θ1ϕ1 ≤ θ1τ1 + θ1
zT1 z1ϕ

2
1√

zT1 z1ϕ2
1 + τ 2

1

. (12)
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Based on the designed filter in (7), the definition ϑ̃1 = ϑ1 − ϑ̂1

and ‖α̇1‖ ≤ ϑ, combining Lemma 2 yields the following:

ωT
1 (α̇

c
1−α̇1)

≤−
( η

ρ1
+

1
2

)
ωT

1 ω1−
ϑ̂1ω

T
1 ω1√

ωT
1 ω1+τ 2

1

+‖ω1‖ϑ1

≤−
( η

ρ1
+

1
2

)
ωT

1 ω1 +
ϑ̃1ω

T
1 ω1√

ωT
1 ω1 + τ 2

1

+ ϑ1τ1. (13)

By using Lemma 1, it can be obtained that

zT1 (z2 + ω1)≤ zT1 z1 +
1
2
zT2 z2 +

1
2
ωT

1 ω1. (14)

Then, substituting (8) and inequalities (12)–(14) into (11), V̇1

can be further written as

V̇1 ≤ zT1

(
z1+α1−ẋ1d+θ1

ϕ2
1z1√

zT1 z1ϕ2
1+τ 2

1

)
− 1
σθ1

θ̃1
˙̂
θ1

−
( η

ρ1
+

1
2

)
ωT

1 ω1+
ϑ̃1ω

T
1 ω1√

ωT
1 ω1 + τ 2

1

+ϑ1τ1+θ1τ1

− 1
σϑ1

ϑ̃1

(
σϑ1ω

T
1 ω1√

ωT
1 ω1+τ 2

1

−ηϑ̂1

)
+

1
2
zT2 z2+

1
2
ωT

1 ω1.

(15)

Design the VC α1 as

α1 =−z1 −
θ̂1ϕ

2
1z1√

zT1 z1ϕ2
1+τ 2

1

+ ẋ1d

− 1
2
ηz1 +

(b
ς
− η2

) z1

zT1 z1
(16)

with b being the user-defined parameters. Select the update
equation of the adaptive estimator θ̂1 as

˙̂
θ1 = σθ1

ϕ2
1z

T
1 z1√

zT1 z1ϕ2
1 + τ 2

1

− ηθ̂1. (17)

Moreover, according to Lemma 1, combined with the defini-
tions of ϑ̃1 and θ̃1, the following inequalities can be derived

η

σϑ1

ϑ̃1ϑ̂1 =− η

σϑ1

ϑ̃2
1 +

η

σϑ1

ϑ̃1ϑ1

≤− η

2σϑ1

ϑ̃2
1 +

η2

2
+

ϑ4
1

8σ2
ϑ1

(18)

η

σθ1

θ̃1θ̂1 ≤− η

2σθ1

θ̃2
1 +

η2

2
+

θ4
1

8σ2
θ1

. (19)

As a result, from (16) and (17) and inequalities (18) and (19),
we can further obtain that

V̇1 ≤−1
2
ηzT1 z1 +

b

ς
− 1

2σθ1

ηθ̃2
1 −

1
2σϑ1

ηϑ̃2
1

− 1
ρ1

ηωT
1 ω1 +

1
2
zT2 z2 + c1 (20)

where c1 = ϑ1τ1 + τ1θ1 + (θ4
1/8σ2

θ1
) + (ϑ4

1/8σ2
ϑ1
) is a positive

constant.

Step j (j = 2, 3, . . . , n− 1): By using (1) and coordinate
transformations in (6), the dynamic żj satisfies the following:

żj = zj+1 + ωj + αj + fj(x̄j)− α̇c
j−1. (21)

Similar to the first step, by using the NNs approximation (4), let
θj = max{‖W ∗

fj
‖, εj} and define the estimation error as θ̃j =

θj − θ̂j , where θ̂j is the estimate of θj . Then, construct the jth
Lyapunov function as

Vj = Vj−1 +
1
2
zTj zj +

1
2σθj

θ̃2
j +

1
2
ωT
j ωj +

1
2σϑj

ϑ̃2
j (22)

where σθj and σϑj
are two positive parameters to be designed.

Besides, we can obtain the following inequality from step j − 1
by inductive method:

V̇j−1 ≤
j−1∑
m=1

η
(
− 1

2
zTmzm− 1

2σθm

θ̃2
m− 1

2σϑm

ϑ̃2
m

− 1
ρm

ωT
mωm

)
+

b

ς
+

1
2
zTj zj + cj−1 (23)

with cj−1 =
∑j−1

m=1(ϑmτm+τmθm+(θ4
m/8σ2

θm
)+

(ϑ4
m/8σ2

ϑm
)).

Next, using (7) and (21) yield the following:

V̇j = V̇j−1 + zTj (zj+1 + ωj + αj + fj − α̇c
j−1)

− 1
σθj

θ̃j
˙̂
θj + ωT

j (α̇
c
j − α̇j)−

1
σϑj

ϑ̃j
˙̂
ϑj . (24)

Similar to the derivation process of inequalities (12)–(14) in
step 1, according to Lemmas 1 and 2, the following inequalities
can be established:

zTj fj ≤ θjτj + θj
zTj zjϕ

2
j√

zTj zjϕ
2
j + τ 2

j

(25)

ωT
j (α̇

c
j−α̇j)

≤−
( η

ρj
+

1
2

)
ωT
j ωj +

ϑ̃jω
T
j ωj√

ωT
j ωj + τ 2

j

+ ϑjτj (26)

zTj (zj+1 + ωj)≤ zTj zj +
1
2
zTj+1zj+1 +

1
2
ωT
j ωj (27)

where the nonlinear function ϕj(x̄j) = 1 + ‖φfj (x̄j)‖.
As a consequence, substituting (8) and inequalities (25)–(27)

into (24), we have the following:

V̇j ≤−
j−1∑
m=1

η

(
1
2
zTmzm+

θ̃2
m

2σθm

+
ϑ̃2
m

2σϑm

+
1
ρm

ωT
mωm

)

+ zTj

(
3
2
zj+αj−α̇c

j−1+θj
ϕ2
jzj√

zTj zjϕ
2
j+τ 2

j

)

− 1
σθj

θ̃j
˙̂
θj −

η

ρj
ωT
j ωj + ϑjτj + θjτj

+
1
σϑj

ηϑ̃j ϑ̂j+
1
2
zTj+1zj+1 +

b

ς
+ cj−1. (28)
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Now, for step j, we design the VC αj and the adaptive update

law ˙̂
θj as

αj =−3
2
zj−

θ̂jϕ
2
jzj√

zTj zjϕ
2
j+τ 2

j

+α̇c
j−1−

1
2
ηzj−η2 zj

zTj zj
(29)

˙̂
θj = σθj

ϕ2
jz

T
j zj√

zTj zjϕ
2
j + τ 2

j

− ηθ̂j . (30)

This means that V̇j can be further derived as

V̇j ≤−
j−1∑
m=1

η

(
1
2
zTmzm+

θ̃2
m

2σθm

+
ϑ̃2
m

2σϑm

+
1
ρm

ωT
mωm

)

− 1
2
ηzTj zj −

η

ρj
ωT
j ωj+

1
σθj

ηθ̃j θ̂j +
1
σϑj

ηϑ̃j ϑ̂j

− η2+
1
2
zTj+1zj+1 +

b

ς
+ cj−1 + ϑjτj + θjτj . (31)

Similar to inequalities (18) and (19), we have the following:

η

σϑj

ϑ̃j ϑ̂j ≤− η

2σϑj

ϑ̃2
j +

η2

2
+

ϑ4
j

8σ2
ϑj

(32)

η

σθj

θ̃j θ̂j ≤− η

2σθj

θ̃2
j +

η2

2
+

θ4
j

8σ2
θj

. (33)

Thus, combining (32) and (33), we can obtain the following:

V̇j ≤−
j∑

m=1

η

(
1
2
zTmzm+

θ̃2
m

2σθm

+
ϑ̃2
m

2σϑm

+
1
ρm

ωT
mωm

)

+
1
2
zTj+1zj+1 +

b

ς
+ cj (34)

where the positive constant cj is defined as cj =∑j
m=1(ϑmτm + τmθm + (θ4

m/8σ2
θm

)+(ϑ4
m/8σ2

ϑm
)).

Step n: In the last step, the dynamic żn can be shown as

żn =G(x̄n, t)u+ fn(x̄n)− α̇c
n−1. (35)

Since G(·) is an unknown input gain matrix, it cannot be used
for subsequent controller design. For this reason, based on
Assumption 2, let a= (1/a) and â be its estimate. In addition,
let θn = max{‖W ∗

fn
‖, εn} and θ̂n be the estimate of θn.

To this end, a total Lyapunov candidate is chosen as

Vn = Vn−1 +
1
2
zTn zn +

1
2σθn

θ̃2
n +

a

2σa
ã2 (36)

where ã= a− â and θ̃n = θn − θ̂n denote the estimation er-
rors, and σθn > 0 and σa > 0 are two designed parameters.
Then, by (35), we have the following:

V̇n = V̇n−1 + zTn
(
G(·)u+ fn(·)− α̇c

n−1

)
− 1

σθn

θ̃n
˙̂
θn − a

σa
ã ˙̂a. (37)

In view of the derivation process of inequality (12), the follow-
ing inequality can be inferred:

zTn fn ≤ θnτn + θn
zTn znϕ

2
n√

zTn znϕ
2
n + τ 2

n

(38)

where ϕn(x̄n) is defined as ϕn(x̄n) = 1 + ‖φfn(x̄n)‖.
Based on these preparations, the control law u, the adaptive

laws ˙̂
θn and ˙̂a will be designed separately as

u=− â2υTυzn√
â2υTυzTn zn + τ 2

n

(39)

υ =
1
2
zn+

θ̂nϕ
2
nzn√

zTn znϕ
2
n+τ 2

j

−α̇c
n−1+

1
2
ηzn+η2 zn

zTn zn
(40)

˙̂
θn = σθn

ϕ2
nz

T
n zn√

zTn znϕ
2
n + τ 2

n

− ηθ̂n (41)

˙̂a= σaz
T
n υ − ηâ. (42)

It is noticed from Lemma 2 and (39) that

zTnG(·)u≤−a
â2υTυzTn zn√

â2υTυzTn zn + τ 2
n

≤ aτn − a|âzTn υ|
≤ aτn − zTn υ + aãzTn υ. (43)

Further, similar to inequality (32), using Lemma 1 yields the
following:

η

σθn

θ̃nθ̂n ≤− η

2σθn

θ̃2
n +

η2

2
+

θ4
n

8σ2
θn

(44)

a

σa
ηãâ≤− a

2σa
ηã2 +

η2

2
+

a2

8σ2
a

. (45)

Substituting inequalities (38)–(45) into (37), the time derivative
V̇n in (37) will be calculated as

V̇n ≤−
n∑

m=1

η

(
1
2
zTmzm+

θ̃2
m

2σθm

)
− a

2σa
ηã2

−
n−1∑
m=1

η

(
ϑ̃2
m

2σϑm

+
1
ρm

ωT
mωm

)
+

b

ς
+ c (46)

where the positive constant is defined as

c=

n−1∑
m=1

(
ϑmτm +

ϑ4
m

8σ2
ϑm

)
+

n∑
m=1

(
τmθm +

θ4
m

8σ2
θm

)
+

a2

8σ2
a

.

Remark 4: Unlike the previous control schemes [16],
[17], [18], [19], [20], [21], [22], [23], [24], [25], [27], [28],
[29], [30], [31], [32], [33], [35], [36] using the conven-
tional backstepping method, this study proposes a controller
design framework using the DSC to simplify the calcula-
tion procedure. In detail, the traditional backstepping intro-
duces the coordinate transformation zj = xj − αj−1 in the j-
step iteration. This makes żj contain the derivative α̇j−1 of
the VC αj−1 designed in the j−1-step, which will appear
in the controller design in the j-step. For example, in the
jth step design of [36], it is necessary to calculate the following:

żj = ẋj − α̇j−1

= ẋj −
( j−1∑

k=1

∂αj−1

∂xk
ẋk +

j−1∑
k=1

∂αj−1

∂xk−1
1d

x
(j)
1d

+
∂αj−1

∂θ̂j−1

˙̂
θj−1 +

∂αj−1

∂ϑ̂j−1

˙̂
ϑj−1

)
. (47)
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As can be seen from the last four terms of (47), the complex
form of αj−1 complicates the calculation of its derivative α̇j−1,
especially for high-order nonlinear systems. However, by de-
signing a NLF (7), combining (6) and (8), the DSC scheme ef-
fectively avoids calculating α̇j−1 in the j-step iterative formula
(21) by converting differential operations into simple algebraic
operations, thereby reducing the computational burden.

Up to now, we have completed the design of the controller,
and the above design process produces the following theorem.

C. Stability Analysis

Based on the NLF designed in Section III-A and the con-
troller designed in Section III-B, this section will give the main
conclusion that the system (1) is PPT stable.

Theorem 1: For the nonlinear MIMO system (1) satisfying
Assumptions 1–2, under the settings of DSC with input signal
(39), the VC (29), the NLF dynamics (7), and adaptive laws (8),
(17), (30), (41), (42), it has the following characteristics: 1) the
closed-loop system is PPT stable; and 2) the tracking error con-
verges to the user-defined compact set {z1|‖z1‖ ≤

√
(2b/μ)}.

Proof: Based on the definition of Vn in (36) and inequality
(46), V̇n can be further simplified as

V̇n ≤− ηVn +
b

ς
+ c (48)

which together with Lemma 3 implies that the equilibrium of
the closed-loop system is PPT stable. Besides, according to the
proof of [36], inequality (48) also means that when t ∈ [0, Te),
the Lyapunov function Vn is bounded by

Vn(t)≤ e−dtVn(0) + e−d(t−Te)
b

μ

(
ς(t) + 1

)
(49)

and when t > Te, Vn ≤ (b/μ). Therefore, it follows from the
definition of Vn that (1/2)‖z1‖2 ≤ V1 ≤ Vn, which further in-
dicates that the tracking error z1 converge to the set {z1|‖z1‖ ≤√
(2b/μ)} for t > Te.
Moreover, in view of the boundedness and convergence of

Vn, we can conclude from the definition of Vn that zi, θ̃i, ϑ̃j ,
ωj , and ã are bounded and convergent. Based on the coordinate
transformation z1 = x1 − x1d in (6), the boundedness of z1 and
x1d mean that the state x1 is bounded. This together with the
definition of α1 in (16) and Assumption 1 further indicates that
α1 is bounded. According to the equation ω1 = αc

1 − α1, it can
be inferred that αc

1 is also bounded. Next, by employing the co-
ordinate transformation z2 = x2 − αc

1, we obtain that the second
state x2 is bounded, which, combined with the boundedness of
θ̂2, ϑ̂1, and ω1, implies that α2 is also bounded. It can be further
obtained from equation ω2 = αc

2 − α2 that αc
2 is bounded. By

applying an analogous analysis procedure to the previous one,
we iteratively obtain that xj , αj , and αc

j are bounded. Hence,
the control input u is also bounded. By applying the identical
iterative analysis approach, we can also deduce that all signals
within the closed-loop system converge.

This completes the stability proof.
Remark 5: It is worth noting that based on (16) and Lemma 3,

users can freely preset the parameters b and μ without being
dependent on initial values or control parameters. This feature

is an advantage over PPT controls [26], [34], where the conver-
gence domain is determined by control parameters.

Remark 6: The DSC algorithm based on a LF was first
proposed by Swaroop et al. in their work [37]. They highlighted
that the stability of the system is influenced by the time constant
of the filter. Hence, it is desirable to relax the requirement for fil-
ter time constants when designing control schemes using DSC
frameworks. One contribution of this article is the development
of a novel NLF (7), which offers two significant advantages.
First, it effectively compensates for filtering errors ωi. Second,
it reduces the constraints on filter time constant ρi. To be more
specific, if the following LF is applied:{

ρpα̇
c
p =−

(
η(t) +

ρp

2

)
ωp,

αc
p(0) = αp(0), p= 1, 2, . . . , n− 1.

(50)

Then, in the first iteration of controller design in Section III-B,
the inequality (13) will be modified to

ωT
1 (α̇

c
1−α̇1)≤−

( η

ρ1
+

1
2

)
ωT

1 ω1+
δ1

2
ωT

1 ω1+
1

2δ1
ϑ2

1 (51)

where δ1 is an appropriate positive constant to be selected.
Simultaneously, construct the first Lyapunov function V̄1 as

V̄1 =
1
2
zT1 z1 +

1
2σθ1

θ̃2
1 +

1
2
ωT

1 ω1. (52)

Subsequently, according to (12), (14), (16), (17), and (19),
combined with the LF (51), it can be derived that the derivative
˙̄V1 in (52) is as follows:

˙̄V1 ≤− 1
2
ηzT1 z1 +

b

ς
− 1

2σθ1

ηθ̃2
1

−
( η

ρ1
− δ1

2

)
ωT

1 ω1 +
1
2
zT2 z2 + c̄1 (53)

where c̄1 = (1/2δ1)ϑ
2
1 + τ1θ1 + (θ4

1/8σ2
θ1
) is a positive con-

stant. Next, similar derivation steps are employed for it-
erative design from step 2 to step n. By designing V̄n =∑N

m=1

(
(1/2)zTmzm + (1/2σθm)θ̃2

m

)
+
∑n−1

m=1(1/2)ωT
mωm +

(a/2σa)ã
2 under LF (50), we can obtain that

˙̄Vn ≤−
n∑

m=1

η

(
1
2
zTmzm+

1
2σθm

θ̃2
m

)
− a

2σa
ηã2

−
n−1∑
m=1

( η

ρm
− δm

2

)
ωT
mωm +

b

ς
+ c̄ (54)

where the positive constant c̄ is as follows:

c̄=

n−1∑
m=1

( 1
2δm

ϑ2
m

)
+

n∑
m=1

(
τmθm +

θ4
m

8σ2
θm

)
+

a2

8σ2
a

.

To achieve the goal of PPT stability, that is, the derivative ˙̄Vn

in inequality (54) further satisfies ˙̄Vn ≤−ηV̄n + (b/ς) + c̄, it
is necessary for the coefficient

(
(η/ρm)− (δm/2)

)
associated

with the filter time constant ρm in inequality (54) to satisfy
the following:

( η

ρm
− δm

2

)
≥ 1

2
η ⇒ ρm ≤ 2η

δm + η
< 2 (55)
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which implies that the filter constant ρm will depend on the
control parameter δm.

Furthermore, according to Lemma 3 and the stability analysis
in Section III-C, the condition ˙̄Vn ≤−ηV̄n + (b/ς) + c̄ will
cause the tracking error z1 to converge to the set {z1|‖z1‖ ≤√
(2b/μ)} for t > Te, where b and μ can be freely determined

by the designer. However, it is worth noting that the selection
of constant b must satisfy the inequality μ > b > c̄ (see the
prerequisite for Lemma 3). Since the value of μ in (5) cannot
be infinitely large, to ensure that the convergence set is as small
as possible, it is usually desirable to choose a smaller value of
b, which means that constant c̄ should be as small as possible.
Therefore, based on the definition of constant c̄ in (54), a larger
parameter δm should be selected to ensure that the value of the
first term (1/2δm)ϑ2

m is smaller. Combining inequality (55),
this further results in a smaller selection range for the time
constant ρm of the LF (50).

However, employing the NLF (7) proposed in this article can
effectively circumvent the above issue encountered with the LF
(50). Specifically, the time constant ρm will remain unaffected
by other parameters. This phenomenon is attributed to the in-
troduction of the nonlinear term ρpϑ̂p(ωp/

√
ωT
p ωp + τ 2

p) with
adaptive law (8), which adequately compensates for the filtering
error term ωp [see inequalities (13) and (26)]. Additionally,
the resulting additional constant terms ϑmτm and (ϑ4

m/8σ2
ϑm

)
(m= 1, . . . , n− 1) can be minimized by selecting smaller τm
and larger σϑm

, respectively, without compromising the filter-
ing constant ρm. Therefore, the NLF designed in this article
will allow for a greater degree of freedom in selecting filter
time constant.

Corollary 1: The adaptive PPT control scheme presented in
this article can also be used to address the following nonlinear
MIMO system with input saturation:{

ẋp(t) = xp+1(t) + fp(x̄p(t)), p= 1, . . . , n−1
ẋn(t) =G(x̄n, t)u

s(t) + fn(x̄n(t))
(56)

where us represents the input signal subject to the saturation
constraint, that is, us = sat(u) = [sat(u1), . . . , sat(um)] with
u= [u1, u2, . . . , um]� being the actual control input to be de-
signed. The saturation function sat(ui) has the following defi-
nition for i= 1, 2, . . . ,m:

sat(ui) =

⎧⎨
⎩
uiM , ui ≥ uiM

ui, uim < ui < uiM

uim, ui ≤ uim

(57)

where uiM > 0 and uim < 0 are known constants.
Next, to facilitate the subsequent controller design, similar to

[41], we will introduce a smooth function H(ui) to approximate
the saturation function sat(ui), which is defined as

H(ui) =

{
uiM tanh

(
ui

uiM

)
, ui ≥ 0

uimtanh
(

ui

uim

)
, ui < 0.

(58)

Then, by using the Lagrange mean value theorem yields
the following:

sat(ui) =H(ui) + ς(ui) =H ′
ui
ui + ς(ui) (59)

where ς(ui) = sat(ui)−H(ui) satisfies |ς(ui)| ≤
max{uiM (1 − tanh(1)), uim(tanh (1)− 1)}� ςiM , H ′

ui
=

(∂H(ui)/∂ui)|ui=u′
i

and u′
i = πiui + (1 − πi)ui0 with

ui0 = 0, 0 < πi < 1 and 0 <Hm ≤H ′
ui

≤ 1.
Therefore, the dynamic system (56) can be rewritten as{

ẋp(t) = xp+1(t) + fp(x̄p(t)), p= 1, . . . , n−1

ẋn(t) =G(x̄n, t)H
′

uu+G(x̄n, t)ς̄(u) + fn(x̄n)
(60)

where H ′
u = diag{H ′

u1
, H ′

u2
, . . . , H ′

um
} and ς̄(u) =

[ς(u1), ς(u2), . . . , ς(um)]T . Note that although input saturation
makes the expression of the last S-D ẋn of system (60)
different from the studied system (1), both have the same
properties. This is mainly reflected in two aspects. First, since
both G and H ′

u are bounded, there are two unknown positive
constants a1 and ā1 such that

a1 ≤ ‖G(x̄n, t)H
′

u‖ ≤ ā1 (61)

holds. In addition, let f̄(x̄n(t)) =G(x̄n, t)ς̄(u) + fn(x̄n(t))
and use the NNs similar to (4) to obtain its approximate form

f̄(x̄n(t)) =W ∗T
f̄n

φ̄fn(x̄n) + εf̄n(x̄n). (62)

By leveraging the aforementioned characteristics, it can also ob-
tain the PPT stability performance under saturation constraints
through an iterative design process, similar to Section III-B, for
the transformation system (60). For the sake of brevity, it will
not be repeated.

IV. EXAMPLE AND SIMULATION

To verify the validity of the presented algorithm, this sec-
tion will consider the following a two-degree-of-freedom robot
manipulator with unknown model dynamics:{

ẋ1 = x2

D(x1)ẋ2+C(x1, x2)x2+G(x1)+F (x1, x2) = u
(63)

where x1 = [x11, x12]
T denotes the joint position,

x2 = [x21, x22]
T is the velocity vectors, and u denotes

the system input. D(·) = [Dij ]2×2 is the inertia matrix,
where D11 = m1l

2
c1 + m2(l

2
1 + l2c2 + 2l1lc2 cos(x12)) +

I1 + I2, D12 =D21 =m2(l
2
c2 + l1lc2 cosx12) + I2, and

D22 = m2l
2
c2 + I2. C(·) = [Cij ]2×2 is the centripetal-

Coriolis matrix with C11 =−m2l1lc2x22 sinx12, C12 =
−m2l1lc2 sin(x12)(x21 + x22), C21 =m2l1lc2x21 sin(x12) and
C22 = 0. The gravity vector G(x1) = [G1, G2]

T is defined by
G1 = (m1lc1 +m2l1)g cos(x11) +m2lc2g cos(x11 + x12) and
G2 =m2lc2g cos(x11 + x12). F = [0.5 sin(x11), 0.5 sin(x12)]

T

denotes a nonlinear function. The parameter values in the
above matrices are given as m1 =m2 = 1 kg, l1 = l2 = 1 m,
lc1 = lc2 = 0.5 m, I1 = I2 = 0.5 kg · m, g = 9.81 m/s2.

Let the desired trajectory be x1d = [x1d1, x1d2]
T rad with

x1d1 =−2 + 3 sin(2t+ π/2) and x1d2 = 2 sin(2t+ π/2)−
1.2. Note that the robot manipulator corresponds to the
dynamic model (1) considered in this article when n= 2.
Therefore, on the basis of the proposed PPT control scheme,
we can design the NLF, the adaptive laws, and the controller
for the robot manipulator correspond to those provided in
Section III.
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TABLE II
TRANSIENT VALUES OF TRACKING ERROR UNDER NLF

Case 1:
Initial Value ‖z1‖t=Te

z11 =−0.0696,

Controller parameters
x(0) = [3,−2, 1,−1] z12 =−0.0461,

χ= [1, 5, 0.3]
‖z1‖ ≈ 0.0835
z11 =−0.0694,

x(0) = [1, 3, 2, 1] z12 =−0.0465,
‖z1‖ ≈ 0.0835

Case 2:
Controller parameters ‖z1‖t=Te

σϑ1 = 1 z11 =−0.0696,

Initial Value
σθ = 5 z12 =−0.0461,

x(0) = [3,−2, 1,−1]
σa = 0.3 ‖z1‖ ≈ 0.0835
σϑ1 = 5 z11 =−0.0706,
σθ = 2 z12 =−0.0530,
σa = 0.5 ‖z1‖ ≈ 0.0835

Fig. 2. Trajectories of errors z1i under different initial values.

Next, to validate the efficacy and superiority of the algorithm
presented in Theorem 1, we will conduct simulation compar-
isons from two aspects as follows.

1) One aspect of comparison is to confirm that the presented
NLF-based scheme guarantees convergence of the track-
ing error to the user-defined compact set at the preset
time, irrespective of the initial values, and control param-
eters of system.

2) Additionally, we will show the superiority of the proposed
NLF-based scheme has better stability than using the LF.

A. Part I

Verify that the convergence of the tracking error independent
of the initial values and control parameters.

First, for simulation implementation, let Te = 2 s, μ= 0.25,
b= 0.001, d= 10, and ρ1 = 2. Then, according to Theo-
rem 1, the tracking error z1 = x1 − x1d � [z11, z12] will con-
verge the predefined set {z1|‖z1‖ ≤

√
2b/μ= 0.0894} in the

prescribed settling time Te = 2. In addition, the unknown dy-
namics −D−1(Cx2 +G+ F ) is approximated by choosing
the neuron number of the RBF NNs being 11, the bandwidth
being υ = 3 and the centers being evenly spaced in the interval
[−2.5, 2.5]. Let x= [x1, x2]

T and χ= [σϑ1 , σθ, σa]. Next, two
cases of simulation comparisons are given as follows.

Case 1: Choose the controller parameters as χ= [1, 5, 0.3].
Perform simulation comparisons with different initial values
x(0) = [3,−2, 1,−1]T and x(0) = [1, 3, 2, 1]T .

Fig. 3. Trajectories of errors z1i under different controller parameters.

Fig. 4. Trajectories of state variables xij and tracking signals.

Fig. 5. Trajectories of adaptive laws.

Case 2: Select the initial value x(0) = [3,−2, 1,−1] and con-
duct simulation comparisons under different control parameters
χ= [1, 5, 0.3] and χ= [5, 2, 0.5].

Using these given parameters, Figs. 2–6 illustrate the sim-
ulation results. Fig. 2 displays tracking error trajectories with
various initial conditions, while Fig. 3 compares tracking error
trajectories with different controller parameters. Additionally,
the transient values of tracking errors in Figs. 2 and 3 are given
in Table II. Figs. 4–6 depict the trajectories of system states and
adaptive laws under x(0) = [3,−2, 1,−1] and χ= [1, 5, 0.3].
From Table II, at the settling time t= 2, there is always ‖z1‖<
0.0894, regardless of initial values and controller parameters.
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Fig. 6. Trajectory of the input signal norm ‖u‖.

Fig. 7. Compare of errors z1i using the LF and the proposed NLF.

This, along with Figs. 2 and 3, shows that using the presented
PPT control scheme, the tracking error can converge to the user-
defined compact set at the preset settling time independent of
system initial values and controller parameters. This feature
is superior to the existing PPT control algorithms [31], [34]
that are limited to Euler–Lagrange dynamics or SISO systems.
Additionally, the convergence set of tracking errors in [31] and
[34] is also determined by the controller parameters. Further, as
can be seen from Figs. 4 and 5, the system state and adaptive
laws are all bounded. As indicated in Fig. 6, the input signal is
also a bounded variable. As a consequence, the validity of the
proposed PPT stability scheme with a novel NLF for uncertain
nonlinear MIMO system is verified by Figs. 2–5.

B. Part II

A comparison between the proposed NLF-based scheme and
one employing LF.

By using the initial value x(0) = [3,−2, 1,−1]T , controller
parameter χ= [1, 5, 0.3], and keeping other parameters un-
changed, if the LF is used for controller design, the trajectories
of the tracking error and input signal are illustrated in Figs. 7
and 8, respectively (due to limited space, only the trajectories
of key variables are provided here). It can been seen that the
tracking errors in Fig. 7, unlike the one in Fig. 2 after t= 2 s, do
not exhibit convergence to a small neighborhood of the origin,
but instead oscillating around the origin. This is further shown
that under the same filter time constant and control parameters,
the stability performance and convergence accuracy obtained
by the developed NLF-based PPT control scheme are superior
than that of the LF [34].

Fig. 8. Trajectories of the input norm ‖ui‖ using the LF.

V. CONCLUSION

In this study, we thoroughly investigated the adaptive PPT
stability of nonlinear high-order MIMO systems with unknown
nonlinear functions and unknown input gain matrices. To ad-
dress the inherent computational complexity, a novel DSC
framework had been introduced. Additionally, we have de-
signed a new NLF, equipped with an adaptive parameter estima-
tor, which effectively compensates for filtering errors while also
providing more flexibility in setting the filter time constant. By
leveraging both neural approximator and adaptive technology,
our proposed algorithm appropriately compensated for system
uncertainties. The key achievement of this research ensured
PPT stability for the closed-loop system and enabled the track-
ing error to converge to a user-defined residual set within the
settling time. Notably, this performance was achieved indepen-
dently of the system’s initial values and control parameters.

Note that the control input matrix in system (1) is required
to be positive definite. However, for many practical physical
systems, their control matrices may be constantly changing
or not square matrices. Therefore, developing a PT control
schemes that allow the direction of the control input matrix to
be unknown is a direction worthy of future research.
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