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Abstract

Floating offshore wind turbines are growing to be significant parts of the renewable energy system
that will help meet the energy demand of a growing population with limited resources. Such floating
structures offer the opportunity of harnessing wind power at deeper sea than fixed-bottom counterparts.
However, they remain a novel concept and, as all emerging technologies do, they still require consid-
erable progress before their learning curve enables complete operational maturity of the concept. An
important part of prototype certification and development of wind turbine projects is the validation of
loads and power curve.

For this, an accurate representation of the wind field parameters is needed at the site of the tur-
bine, which requires a sensing device. Due to the complexity of installing met masts at deep seas,
nacelle-mounted lidars appear as a promising option. They suffer however from the motion of the wind
turbine in such environments, altering the velocities measured by the lidar, but also their measurement
heights. The scope of this report was to study how to correct for this motion, account for it in the wind
field reconstruction and measure its impact.

The method developed is novel in the sense that it tracks in real time the location of the lidar, its
orientation, velocity and angular velocity. The impact of the lidar motion was first assessed through
simulations using an OpenFAST floater model. The results show that existing methods that do not
account precisely for the lidar’s motion perform reasonably well in the simulated case, and that in par-
ticular the lidar’s velocity interference has a negligible impact on the reconstructed mean quantities.
However, the developed method has a significant advantage, being that it does not seem to suffer from
the lidar’s motion and that it allows for uncertainty quantification of the reconstructed profile. What was
seen however is that for turbulence reconstruction, the lidar’s velocity interference still has significant
impact on the spectrum, and thus will impact the quality of the reconstructed wind velocity fluctuations.

Regarding real applications, nacelle-mounted lidars are being tested in floating prototypes, paired
with Inertial Navigation System devices. The output of these devices are generally offset in time with
the outputs of the lidar, which creates a need for interpolation of the motion data. This was also one of
the main scopes of this project. It was shown that interpolating position, velocity and acceleration using
Quintic Hermite basis functions is a robust option that can be used with noisy signals. Next, for the
interpolation of orientation and angular velocity, this was, as expected, a much more complex problem.
Some novel quaternion interpolation methods were developed and presented here. Thesemethods are
promising but they need further study on the optimal positioning of the quaternionic nodes, involving
least-squares fitting as it was done in the real number case for position, velocity and acceleration.
Challenges remain in this regard, especially requiring uncertainty quantification of the reconstruction
when using imperfect motion data from an inertial device.
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1
Introduction

Among the 17 Sustainable Development Goals (SDG) set by the United Nations in 2015, one can
find ”Affordable and clean energy” [80]. First, the development of affordable energy goes hand in
hand with an increasing access to energy for the worldwide population. Importantly, more access to
energy, and in particular to electricity has been generally linked to economic development [24]. Thus,
it can be argued that participating in the improvement of energy technologies concerns many more
that only one SDG. Especially, this link between electricity use and development tends to be more
prevalent for developing countries. In fact, the UN estimates that at the current pace, about 660 million
people will still lack access to electricity in 2030, mainly in developing countries [80]. The need for
energy affordability becomes here more apparent. Since international public financing for clean energy
in developing countries continues to decline, one way of accelerating the electricity access rate in
these countries is to make the installation and the maintenance of energy production facilities cheaper.
In some technologies already, such as wind energy conversion systems, emerging countries play a
significant role and are expected to make a rapid and global transition [41]. This is the case for example
for Philippines and Vietnam, that are among the leading manufacturing countries of wind turbine. For
developed countries, what is at stake is to make the already widespread energy cheaper and more
sustainable, through electrification and the expansion of renewable energy. In the European Union,
this matter is tackled by the European Green Deal. While the objective is to reduce the greenhouse
gas (GHG) emissions by at least 55% by 2030, the EU needs to continue to ensure accessible electricity
for households, especially in times where the electricity prices recently reached an all-time high [75].

Secondly, now that the importance of affordable energy was addressed, the need for so-called clean
energy will be approached. An energy source is considered clean if its impact on the environment is
relatively low, so it is highly related to sustainability. If the measure of affordability is straight forward
through the price indicator, a quantitative measurement for cleanliness of energy is harder to define.
For this, an indicator that can be used is the life-cycle GHG emission intensity, that is for a certain
technology the quantity of GHG emitted per unit of energy produced, on average during its lifetime.
The unit is generally in tonne CO2e/GWh. The emission of GHG into the atmosphere is critical for
the global warming of the planet around the world, which in turn has tremendous effects on lands and
population. According to the International Panel on Climate Change, limiting the global warming to
1.5°C after 2030 -or if not, 2°C- would limit the global impact. Currently, an abrupt acceleration of
efforts is needed to achieve that goal [56]. In 2022 in the EU, 39% of electricity was generated by
renewable sources and the ambition is to reach 45% by 2030 [75]. Given their advantages, solar and
wind energy are in the spotlight. A third objective for energy production can finally be defined, as it
was done by the European Commission: security of energy. This means having diverse and resilient
energy systems, that are able to respond to extreme events, whether they are natural, geopolitical or
technological.

In all these regards, and reaching the object of this project, wind energy is a promising source. Re-
gardless of the metal dependency problem, wind turbines have the potential to provide secure energy
for their lifetime of around 20 years. Secondly, one can question the sustainability of wind power, in
comparison to other energy conversion systems. According to a report from the World Nuclear Associ-
ation [13], wind energy ranks as the lowest emitting source with hydropower, at 26 tonnes CO2e/GWh.
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To put this number into perspective, coal power plants typically operate emitting more than 800 tonnes
CO2e/GWh. Consequently, wind energy seems extremely pertinent when focusing on the sustainabil-
ity criterion.

Finally, considering the Levelized Cost Of Energy (lifetime costs of a system divided by its energy
production), onshore wind energy was in 2018 and in the EU the energy source with the lowest aver-
age price. Indeed, onshore wind energy price was around 60 e/MWh [25], followed by offshore wind
energy with 85 e/MWh. Regarding other common energy sources, the same report commissioned by
the European Directorate-General for Energy noted a price of 87 e/MWh for utility-scale solar PV, 90
e/MWh for coal-fired power plants and 95 e/MWh Combined Cycle Gas Turbines plants (before the
recent gas crisis). A final relevant comparison is that with nuclear power, for which the lowest LCOE
of the G20 countries was attained in China, with 67 e/MWh. Thus, wind energy naturally seems to be
an excellent source of energy.

Leading to the actual content of this project, where do floating lidars stand in the development of wind
energy? A LiDAR (Light Detection And Ranging) is a remote sensing technology that can measure the
wind speed at a given range, often several hundreds of meters away. To be more specific, in the context
of this report, floating lidars should be seen as lidars mounted onto the nacelle of a Floating Offshore
Wind Turbine (FOWT), and not on buoys for example. The objective of measuring the wind with nacelle-
mounted lidars in this case is twofold. The first is for FOWT certification, namely power curve and loads
validation. Power curves have a key role for different applications in wind industry, such as turbine
selection, capacity factor estimation, energy assessment and forecasting (Annual Energy Prediction)
[5]. Having a lidar placed on the nacelle of a floating turbine can help determine and verify the real
power curve: associating the measured wind speed at hub height and the actual power produced.
Then for loads, the goal is similar, it is to associate the measured and reconstructed wind field (mean
speed, turbulence, shear...) from lidar measurements to the real loads that the turbine undergoes.
Nacelle-mounted lidars have proven to be efficient in this regard [20] in the general case, but no so
much for floating platforms, which remains a novel technology. In conclusion, nacelle-mounted lidars
are extremely useful for certification of FOWTs and validation of the current models for floating turbines.
The second objective is to use lidars for turbine control, adapting in real time the behaviour of the wind
turbine to the surrounding environmental conditions to optimize production and reduce loads. Again,
lidars have proven to be a good candidate [72].

Finally, an interest of using lidars is to avoid using the traditional met mast technology for wind sens-
ing. These towers are especially challenging to install offshore and their height is limited, whereas hub
heights are getting larger and larger. Additionally, it was reported that the use of lidar over met masts
can cause about 40% cost savings. Thus, not only do nacelle-mounted lidars are a powerful tool for
the development of floating wind energy, they also represent a cheaper alternative to some industry
standards. As it is often the case, emerging technologies face number of challenges, the main one here
being that the motion at the nacelle of a FOWT has non-negligible impact on the lidar measurements.
This leads to the research question, containing the essence of the project.

Research questions:

What instruments, data and models are needed to correct the influence of a floating lidar’s
motion so that the incoming wind field characteristics are accurately reconstructed?

This question can then be divided in different sub-questions, that outline the construction of the project:

• Does the lidar simulator constitute a good model of the measurements of a moving lidar in a
turbulent atmosphere?

• Through simulations and prescribed wind fields, do the lidar measurements and the motion-
correction algorithm enable to reconstruct the wind field? How do other methods perform?

• What criteria should be used to draw conclusions on the right method to use (performance, cost
of having an inertial device in the nacelle, cost of storing the data, cost of having this algorithm in
place...)?

• What is the performance of the discussed interpolation methods and motion-correction methods?
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Report structure

The following chapters are aimed at answering these questions and at introducing all concepts
necessary for the reader. Chapter 2 will introduce the necessary knowledge on pulsed lidar theory,
motion representation, interpolation and wind field simulation. Then, Chapter 3 dives into the treatment
of real data from the sensor available in the nacelle of a prototype floating wind turbine. It also shows
how the velocity of the lidar can be corrected in the first point-wise approximation, using data from
such an inertial device. This project has focused on obtaining simulation results, thus it needed a
way to simulate pulsed lidar measurements. Building on top of an existing model, Chapter 4 shows
the properties of this simulator and how some simple assumed motions affect the time series of the
lidar measurements. Additionally, this chapter shows some first results on the uncertainties of the
chosen model of the lidar’s motion, which are obtained by fitting the measurements to the introduced
interpolation method for position, velocity and acceleration.

Following some prescribed motion that uses simplifying assumptions, it is natural to move on to
more realistic simulated turbine behaviour and wind field reconstruction examples. This will be the
focus of Chapter 5. Reflecting on the performance of wind field reconstruction methods should come in
pair with economical and practical matters, especially in terms of system integration. These two parts
will also be addressed in the same chapter. Finally, the conclusions that can be drawn for these results
as a way to answer the research questions will be presented in Chapter 6. Recommendations on future
work and on how to treat the results of this project shall also be found in the same chapter.



2
Theory

In this chapter, the theoretical background for this project will be presented. The first section introduces
the lidar technology and details how lidars can measure accurately the wind field characteristics using
moving particles in the atmosphere. Then, the second section dives deeper into the wave characteris-
tics of the light emitted and backscattered. In particular, it will explain the concept of a Gaussian beam
and how lidars perfom spatial averaging to retrieve the wind velocity. Next, the third section treats the
use of quaternions to represent the motion of the lidar with 3 degrees of freedom in rotation. The other
three translational degrees of freedom are rather simple to represent and will be shortly discussed in
the same section. Since the data is only available in time series, the interpolation of the motion chan-
nels between time steps will be covered in the fourth section. Finally, the last part will characterize the
properties of a wind field in order to simulate it. Using this knowledge, it will then be possible to move
on to introducing the problem and to simulations.

2.1. Doppler Wind Lidar
The LIght Detection And Ranging (lidar) operating principle and first measuring attempts trace back to
the 1930s, when laser did not exist yet. It is the invention of the laser in 1960 that permitted the rapid
development of modern lidar technology [84] and today, virtually all lidars use a laser as the light source
[54]. While automotive lidars are still the dominant application of the technology, this section will only
focus on wind lidars, based on the Doppler effect.

The first lidar laser-based optical systems aimed at remote wind-sensing were demonstrated in the
second half of the 1960s [31]. Historically, the first applications included for example detection of clear
air turbulence ahead of an airplane and detection of wind hazards around an airport [54]. Since then,
lidars have progressively become more prominent as a wind measurement technique. Especially, in
the wind energy field, they have demonstrated an accuracy similar to calibrated cup anemometers to
measure wind speed [73]. Thus, lidars are a promising alternative to traditional expensive met masts.
In the next subsections, the principle of operation of a lidar and the different wind lidar technologies will
be detailed.

2.1.1. Principle
Doppler wind lidars transmit laser light into the atmosphere and receive a portion of that light back,
when it is backscattered by moving particles (aerosols and molecules) in the air. Since these particles
are moving and because of the Doppler effect, the backscattered light has a frequency shift compared
to the incident light. By processing the signal received by the lidar, this Doppler shift can be estimated
and it provides the wind velocity along the line of sight.

Lidars are made of three main components: the laser source, the receiver, and the optical systems
for pointing the lidar (transmitter). The transmitter and receiver are installed in a telescope. An illustra-
tion of these parts can be found in Figure 2.1. There, the configuration is called bistatic because the
transmit/receive optics are separated. When the transmitter and receiver are collocated, the configura-
tion is monostatic. Let us now derive how the Doppler shift relates to the wind velocity.
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2.1. Doppler Wind Lidar 5

Figure 2.1: Bistatic wind lidar concept and simplified setup [31]

As can be seen in Figure 2.1, the transmitted laser beam with frequency fx = c
λ , with c the speed

of light and λ the optical wavelength of the laser beam, is scattered by a volume of particles. The
mean velocity of these particles V is equal to the mean wind speed [31]. Taking into account the
motion of these particles relative to the fixed transmitter and receiver, the Doppler shift at the receiver
end can be expressed as fDoppler = V (cos(ϕx)+cos(ϕr))

λ . In this expression, ϕx and ϕr are respectively
the angles between the mean wind speed vector and the line of sight of the transmitter and that of
the receiver. For a monostatic configuration, ϕx=ϕr=ϕ, so the Doppler shift simplifies to Equation 2.1,
where Vr = V cos(ϕ) is the radial velocity (also called line-of-sight velocity), or the projection of the
velocity onto the transmitter/receiver line of sight.

fDoppler =
2Vr
λ

(2.1)

2.1.2. Lidar equation
This first lidar equation allows to express the collected optical power in the receiver in terms of system
parameters and atmospheric and particle parameters, with simplifications in terms of the light behavior.
It is useful to have an equation for the detected signal power to describe how individual lidar techniques
retrieve the frequency shift from the backscattered signal and how performant these measurements are
[31, 84]. The following derivation is highly inspired by theWind Lidar section of the book edited by Fujii,
T. and Fukushi, T. [31]. It is applied to a lidar using a pulsed laser.

To simplify, a monostatic lidar will be considered, with a range resolution∆R, that can be expressed
as a function of the laser pulse length ∆T and the speed of light c (see Figure 2.2 and Equation 2.2).
The target echoing the signal is at a range R, expressed in Equation 2.3 in terms of tr (round-trip pulse
time-of-flight) and c. The lidar equation predicts the amount of optical signal power, Ps, collected by
the receiver aperture from a target echo at range R, through a cascade of multiplicative operators on
the laser pulse energy, Ex = Px∆T , with Px the incident pulse power.

First, the received power comes as the product of the backscattered radiant intensity of the target
ψ(W/sr) and the perception solid angle of the lidar, that is Ar

R2 (sr), where Ar is the receiver aperture
area. The unit sr is for steradian, it is an unit of solid angle, so the dimension of ψ is a power per unit
of solid angle. In other words, the lidar collects the light that is backscattered by the target and that is
visible to the receiver. Along the receive path (from the target to the receiver), the backscattered signal
is attenuated by atmospheric extinction Text. Consequently, a first expression of Ps is Equation 2.4.
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Figure 2.2: Simplified diagram of a monostatic pulsed lidar [31]

∆R =
c∆T

2
(2.2)

R =
ctr
2

(2.3)

Ps = Text ψ
Ar

R2
(2.4)

ψ = ηText Ex
βc

2
(2.5)

Then, since ψ is the backscattered intensity of the target, it is proportional to the incident pulse power
reaching the target. To account for the most important physical phenomena, this incident power Px has
to be multiplied by the overall system efficiency η, atmospheric extinction Text along the transmit path
(from the transmitter to the target) and a term representing the portion of the signal reaching the target
that is backscattered. This term is defined as the product of a coefficient, the volume backscatterer
coefficient β(m−1sr−1), and the target volume, which is here the resolution ∆R. Given the simple
relation between Px and Ex, and Equation 2.2, a final form for ψ is found in Equation 2.5 . A simplified
illustration of the laser beam reaching the targeted particles is Figure 2.2. There, the system losses
are separated in two, transmit optical losses ηox and transmit truncation loss ηTx. Altogether, Equation
2.6 is the final lidar equation used for the power collected by the receiver aperture within a given range
gate. There is actually another factor that depends on the pulse shape function, and which explains the
time-dependency of Ps seen in Figure 2.2. This term is highest at the time when the pulse illuminates
the most the particles contained in the considered range-gate. The further the pulse travels from the
range gate, the less particles contained in it are illuminated and thus the less power will be collected
corresponding to that range gate. Equation 2.6 can be considered at the time of maximal range-gate
illumination.

Ps = ηExT
2
ext

cβ

2

Ar

R2
(2.6)

To represent how low the backscattered power usually is, it is useful to take an example for at-
mospheric and lidar parameters found in literature. Lidar parameters can be taken for a 2µm pulsed
Doppler lidar by CTI Technologies [84]. It uses a pulse energy of 2mJ (with a pulse length of around
400 ns, that is an incident pulse peak power of around 5 kW), a receiver aperture of 90 cm2 and a lower
limit of sensing range of 500m. A monostatic system efficiency of 50% can then be taken [31]. Now
for atmospheric parameters, in clear boundary-layer air, it can be assumed that β = 10−8m−1sr−1

[64]. Finally, the calculation of the atmospheric extinction is more challenging. The formula for T 2
ext at

a sensing range R and wavelength λ is given in Equation 2.7, where α is the atmospheric extinction
coefficient in km−1 [84]:

T 2
ext = exp

(
− 2

∫ R

0

α(λ, z)dz
)

(2.7)
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It was found that using an extensive molecular and aerosol database in a rural area under 1 km altitude
[31], the atmospheric extinction coefficient is around 1 km−1 for a lidar wavelength of 2µm. Thus, it
comes that T 2

ext ≈ 0.37 for a sensing range of 500m. It should be considered that this value is to be
approached with caution because the measurement conditions for the database are certainly different
than that of the lidar environment (rural area in the summer with 23 km visibility). Inputing all of these
parameters into Equation 2.6, the backscattered power is estimated to be Ps≈2.0∗10−11W . This
highlights the need for a high sensitivity in the detector. Note that in literature, a value of 5 ∗ 10−14W
was reported with an incident power of 1W [64], so the calculation is correct in terms of order or
magnitude. The actual technique used by lidars to detect that backscattered intensity and retrieve the
Doppler frequency is not a priority for this project, but can be found in Appendix A.1. What is more
important however is to detail the laser optics, found in the next part.

2.2. Laser optics and scanning patterns
This section will focus on the wave characteristics of the light beam that is emitted from the lidar, to
understand how it interacts with particles in the atmosphere. In particular, Subsection 2.1.2 omitted
how the incident light focuses at a particular range by avoiding interaction with other particles as much
as is feasible. This section’s aim is to explain how the focus is realized with laser properties and the
two different types of coherent lidars. They are classified in two categories according to the emitted
laser output: Continuous-Wave (CW) lidars and pulsed lidars. Both have different advantages that
Subsections 2.2.2 and 2.2.3 will attempt to explain. The project having focused on pulsed lidars, much
more attention is paid to the technology.

2.2.1. Lasers and Gaussian beams
Lidars use laser light because of its special properties that allow accurate sensing. In fact, they show-
case high degree of spatial and temporal coherence [62]. High spatial coherence allows for high direc-
tionality and radiation focused on small spots while high temporal coherence means a narrow optical
spectrum with extremely well-defined frequency (and wavelength). Most lasers, including in lidars, emit
quasi-monochromatic infrared light. Finally, an other advantage of lasers used in pulsed lidars is that
they can emit light in the form of short pulses, so even a low pulse energy can lead to a high pulse
power.

A laser consists of an optical amplifier placed within an optical resonator, visualized in Figure
2.3. The amplifier is a pumped active medium, so-called gain medium [68]. This medium, when it
is ”pumped”, i.e. supplied with energy, increases the amplitude of the light field while maintining its
phase at each round trip of the light inside of the resonator. This gain in amplitude is performed using
the principle of stimulated emission, hence the name Light Amplification by the Stimulated Emission of
Radiation. The underlying concept is that a photon in a given mode can induce an atom in an upper
energy level to undergo a transition to a lower energy level and, in the process, to emit a clone photon
into the same mode as the initial photon (same frequency, direction, and polarization) [68]. For extract-
ing a laser beam as a useful output of the device, the right mirror, for example (see Figure 2.3), acts
as an output coupler, transmitting some percentage (say 10%) of the intracavity power [62].

Figure 2.3: Formation of the laser beam in the resonator. The output is extracted through the partially transmitting mirror [68].

The light contained inside of a stable resonator is present in resonator modes, or Transverse Elec-
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tromagnetic Modes (TEM), and so is the light escaping through the transmitting mirror (then emitted
through the telescope of the lidar). These modes are denoted TEMl,m where each pair of indices (l,m)
defines a tranverse mode with an associated spatial distribution [68]. The lowest order mode TEM0,0

is the Gaussian beam, presented below and sketched in Figure 2.4. Lasers are often designed to oper-
ate on a single transverse mode; for lidars this is the (0,0) Gaussian mode because it has the smallest
beam diameter and can be focused to the smallest spot size. It is also interesting to note that the Gaus-
sian beam is a solution of the wave equation in the paraxial approximation, meaning that the beam
has a low divergence, that is the wavefront normals are close to parallel to the axis of propagation [68].
This can be visualized in Figure 2.4.

Figure 2.4: Propagation of a Gaussian beam and evolution of the beam radius. The so-called beam waist is situated at z = 0.
Axis units are extracted from [62]

The paraxial approximation for Gaussian beams is a small-angle approximation. It has been shown
[1] that Gaussian beams are valid in the paraxial approximation when the wavelength is smaller than
the beam waist multiplied by a factor 0.2π. This is largely the case for commercial lidars. For example,
the ZephIR lidar in its range of operation uses a beam waist smaller than 10mm and a wavelength of
1.55µm [17].

The transverse profile of theGaussian beam’s electric field distribution can be described by Equation
2.8 [37]:

E(x, y, s) =
E0

w(s)
exp

(−(x2 + y2)

w(s)2

)
exp

(
ikx

2 + y2

2R(s)2

)
(2.8)

where k = 2π
λ is the wave number , s is the axial distance from focus F (and z = F−swith z the distance

from the telescope aperture), w(s) is the ”beam 1/e2 intensity radius” and R(s) is the curvature radius
of the wavefronts. These parameters can be further expressed as Equations 2.9 and 2.10 :

w(s) = w0

√
1 + (

s

zR
)2 (2.9)

R(s) = s+
z2R
s

(2.10)

where w0 is the beam waist and zR is the Rayleigh length. It is the distance at which the beam radius
has reached

√
2w0, or where the cross-sectional area of the beam has doubled. The expression for

zR as a function of the wavelength λ and w0 is given in Equation 2.11. All these beam parameters
are represented in Figure 2.5 . Furthermore, the divergence angle θ = λ

πw0
characterises the beam

geometry where s >> zR (far-field region) and where the beam radius evolves nearly linearly. One can
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Figure 2.5: Beam geometry when leaving the telescope aperture of the lidar. The beam is focused around F , where one can
see the beam waist w0.

also see that in the far-field region, the wavefront resembles that of a spherical wave while in the near-
field (close to s = 0), it is similar to that of a plane wave (see Figure 2.4). Another important property is
that the curvature radius R(s) is minimum at s = zR, so the wavefront curvature is the greatest at the
Rayleigh length.

zR =
πw2

0

λ
(2.11)

Then, the variation of the beam intensity in cartesian coordinates when it propagates along the z-
axis can be expressed as Equation 2.12 [62]. It is a function of the beam power P0 = I0

πw2
0

2 , with I0 the
on-axis intensity at the beam waist. In Equation 2.12, it becomes clear why w(s) is called the ”beam
1/e2 intensity radius”. In fact, when the radius in the transverse plane of the beam is equal to w(s), that
is x2 + y2 = w(s)2, the last term becomes equal to exp(−2) = 1/e2.

I(x, y, s) = |E(x, y, s)|2= P0

πw(s)2/2
exp

(
− 2

x2 + y2

w(s)2

)
(2.12)

Since Equation 2.12 represents the spatial propagation of the beam, it can be used to describe
where the backscattered power comes from in space. To be more clear, one can observe that the
maximum on-axis beam intensity is obtained at the beam waist (s = 0). From this point, the radial
intensity decreases exponentially. In fact, when the radius of the beam is equal to 1.5w0 (or x2 + y2 =
(1.5 w0)

2), the intensity is around 1% of its value at the center. The further the particles are from the
beam waist, the more radially spread out the beam radius is and the lower the intensity of the incident
light is. From this comes the fact that the particles at the beamwaist (i.e. at the focus point) are the most
irradiated and are the most likely to scatter light back to the receiver. This seems intuitive since one
wants the particles where the beam is focused to contribute the most to the signal, because they are the
ones containing the information about the wind velocity at the desired range. In fact, it would be ideal if
the particles in the focus point plane would be the only ones contributing to the received signal, because
this would lead to an almost singular frequency shift measurement, and thus an exact wind velocity
measurement. In this report, this optimal case will be referred to as the point-wise approximation.

However, due to the actual shape of the beam, it is in practice impossible to get the backscattered
radiation only from the focus point and radiation from other regions of space around the line of sight
also contribute to the received signal with different intensities [69]. Considering this, to model how a
lidar computes the line-of-sight velocity from the backscattered signal, each point in space can be given
an appropriate weight that is maximum at the focus point and reduces with the intensity of the beam
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reducing. Mathematically, that is the the 3D convolution integral of the wind velocity field (projected
onto the line-of-sight) with the intensity profile of the beam I(x, y, s). Generally in lidar theory, only the
dimension s is considered, since the radial spread is so low. Then, the weighted average radial velocity
can be written as an integral along the line of sight of the product of a weighting function W and the
projected velocity field v evaluated at each point of the line of sight, see Equation 2.13.

vr =

∫ +∞

−∞
W (s) n . v(s)ds (2.13)

where n is the line-of-sight unit directional vector. The function W reaches its maximum at s = 0 or
z = F with F the focus distance. Here, one can only see the spatial averaging effect of the beam in
the longitudinal dimension but the weighting function can also incorporate the transversal spread of the
beam, hence the term ”sensing volume” encapsulating the 3D nature of the problem. For the point-wise
approximation this function is indeed a Dirac delta function with a peak at the focus point. Then in this
much simplified case, Equation 2.13 becomes the basic Equation 2.14.

vr = n . v(z = F ) (2.14)

It is important to note that in practice, the calculation of vr is done in the frequency domain by perform-
ing Fourier Transforms on the detector voltage output signal, and then squaring them to obtain power
spectra. When averaged for a given measurement time, these so-called ”Doppler spectra” show a peak
at a frequency that is made to correspond to a radial velocity through Equation 2.1. On a modelling
level however, convolution formulas for the measurement of vr are widely used.

Afterwards, across this framework, it is fundamental to delve into what happens when the lidar itself
is moving with a certain speed compared to an Earth-fixed referential. If at the time where the beam
arrives back at the aperture of the lidar, it has a velocity vlidar, then it only measures the projection
onto the line of sight of the wind velocity minus the velocity of the lidar, which is the projected wind
velocity with respect to the lidar. In other words the lidar measures, at its position, what is ”seen” by the
moving turbine. For wind field reconstruction, because one needs the wind speed with respect to an
Earth-fixed referential, and not with respect to the moving turbine, this then becomes a problem. This
effect is depicted in Figure 2.6. The case 1) is for a still lidar while the case 2) is for a moving lidar. The
figure is for a lidar pointing upwards but same principle applies for a lidar pointing horizontally upwind.

Figure 2.6: Error on the wind velocity measurement caused by the interference of the system velocity [87]

For a moving lidar, Equation 2.13 becomes Equation 2.15. And in the point-wise approximation, the
weighted measured velocity is simply vr,motion = n . (v(z = F ) − vlidar).
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vr,motion =

∫ +∞

−∞
W (s) n . (v(s) − vlidar) ds (2.15)

Note that it does not really matter if vlidar is considered when the beam is released or when the
backscattered signal comes back. Indeed, considering that the lidar beam is sent into the atmosphere
at t = 0 when the lidar has a velocity vlidar(t = 0) = v0

lidar, the backscattered signal from a distance
R comes back when the lidar has a velocity vlidar(t = 2R

c ) = v1
lidar. For the difference of taking

into account v0
lidar or v1

lidar to be significant for the measurement, the magnitude of their difference
would need to be for example in the order of magnitude of 0.01ms−1 or greater. This means that, with
∆t = 2R

c :

∥v1
lidar − v0

lidar‖
∆t

≥ c× 0.01

2R

Given that the left-hand side of the inequality is approximately the acceleration magnitude of the lidar,
and taking R = 700m (maximum range of the WindCube pulsed lidar [86]), this would mean that the
acceleration magnitude of the lidar is greater than 2000ms−2. The reality for a FOWT would never
even be close to this since for example at the nacelle, the limit state criterion for acceleration can be
0.2g or 1.962ms−2 [46], so a thousand times smaller than what would be required for the error between
considering v0

lidar or v1
lidar to be significant.

In the general case,W is a function that depends on the Gaussian beam intensity found in Equation
2.12 and that integrates to one. A further development of W can be made depending on the type of
lidar. This will be explained in the following parts on CW and pulsed lidars. It will also be detailed how
the wind field is reconstructed in these two different technologies that use different ”scanning patterns”.
Finally, it should be noted that Equation 2.13 is derived from the first moment of the spectral density
of the echo signal [2]. A more complete approach would then be to build the radial velocity from the
Doppler spectrum of the received signal but this is not supposed to be in the scope of this report.

2.2.2. Continuous-Wave (CW) lidars
The simplest form of lidar uses a CW laser, it emits light continuously into the atmosphere, which is the
typical operational mode of a laser. The main advantage is to combine simplicity with high sensitivity at
relevant ranges for wind energy [64], making CW lidars robust and at relatively low cost. An example
of commercial CW wind lidar is the former ZephIR, now ZX TM. It can operate with a good performance
at short ranges, up to a few hundred meters away from the device [64]. Especially, the ZephIR lidar
showed significantly better sensing accuracy than a pulsed lidar under 80m [15]. Another advantage
of CW lidars is a typically higher frequency of measurements, with for example up to 50 measurements
per second. Pulsed lidars on the other hand will provide generally more in the order of magnitude of 1
measurement per second, but at several ranges at a time. To measure at a different range, CW lidars
need to be refocused. Due to the application of the project to a pulsed lidar, little is needed on the
theory of CW lidars, and the focus will be made on the pulsed lidar technology.

2.2.3. Pulsed lidars
Pulsed lidars emit regularly spaced emissions of highly collimated light energy (as opposed to focused
light in the case of CW lidars) [64]. For a single pulse, since light travels at a known speed c, precision
timing circuits in a pulsed lidar are able to isolate the backscattered signals to a period of time that
corresponds to a specific segment of radial distance along the beam, called the range gate. In practice,
consider that the pulse is sent at a time t1 and the backscattered signal returns at a time t2. This
means that the range gate (corresponding part of the illuminated space that backscatters the emitted
light) is centered around a distance R = (t2−t1)c

2 from the aperture. Here, division by a factor 2 comes
from the fact that the light travels from the lidar to the target, and back to the lidar. Note that the word
”centered” is used, because outside of the point-wise approximation, the beam reaches a volume of
particles in space, and not a point. For a pulsed lidar, this can be seen as a cylinder, the length of which
is determined by the pulse length. The lidar then has to capture this illuminated volume by dividing the
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return signals into bins that have an appropriate size, corresponding to different parts of the line of
sight. The sizing of these bins correspond to a certain measurement time, and is in the same order
of magnitude as the measurement volumes. These aspects of the signal processing are depicted in
Figure 2.7 and will be discussed further. The heterodyne detection addressed previously is reflected
by the use of two photodetectors.

Figure 2.7: Principle of operation of a pulsed lidar and propagation of the sensing volume [2]

It follows that an advantage of the pulsed lidar is that from one single emission of light, the device
can reconstruct the wind velocity at several ranges, whereas for a CW lidar, a change of focus would
be needed. However, this also results in the fact that the sampling rate for a pulsed lidar is inherently
lower than for a CW lidar. In fact, the pulse emissions should be spread out over time in order not to
mix the sensing volumes associated with two distinct pulses. To give some concrete examples, the
1.54µm nacelle-mounted pulsed lidar WindCube developed by Vaisala has a sampling rate of 1Hz and
can measure wind for 20 different ranges per pulse emission [86]. This means that per second, the
user can get the wind velocity at 20 different distances away from the turbine. In comparison, the ZX
TM nacelle-mounted CW lidar can give 50 measurements per second, at one specific range [89]. It
can give measurements at 17 horizontal ranges in total but that requires a change of focus.

Now, to understand the optics of a pulsed lidar and how the beam propagates and interacts with
particles, it is useful to determine its power output. Notably, the emitted pulses have a temporal nature
(usually a pulse duration of less than 1µs) and the lidar discriminates the position of the backscattering
particles with respect to time-of-flight. Thus, it is relevant to first express the power of the beam as
a function of time rather than in space coordinates such as in Equation 2.12. In the case of a pulsed
Doppler wind lidar, the power of the probing beam as a function of time is well described by equation
2.16. Note that this is also a Gaussian function.

Pp(t) =
Ep√
πσp

exp(− t2

σ2
p

) σp =
τp

2
√

ln(2)
(2.16)

In Equation 2.16, Ep is the pulse energy and τp is the pulse duration. For example, in the case of the
WindCube lidar, the pulse energy is of 100µJ and the pulse duration is 150 ns [44]. For the rest of this
section, it is also useful to define the normalized laser pulse power Pp,n(s

−1), see equation 2.17.
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Pp,n(t) =
1√
πσp

exp(− t2

σ2
p

) (2.17)

Following this, to study the specificity of pulsed lidars, one can look into its characteristic range-
weighting function W , as described in Equation 2.13. To express W for pulsed lidars in the same
form as Equation 2.13, it is possible to do a transformation from time to space coordinates. Indeed,
considering a pulse released at t = 0, the instantaneous radial wind velocity detected at a distance R
from where the pulse is emitted can be either expressed as a function of time or spatial coordinates.
For a range R, vr(z = R) = n . v(z = R) = vr(t = 2R

c ). Thus, by assimilating the time t to the
space position z = ct

2 and rp =
cσp

2 , one can write Equation 2.18 [30] for a beam propagating in the
z-direction. In this case, the radial spread of the beam is ignored, as it is an assumption generally
made. This implies that anywhere the term ”sensing volume” or anything related is used, in practice it
will actually be a ”sensing line”.

Pp,n(z) =
1√
πrp

exp(−z
2

r2p
) (2.18)

(a) Normalized power as a function of distance (b) Normalized power as a function of time

Figure 2.8: Normalized Gaussian pulse power for a range-gate centered at R = 100m and τp = 150ns

For a specific case and for a range-gate centered at a distance R = 100m from the lidar, it is possible
to represent the corresponding pulse’s spatial and time extent. The round-trip time-of-flight for light to
reach that point is 2R

c ≈ 667ns. Figure 2.8 depicts this for the pulse duration of theWindCube previously
stated (150 ns). As expected, the peak power of the pulse is at the center of the range-gate in Figure
2.8a, which corresponds to t = 2R

c in Figure 2.8b. In the WindCube user manual [86], it is specified that
the functional probed length is 30m. This length is also usually referred to as the ”range-gate length”,
it is the distance that the laser-illuminated aerosol volume moves during the observation time [28]. The
relationship between the range-gate length ∆p and the observation time τ is simply given by Equation
2.19. Here, τ = 200ns. In Figure 2.8a, the x-axis delimitation was chosen such that the extreme left
side corresponds to R − ∆p (here, 70m) and the extreme right side to R + ∆p (here, 130m). The
measurement time is the difference in round-trip time-of-flight between light that reaches one extreme
side of the range-gate and light that reaches the other. Because of the round-trip effect, the light that
reaches the furthest part of the range-gate has travelled twice the range-gate length (hence the factor
2 in Equation 2.19). So, similarly, in Figure 2.8b the corresponding extremities are 2R

c − τ and 2R
c + τ .

This shows that the measurement time is chosen to roughly fit the illuminated volume.

∆p =
τc

2
(2.19)

Now, it is natural to question how to quantify the laser-illuminated aerosol volume. By nature, this
depends on the spatial extent of the beam. Indeed, as can be seen in Figure 2.8 , the particles situated
at the center of the range-gate are the most illuminated at that time whereas the ones situated at a
distance∆p from the center are barely illuminated. A common measure for this effect is the ”Full Width
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at Half Maximum” (or FWHM), written ∆r in what follows. As the name suggests, it is the width of the
curve where the pulse power on both symmetric sides is half of the value at the peak. Mathematically,
it can be expressed as Equation 2.20. It is also shown in Figure 2.8a.

∆r =
√

ln(2) c σp (2.20)
In the case previously mentioned, ∆r = 22.5m, which verifies to be in the same order of magnitude as
the range-gate length. In reality, there are many particles inside of the sensing volumes that backscatter
light at different times as the pulse travels the range-gate. This is depicted in Figure 2.9.

Figure 2.9: Normalized pulse profile of the light when it reaches 3 parts of the range-gate(the two extremities and the center)

The backscattered blue signal will be the first to reach the detector back while the red will be the last.
The figure is not scaled for better visualizing purposes, the actual overlapping of the pulse profiles is
shown in Figure 2.10. Finally, when considering the range-gate, an important parameter is the range
resolution ∆R. It refers to the ability of the lidar to to distinguish between two range-gates. Consider
now Figure 2.10. At the time when the peak of the pulse power arrives at R − ∆p

2 (represented by
the blue curve), it strongly illuminates the particles contained within the space defined by its FWHM
(blue double-end arrow), so until R − ∆p

2 − ∆r
2 . The same effect happens on the right side. Thus,

the illumination of the pulse in a particular range gate ”leaks” on the extremities with a length scale of
∆r
2 + ∆r

2 = ∆r. This means that the actual volume illuminated in the measurement time is in reality not
∆p but much closer to ∆p + ∆r. For example, the particles situated at a distance R − ∆p

2 + ∆r
2 from

the lidar are as likely to backscatter the light from the pulse when it matches the blue pulse in Figure
2.10 as those situated at R− ∆p

2 − ∆r
2 . This is why the range resolution is ∆R = ∆p+∆r [29].

Example of a moving pulsed lidar
Shortly aside of the theory for the pulsed lidar optics, it will be introduced what happens to the

position of the beam when the lidar is moving. For example in the case of the Windcube pulsed lidar
(placed on the nacelle of a wind turbine), there are 4 beams: 2 upper beams and two lower beams.
In the lidar frame, the beams have an horizontal angle of 15◦ and an elevation angle of 5◦ [86]. That
can be visualized in Figure 2.11. Consider a 2-dimensional case with one simple motion, where the
turbine only moves by rotating around the Y-axis, so in the plane defined by Figure 2.11b : this motion
is called pitching motion tracked by a so-called pitch angle, not to mistake for the pitch angle of the
turbine blades.

What is the order of magnitude of that pitch angle for FOWTs? In literature, it is found that pitch
motion can be as a first approximation modeled by an harmonic oscillator [34]. One of the cases
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Figure 2.10: Actual overlapping of the normalized pulse profiles and sensing resolution

(a) Top view (b) Side view

Figure 2.11: Top and side views of the Windcube beam configuration with range-gates [86]

comprises a pitch amplitude of 5◦. This means that if one of the upper beams initially has an elevation
angle of 5◦, by this additional pitch angle, at the maximum of the amplitude, its elevation angle becomes
10◦. It will now come clear why it is important to track the position of the lidar in time. One can evaluate
this impact on one of the upper beams for a particular range gate, for example at 300m, if the lidar is
placed at 80m. The initial altitude to which the beam points is equal to H1 = 80 + 300 sin(5◦) ≈ 106m
and the altitude after being pitched due to the motion of the turbine is H2 = 80 + 300 sin(10◦) ≈ 132m.
If the pitching motion of the turbine is not taken into account, significant errors on the altitude of the
measurements will be made! What does that mean in terms of wind speed?

One can consider a case of simple wind field where the wind speed at a height z is given by the
power law defined in Equation 2.21, with UH the wind speed at the height H and α the vertical wind
shear exponent.

U(z) = UH

( z
H

)α
(2.21)

A quite extreme but possible case for offshore wind can be UH = 10ms−1 at H = 60m and α = 0.3 [8].
In the two previous cases, without pitching motion, the wind speed measured would correspond (before
projection onto the line of sight) to an altitude where the theoretical wind speed is U1 ≈ 11.9ms−1 and
after pitching that would be U2 ≈ 12.7ms−1. Thus, that makes a difference of around 0.8ms−1. This
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is the order of magnitude of the error one should expect if the changing position and orientation of the
lidar is not accounted for, which is not acceptable. On top of this positioning error, there is the error
of the lidar velocity on the VLOSmeasurements. The next section will address these kinematic aspects.

Finally, one aspect that differentiates a CW lidar and a pulsed lidar is the expression of the weighting
function that models the spatial averaging of the measurement. In the case of a pulsed lidar, the line-
of-sight velocity measured can also be modelled by the convolution at the range R of the radial velocity
with the weighting function. But in this case, the range-weighting function is itself a convolution of
the normalized pulse profile Pp,n and a windowing function. The bounds of this windowing function
match that of the considered range gate, and this convolution models the range-gating of the lidar’s
detector output. This is not done when modelling CW lidars because one beam only has one range,
which corresponds to the focus distance. An example of windowing function is a normalized rectangle
of width equal to the range-gate dimensions ∆p [28]. The estimated expression of the radial velocity
measured by the lidar that follows is found in Equation 2.22 and that of the weighting function in Equation
2.23 [30].

vr(R) =

∫ +∞

−∞
W (R− s) n . v(s)ds (2.22)

W (r) =
1

∆p

∫ ∆p/2

−∆p/2

Pp,n(r + s)ds

=
1

2∆p

(
Erf

(r +∆p/2√
2rp

)
− Erf

(r −∆p/2√
2rp

)) (2.23)

The function Erf is the standard error function defined as follows.

Erf(z) =
2√
π

∫ z

0

exp(−t2)dt

2.3. Kinematics and representation of the rotational attitude of an
object with quaternions

When a lidar is mounted on the nacelle of an offshore wind turbine or when it is placed on a buoy,
it is subject to considerable motion compared to when it is placed still on the ground. This section is
dedicated to the representation of this motion in space and its impact on the wind profile measurements.
The motion of the lidar in space is considered in the wind turbine system, that moves relatively to the
inertial earth frame. It is characterized by a position vector, a velocity vector and an acceleration vector.
These last two vectors are usually decomposed into a translational and a rotational component. To
represent rotation mathematically, rotation matrices and Euler angles are traditionally used. In this
project, quaternions are used instead given their advantages compared to Euler angles, that will be
addressed in the first subsection. An introduction to the basic properties of quaternion can be found in
Appendix A.2, and a way of visualizing them in Appendix A.4 . Finally, the second subsection will define
more clearly how the motion of the lidar and its six degrees of freedom are modelled mathematically,
to be used as inputs for the numerical algorithm.

2.3.1. Quaternions and rotation
It can be understood that 4 dimensions are needed to represent a rotation in space. Indeed, to know
how a 3-D vector is rotated from its initial coordinates to its new coordinates, one only needs to know
the angle of the rotation (in R so 1 dimension) and the axis of the rotation (in R3 so 3 dimensions), for
a total of 4 dimensions [16]. This is where quaternions become extremely handy.

Let q ∈ H1, q = [cos( θ2 ), sin(
θ
2 ) n] and r a vector of R3. In ”quaternion form”, r = [0, r]. Then, the

new vector Rr from Equation 2.24 is the vector r rotated by the angle θ about the axis n.

Rr = q r q−1 (2.24)
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This is shown in Figure 2.12. Note that applying the same formula but with q−1 on the left and (q−1)−1 =
q on the right yields the opposite rotation about the same axis (see Figure 2.13) while applying −q
yields the exact same rotation. Indeed, −q r (−q)−1 = −q r[−(q−1)] = q r q−1. Another key property
of quaternions is that given another unit quaternion p, replacing q by pq in Equation 2.24 represents a
rotation by q followed by a rotation by p. Such a direct mapping is not possible with Euler angles.

Figure 2.12: Rotation of r by θ about n [16]. The resulting vector Rr is given by Equation 2.24. The norm of r is of course
conserved.

Figure 2.13: Opposite rotation obtained by changing the order of the multiplication in Equation 2.24 [16].

Since this is a crucial part of the work, it is valuable to show an example and how quaternions com-
pare to more traditional Euler angles and rotation matrices. For example, how to represent the rotation
of the vector [0, 0, 1] along a circle defined around the vector [1, 1, 1]? In this case, the normalized axis
of rotation is [ 1√

3
, 1√

3
, 1√

3
]. For an angle θ, the quaternion corresponding to the rotation is simply:

q(θ) =
[
cos(

θ

2
), sin(

θ

2
) [

1√
3
,
1√
3
,
1√
3
]
]
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And the rotated vector is obtained by applying formula 2.24 to the vector [0, 0, 1]. Note that it is straight-
forward. For a range of angles, this rotation is shown in Figure 2.14, where the black vector is the axis
of rotation.

Figure 2.14: Example of a rotation around the axis [1, 1, 1]

How would one describe that rotation using traditional Euler angles and rotation matrices? First, as a
reminder Euler angles describe a rotation by three successive rotations around 3 successive axes, for
example starting with typical cartesian X-Y-Z axes. The problem is that it is not as straightforward as
quaternions. The advantage however is that they are easier to understand and represent. Also, they
depend on the convention for the order of rotations, since each rotation modifies the initial vectors.
For example, if the convention is ZYX, then the Euler angle rotation {γ, β, α} is this chain of rotation:
first a rotation of γ around the Z-axis, then of β around the new Y-axis and finally of α around the newer
X-axis. If the set is for example {π2 ,

π
4 ,0} and the initial vector is [1, 1, 0] normalized (see Figure 2.15 for

the initial vector and axes), the rotation performed is first a rotation of π
2 about Z (see Figure 2.16a), with

which the X and Y axes also rotate. The new axes are in dotted green lines. The actual initial Cartesian
basis is still in blue. The vector of rotation that was in the X direction is now in the -Y direction while
the one that was in the Y direction is now in the X direction. And then, the second rotation is about
the new Y-axis (which has become the initial X-axis) by π

4 . The result is again in red and the rotated
Euler axes are in dotted green. There is no third rotation since that last angle was set to 0. Now let us
consider a YZX convention with the set {π4 ,

π
2 ,0}. So again, one has a rotation of

π
4 around the Y-axis

and of π
2 around the Z-axis. But the axes change in the course of the rotation sequence, so the result

is different! This is shown in Figure 2.17. With the first convention the coordinates of the final vector
are [ 1√

2
, 0.5, 0.5] and with the second [0.5,− 1√

2
, 0.5].

Mathematically, to calculate V ′ the rotation of the vector V by the set of Euler angles γ, β, α in
ZYX convention, one has to apply V ′ = R V with R the rotation matrix defined by Equation 2.25 [21].
Note how the 9 components of the matrix are needed whereas only 4 components are needed when
describing rotation with a quaternion. Here, only the rotation of vectors are mentioned and not of an
object. The difference is that a vector has only a direction, no ”orientation” whereas an object does.
That orientation can however be defined by the direction of three vectors that define the frame of the
body, for example the green dotted vectors in the above figures. And the principle of applying the
rotation is exactly the same as applying a rotation to a single vector, but to all 3 vectors of the body
frame separately.

R =

 cos(β) cos(γ) cos(β) sin(γ) − sin(β)
sin(α) sin(β) cos(γ)− cos(β) sin(γ) sin(α) sin(β) sin(γ) + cos(β) cos(γ) sin(α) cos(β)
cos(α) sin(β) cos(γ) + sin(β) sin(γ) cos(α) sin(β) sin(γ)− sin(β) cos(γ) cos(α) cos(β)

 (2.25)

That matrix would change given that the convention changes. Thus, Euler angles suffer from am-
biguity due to different conventions. But if the convention is known and fixed, that problem should be
solved. However, there still are disadvantages of using Euler angles.

Consider the previous case of rotations displayed in Figure 2.14 and remember how ”easy” it was to
represent with quaternions. Now one can try to formulate the same rotation with Euler angles/rotation
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Figure 2.15: Initial position of the vector in red and of the basis in blue (matching the Cartesian basis)

(a) First rotation of π
2 about the Z-axis (b) Second rotation of π

4 about the new Y-axis

Figure 2.16: Rotation with Euler angles and ZYX convention

matrices. There exists a correspondence between Euler angles and quaternions that is given in Ap-
pendix A.3. The initial vector [0, 0, 1] rotated by π

4 around [1, 1, 1] corresponds to the rotation performed
by the unit quaternion

[
cos(π8 ), sin(

π
8 ) [

1√
3
, 1√

3
, 1√

3
]
]
. According to Equation A.7, the corresponding

Euler angles in ZYX convention are:

γ ≈ 0.1786π

β ≈ 0.1005π

α ≈ 0.1786π

So, even for such a simple rotation, there is no simple form for this set of Euler angles. Finally, one
last argument to make a case for the use quaternions (or rather, against the use of Euler angles) is the
problem of Gimbal lock.

It is challenging to explain Gimbal lock on a plane paper, but one can simply understand that Gimbal
lock happens onmeasurement unit systems (such as gyroscopes) that use so-called gimbals to perform
rotation with Euler angles. In certain configurations, these gimbals align and the system loses one
degree of freedom : two of the three gimbals are ”locked” together. It is a well-know issue in the
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(a) First rotation of π
4 about the Y-axis (b) Second rotation of π

2 about the new Z-axis

Figure 2.17: Rotation with Euler angles and YZX convention

aerospace industry [16]. Quaternions avoid that problem since they only use one rotation instead of
three consecutive ones. In this subsection, quaternions were represented by the effect they have on
3D vectors, so by representing the initial vector and then the vector rotated by the quaternion. This is
one way of visualizing quaternions. In the next subsection, another way of visualizing them as objects
themselves, instead of the operation they perform on other objects (namely 3D vectors), will be detailed.
This is useful for visualizing interpolation for example. However, visualizing quaternions is not an easy
task because they are 4-dimensional. And even if unit quaternions can be ”reduced” to 3 dimensions,
they will still be visualized on this 2-dimensional support.

2.3.2. Defining kinematics of the problem
The aim of this whole section is to be able to represent efficiently the orientation and rotational motion
of the lidar. In this subsection, it will be described how to do so with quaternions and at the same time,
the linear part of the motion will be addressed : position and linear velocity/acceleration. The goal is to
first know with as much precision as possible the position/orientation of the lidar in time and space so
the position it is pointing to can be determined. Then, one also wants to determine the velocity of the
lidar that needs to be reconstructed because the lidar only measures the wind velocity with respect to
the lidar. So, the knowledge of three physical parameters is crucial:

• p(t) : position of the lidar in the global frame

• q(t) : orientation of the lidar in quaternion form such that if one lidar beam has a direction deter-
mined by the unit vector b in the lidar frame (for pulsed lidars this is not time-dependent), then
in the global frame, its direction is q(t) b q−1(t) 1. Since the lidar is rigidly fixed to the turbine,
its orientation in time compared to that at t = 0 in the global frame is the same as any other
component rigidly fixed to the turbine, in particular the Inertial Navigation System (INS).

• d
dt

(p(t)) : velocity of the lidar in the global frame

The position/orientation is represented at a time t is shown in Figure 2.18 with p(t) = [x(t), y(t), z(t)].
It is fundamental to understand the correspondence between the body frame of the lidar and that of
the INS and also with the global frame. A INS is typically comprised of an Inertial Measurement Unit
(IMU) that can give linear acceleration, velocity, as well as angular acceleration, velocity and orientation.
The INS has additional sensors that can also provide real-time position from GNSS (Global Navigation
Satellite System) data. The lidar and the INS frames undergo the same rotations (under the rigid-body
hypothesis). Given the initial position offset between the lidar and the INS is known, the position of
the lidar is simply the position of the INS with a correction for that initial offset rotated. So the position
of the INS, its orientation (which are directly output from the device) and the initial offset between the

1Remember that to simplify, a quaternion [0,v] associated to any vector of R3 v will simply be written as v. So, if quaternions
are involved, any vector should be understood as its quaternion form with a null scalar part.
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lidar and the INS are enough to get the lidar position. Regarding velocity, the lidar and INS have
different velocities/accelerations but they have the same angular velocity/acceleration. Thus again, the
INS outputs and some additional information on the initial position offset with the lidar is enough to
determine the kinematic parameters of the lidar in time (in the rigid-body assumption between INS and
lidar!). Now how does the INS frame relate to the global earth frame?

The quaternion q(t) represents the orientation of the rotating body frame (INS for example) with
respect to an inertial observer at the time t. That could be represented by the position and orientation
of the initial INS frame. In this frame, the beams have a constant position. See Figure 2.18 for an ex-
ample of the rotated frame R(t). If one writes e10, e20, e30 the vectors of the orthonormal earth inertial
frame R0, then the 3 vectors of the rotated frame in the coordinates of the fixed frame at the time t can
be expressed as: e1(t) = q(t) e1

0 q−1(t)
e2(t) = q(t) e2

0 q−1(t)
e3(t) = q(t) e3

0 q−1(t)

Figure 2.18: R(t) is the frame R0 after a translation and a rotation by q(t)

In the fixed global frame, one can express the quaternion first derivative q̇(t) as a function of the
quaternion q(t) and the angular velocity of the body to earth ωe(t), see Equation 2.26 [4]. With respect
to the body angular velocity in the rotating frame ωb(t), one can also write Equation 2.27 [88] and the
relation between the two is found in Equation 2.28. Note that this symbolizes a rotation opposite to that
represented by q(t). From now on, the body angular velocity ωb(t) will be used.

q̇(t) =
1

2
ωe(t) q(t) (2.26)

q̇(t) =
1

2
q(t) ωb(t) (2.27)

ωb(t) = q−1(t) ωe(t) q(t) (2.28)

Then, one can also express the quaternion second derivative which comes from q̈(t) = 1
2
∂
∂t

(q(t)ωb(t)).
From the product rule and the use of Equation 2.26, Equation 2.29 comes. The quaternion form of the
angular velocity and acceleration should be considered in the equation, with a null scalar part.
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q̈(t) =
1

4
(q(t) ωb(t) ωb(t) + 2 q(t) ω̇b(t)) (2.29)

Now that all quantities are defined, the need for interpolation can be explained.

2.4. Interpolating translation and orientation
Fundamentally, the lidar gives as an output a time series of Vr(t) at n different time steps t0, t1, ..., tn.
For the pulsed lidar of this project, the sampling rate is of 1Hz [86], so the spacing between the time
steps is of 1 s. Note that these outputs alternate between each line-of-sight and there are 4 lines-of-
sight in this case (4 different beam apertures) so for one specific line-of-sight, the spacing is actually
of 4 s (or 0.25Hz). And, all the INS outputs are given with a different sampling rate and the time steps
do not correspond with that of the lidar. Typically here, the output rate of the INS is 25Hz (so one
output every 0.04 s) and the position/orientation data is noisy and suffers from discontinuity because of
the filters used (more on this in the next chapter). Thus, interpolation of the motion data is needed to
reconstruct position/velocity at any time step ti of the VLOS measurements.

Now there are some physical constraints on the interpolated quantities, in particular for position and
orientation. Let the position of the object (for example INS or lidar) be represented in time by p(t) and
its orientation by q(t). The quaternion q(t) relates to the body angular velocity ωb(t) through Equation
2.27 and to the angular acceleration through Equation 2.29.
And p(t) relates to the body velocity through Vb(t) = q−1(t)Ve(t)q(t)whereVe(t) =

dp(t)
dt

is the velocity
of the object in a global inertial frame. Then, V̇b(t) is the linear acceleration in the body (non-inertial)
frame. Dynamically, these quantities are linked to the moments and forces applied to the object through
the classical equations of motion 2.30 [21]. The first line is the linear equation while the second line is
the angular equation. In is the inertia tensor (kgm2) and m is the mass of the body.

m V̇b(t) + ωb(t)× (m Vb(t)) = Fext(t)

In(t)ω̇b(t) + ωb(t)× (In(t)ωb(t)) = Mext(t)
(2.30)

In the scope of the project, the dynamics of the system are not studied but at least these two equations
should be verified. Since the external forces and moments applied are continuous it comes that all
quantities on the left hand sides of Equations 2.30 should be continuous. That implies in particular
the continuity of the partial time derivative of position p̈ (linear acceleration) and of q̈. In mathematical
terms, the functions of time p and q need to be C2 - continuous, i.e. twice differentiable with continuous
second derivatives. Thus, any function used for interpolating p and q that is not C2 - continuous would
be physically incorrect. For piece-wise defined functions, this creates a problem particularly at the in-
terpolation nodes. Note that for example, using linear interpolation for position would be fundamentally
wrong, because that would imply constant velocity and null acceleration. For simplicity or because
high order methods have their own limitations, a lower order method that does not respect the dynamic
continuity prerequisite is also an option. In the next two subsections, the interpolation of translation
and of orientation will be treated separately, especially because interpolating orientation is significantly
more challenging, because it is a 4-dimensional problem.

2.4.1. Quintic Hermite interpolation of translation
This section will be focused on the linear part of Equations 2.30, so the 3 translational degrees of
freedom. The angular part will be treated in the next, so the 3 rotational degrees of freedom. Position
can be interpreted as a parametric function of time with 3 components p(t) = [x(t), y(t), z(t)] ∈ R3.
The motion outputs come from the INS which are then used to determine the attitude of the lidar but
that needs further transformations. At first, p should be understood as pINS .

The outputs of the INS are p(ti), ṗ(ti) and p̈(ti) where i ranges from 0 to n, with n+ 1 the number
of time stamps and t0 < t1 < ... < ti < ... < tn. In parallel, the lidar measures the line-of-sight velocity
at a time t that falls in between two time steps of the INS data : there is ti such that t ∈ [ti; ti+1]. One
method of interpolation that allows for C2 - continuity of the interpolated quantity and an error with the
actual quantity (that itself needs to be C2) in the order of magnitude of (ti+1 − ti)

6 is Quintic-Hermite
interpolation. This method uses 6 basis functions, referred to as Quintic-Hermite basis functions [82],
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that will be noted ξ0, ξ1, ξ2, ξ3, ξ4 and ξ5. Their expressions are given in Equation 2.32 [82]. For a time
t ∈ [ti; ti+1], the interpolated position p̂(t) with Quintic-Hermite interpolation is given by Equation 2.31
[82] with ∆t = ti+1 − ti.

(2.31)
p̂(t) = p(ti) ξ0

(
t− ti

ti+1 − ti

)
+ ṗ(ti) ∆t ξ1

(
t− ti

ti+1 − ti

)
+ p̈(ti)

∆t2

2
ξ2

(
t− ti

ti+1 − ti

)
+ p(ti+1) ξ3

(
t− ti

ti+1 − ti

)
+ ṗ(ti+1) ∆t ξ4

(
t− ti

ti+1 − ti

)
+ p̈(ti+1)

∆t2

2
ξ5

(
t− ti

ti+1 − ti

)

∀ s ∈ [0; 1],



ξ0(s) = (1− s)3 (6s2 + 3s+ 1)
ξ1(s) = (1− s)3 s (3s+ 1)
ξ2(s) = (1− s)3 s2

ξ3(s) = s3 (6s2 − 15s+ 10)
ξ4(s) = s3 (1− s) (3s− 4)
ξ5(s) = s3 (1− s)2

(2.32)

One can then define the interpolated position using piece-wise defined functions. Let t ∈ [t0; tn] and
i ∈ J0;n−1K. Then, hi0, hi1, hi2, hi3, hi4, hi5 are new basis functions defined such that (recall that for each
i, ∆ti = ti+1 − ti):

• hi0(t) =
{
ξ0(

t−ti
ti+1−ti

) if t ∈ [ti; ti+1]

0 else.

• hi1(t) =
{

∆ti ξ1(
t−ti

ti+1−ti
) if t ∈ [ti; ti+1]

0 else.

• hi2(t) =

{
∆t2i
2 ξ2(

t−ti
ti+1−ti

) if t ∈ [ti; ti+1]

0 else.

• hi3(t) =
{
ξ3(

t−ti
ti+1−ti

) if t ∈ [ti; ti+1]

0 else.

• hi4(t) =
{

∆ti ξ4(
t−ti

ti+1−ti
) if t ∈ [ti; ti+1]

0 else.

• hi5(t) =

{
∆t2i
2 ξ5(

t−ti
ti+1−ti

) if t ∈ [ti; ti+1]

0 else.

To be able to rewrite Equation 2.31 in the desired form, so-called control points will be used. Let
t ∈ [ti; ti+1] and i the corresponding index. The control points pi,k with k ∈ J0; 5K are defined as follows
(there are a total of 6 n control points):

pi,0 = p(ti)
pi,1 = ṗ(ti)
pi,2 = p̈(ti)
pi,3 = p(ti+1)
pi,4 = ṗ(ti+1)
pi,5 = p̈(ti+1)

Now, the form of Equation 2.31 can be changed into the much simpler Equation 2.33

p̂(t) =

5∑
k=0

pi,k h
i
k(t) (2.33)

Then, the expression for p̂ for any t ∈ [t0; tn] is found in Equation 2.34.

p̂(t) =

n−1∑
i=0

2∑
j=0

(∂ jp
∂tj

(ti) h
i
j(t) +

∂ jp

∂tj
(ti+1) h

i
j+3(t)

)
(2.34)
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It appears easier to write this Equation as a matrix product. In this case, only a 1-by-6 n matrix for the
values of the basis functions and a 6 n-by-1 matrix for the control points are needed. The matrix form
of Equation 2.34 is Equation 2.35.

p̂(t)=
[
h00(t) h

0
1(t) h

0
2(t) h

0
3(t) h

0
4(t) h

0
5(t) . . . h

n−1
0 (t) hn−1

1 (t) hn−1
2 (t) hn−1

3 (t) hn−1
4 (t) hn−1

5 (t)
]



p0,0

p0,1

p0,2

p0,3

p0,4

p0,5

...
pn−1,0

pn−1,1

pn−1,2

pn−1,3

pn−1,4

pn−1,5


(2.35)

In practice, the position of the lidar needs to be interpolated at different times, which here will be the
time stamps corresponding the lidar VLOS measurements, that will be designated as Tl with l ∈ J0;mK
and each Tl ∈ [t0; tn]. All these interpolated quantities can be represented as a column vector. That
can again be written in a matrix form, see Equation 2.36. The 1-by-6 n left matrix has become a m+1-
by-6 n matrix while the right matrix for the control points remains the same.
Note that the matrix of the basis function values is almost filled with zeros, since per row, only the
6 basis functions that are defined on the corresponding interval can have non-zero values. For the
derivatives of the interpolated function with respect to time, the Equation looks almost exactly the same,
the difference being that the basis functions derivatives with respect to time are now evaluated. Control
points stay the same.


p̂(T0)
p̂(T1)
. . .

p̂(Tm−1)
p̂(Tm)

=

h00(T0) h01(T0) h02(T0) . . . hn−1

3 (T0) hn−1
4 (T0) hn−1

5 (T0)
h00(T1) h01(T1) h02(T1) . . . hn−1

3 (T1) hn−1
4 (T1) hn−1

5 (T1)
. . .

h00(Tm−1) h
0
1(Tm−1) h

0
2(Tm−1) . . . h

n−1
3 (Tm−1) h

n−1
4 (Tm−1) h

n−1
5 (Tm−1)

h00(Tm) h01(Tm) h02(Tm) . . . hn−1
3 (Tm) hn−1

4 (Tm) hn−1
5 (Tm)





p0,0

p0,1

p0,2

...
pn−1,3

pn−1,4

pn−1,5


(2.36)

One last valuable aspect to note is that if the values of the position and/or its first and/or its second
derivative are not known at the nodes ti, some control points can still be found by knowing the the
measurements on the left hand side and fitting the control points to the values of the basis functions
for an arbitrary set of fitting time nodes. This is basically the inverse problem.
For example, take the cubic function f : t 7 −→ t3 and define two nodes at t = 1 and t = 3 (so ∆t0 = 2).
For this example, one knows the value of f from 1.2 to 2.8 with a step of 0.2, but not of any derivative.
According to Equation 2.36, there simply is:


f(1.2)
f(1.4)
. . .

f(2.6)
f(2.8)

=

h00(1.2) h01(1.2) h02(1.2) h03(1.2) h04(1.2) h05(1.2)
h00(1.4) h01(1.4) h02(1.4) h03(1.4) h04(1.4) h05(1.4)

. . .
h00(2.6) h01(2.6) h02(2.6) h03(2.6) h04(2.6) h05(2.6)
h00(2.8) h01(2.8) h02(2.8) h03(2.8) h04(2.8) h05(2.8)




p0,0

p0,1

p0,2

p0,3

p0,4

p0,5


And p0,0,p0,1,p0,2,p0,3,p0,4,p0,5 are the control points corresponding to these two nodes. According
to the theory, they are estimates of respectively f(1), f ′(1), f ′′(1), f(3), f ′(3), f ′′(3). Now one can cal-
culate the values of the basis functions.
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This is a problem of solving AX = B, where X is the column vector of the control points. Matlab can
easily solve this and one gets XT = [1, 3, 6, 27, 27, 18]. And these are exactly the values of f, f ′, f ′′ at
the nodes 1 and 3. This can be generalized to any number of nodes.

Test case
To test the work did on Quintic Hermite interpolation, test on a synthetic translation motion was made.
For this, as it was introduced previously, the motion in the X, Y and Z directions were considered to
oscillate harmonically, as was suggested in literature [34]. This test was done on non-uniform nodes.
Here, a case of pure translation is to be derived. Usually, the words surge, sway and heave are used to
describe translation respectively in the X, Y and Z direction. The position vector p(t) = [x(t), y(t), z(t)]
is here defined with each coordinate having different amplitude and period as Equation 2.37.

x(t) = 5 sin(2πt)

y(t) = sin(
2π

10
t)

z(t) = 2 sin(
2π

12
t)

(2.37)

The position being sinusoidal, the derivatives come easily and are also sinusoidal. One can see the
actual curves for the position, the velocity and acceleration in Appendix A.5 for a time going from 0 to
20 s. Examples of the interpolation are also given for two numbers of nodes non-uniformly distributed
between 0 and 20 s. As expected, for a higher number of nodes, the red interpolated curve matches
more closely the real blue one until the difference is not perceptible anymore. Given a number of nodes
N, a rough approximation of the length of the time interval between two nodes is in this case ∆t ≈ 20

N−1

which is in the order of magnitude of 1
N times a constant. Since the error is proportional to the length

of the time interval between two nodes to the power of 6, it is then proportional to N−6. In a logarithmic
space, that corresponds to a -6 slope. For the first derivative, the order of the basis functions reduces by
1 so the slope becomes -5 and for the second derivative -4. This has been verified for this case and is
shown in Figure 2.19. The respective slopes are also shown and slightly shifted for better visualization.

Figure 2.19: Verification of Quintic Hermite interpolation in this harmonic case
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2.4.2. Interpolation of orientation
Following the introduction of quaternions in this report, they will be used to interpolate orientation. One
other advantage they offer over interpolating with Euler angles is that only one interpolation is needed.
On the other hand, Euler angle interpolation would require three separate interpolations, one for each
of the three Euler angles. Moreover, separating these interpolations implies that all the Euler angles
behave independently, which was shown not to be the case. Additionally, interpolating orientation ma-
trices is too problematic [22]. Thus, interpolating orientation using quaternions appears to be the most
viable option. Here, two methods will be derived and compared, each approach being analogous to
the linear Hermite interpolation. The first one uses the Bézier curve construction scheme that uses a
de Casteljau-like simple algorithm while the second one uses a blending of quaternion curves through
product of exponentials and tool functions, called cumulative basis functions, that derive from Hermite
basis polynomials. The two use similar control quaternions. While the Bézier curves offer simplicity
of construction and implementation, the exponential blended curve offers simplicity of differentiation.
Before anything, the simplest correct form of interpolation in quaternion space will be explained. It is
called Slerp, for Spherical Linear Interpolation and is quite different from classic linear interpolation.
Slerp interpolates smoothly along the shortest path between two quaternions [16] and its formula be-
tween two nodes unit quaternions q0 and q1 and for a given h ∈ [0; 1] is given by Equation 2.38. By
rearranging Equation 2.38, one can also obtain a similar formula [16], which is given in Equation 2.39
and that will be used later. Note that the result is also a unit quaternion. This is the exponential form
of Slerp. There also exists an equivalent formula that is built geometrically but it will have no use here.

Slerp(q0, q1, h) = q0 (q
∗
0 q1)

h = q0 exp(h log(q∗0 q1)) (2.38)

Slerp(q0, q1, h) = (q1 q
∗
0)

h q0 = exp(h log(q1 q
∗
0)) q0 (2.39)

The path built by Slerp between two unit quaternion nodes on the projected unit sphere introduced
before is shown in Figure 2.20 One encounters then the same problem as in R3. For a sequence of
nodes, Slerp does not allow smooth interpolation and it is not continuously differentiable. This can be
visualized in Figure 2.21 for 6 quaternion nodes. The way to correct this and have continuous differen-
tiability is to use some control points. First, the Bézier quaternion curves will be introduced.

Figure 2.20: Slerp between two unit quaternions

Bézier quaternion curve
To start with, it is necessary to introduce the de Casteljau algorithm. It is used to build smooth

curves, called Bézier curves. Typically, linear interpolation corresponds the Bézier curve of order 1,
which uses 2 control points : the nodes. And a Bézier curve of order N uses N+1 control points, 2 that
are the nodes and N-1 that are additional control points that will shape the curve. To understand how
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Figure 2.21: Slerp for a sequence of 6 unit quaternions

these control points help shape the curve, an example will be given for a Bézier curve of third order,
drawn in Figure 2.22. The points at the nodes are b0 and b3. The two additional control points are b1
and b2. In total, these 4 points create 3 segments : [b0, b1], [b1, b2] and [b2, b3]. The curve is built as
such: (spherical) linear interpolation is done between b0 and b1, between b1 and b2 and between b2
and b3. That gives 3 intermediate points that make 2 segments. The previous step is repeated until
there is only one segment, the linear interpolation of which gives the final point. This is done for each
desired point in between b0 and b1, which gives that smooth shape of the Bézier curve. It is interesting
to note that the previously defined Quintic Hermite interpolation can also be built using control points
and the de Casteljau algorithm. It can also be used to build smooth quaternion curves.

Figure 2.22: de Casteljau algorithm and Bézier curve for N=3 [6]

This algorithm was first proposed by K. Shoemake, prolific author in quaternion and animation [71].
It is similar to de Casteljau algorithm, where some control quaternions are chosen to smoothen the
curve, the sub-segments of the curve defined by the control quaternions are iteratively interpolated
with Slerp. An example is displayed in Figure 2.23, with the 4 control quaternions corresponding to the
interpolation. The interpolated curve is not shown because it is too close to the real one.
The mathematical expression for the interpolated curve is a ”cascaded” Slerp. Let t ∈ [ti; ti+1], i the
corresponding index and hi = t−ti

ti+1−ti
. Then, the expression of the curve using 4 control points qi,0,
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Figure 2.23: Control points for the quaternion curve between two nodes.

qi,1, qi,2, qi,3 is given by Equation 2.40. Its decomposed and simpler to handle form is divided below.

q̂4(t) = Slerp(Slerp(Slerp(qi,0, qi,1, hi), Slerp(qi,1, qi,2, hi), hi),

Slerp(Slerp(qi,1, qi,2, hi), Slerp(qi,2, qi,3, hi), hi), hi)
(2.40)

q̂4(t) = Slerp(p1(t), p2(t), hi)

p1(t) = Slerp(r1(t), r2(t), hi), p2(t) = Slerp(r2(t), r3(t), hi)

r1(t) = Slerp(qi,0, qi,1, hi), r2(t) = Slerp(qi,1, qi,2, hi), r3(t) = Slerp(qi,2, qi,3, hi)

Now one has to find the expression of the control points as a function of the quaternion values at
the nodes and its derivatives. First, it comes that q̂4(ti) = q(ti). And by evaluating Equation 2.40 for
hi = 0, q̂4(ti) = qi,0. By doing the same operation at the second node for ti+1, it follows that qi,0 = q(ti)
and qi,3 = q(ti+1). This can be seen in Figure 2.23, where the first and last control points are on the
actual curve.

And for the control points in the middle, the derivative at the nodes should be used. First, by defi-
nition (see Equation 2.27), q̇(ti) = 1

2 q(ti) ωb(ti) and q̇(ti+1) =
1
2 q(ti+1) ωb(ti+1). The formula for the

first derivative of that curve at the nodes was derived in [43] (here an alternative equivalent formula for
Slerp is used):

˙̂q4(ti) =
∂hi
∂t

(ti) 3 qi,0 log(q−1
i,0 qi,1) =

3

ti+1 − ti
q(ti) log(q−1(ti) qi,1)

˙̂q4(ti+1) =
∂hi
∂t

(ti+1) 3 qi,3 log(q−1
i,2 qi,3) =

3

ti+1 − ti
q(ti+1) log(q−1

i,2 q(ti+1))

From the boundary condition for the first derivative at the nodes, the expression of the two middle
control points comes as Equation 2.41.

qi,1 = q(ti) exp(
ti+1 − ti

6
ωb(ti))

qi,2 = q(ti+1) exp(− ti+1 − ti
6

ωb(ti+1))
(2.41)

Even if that method gives good results, it has two problems. First, it is not C2 - continuous [42]. Then,
computing the derivative of that curve is far from straightforward because of its recursive Slerp form.
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For the first problem, one could think of building a higher order Bézier quaternion that would be C2 -
continuous, typically using 6 control points instead of 4. However, for proving C2 - continuity, an expres-
sion for the second derivative of the curve at the nodes should be used, which is much more complex
than that of the first derivative [43]. To simplify the problem of the differentiation of the interpolating
curve, a class of interpolating quaternion functions using product of exponentials was created [42] and
will be the subject of the next section.

Cumulative basis quaternion curve
This class of quaternion curves uses a product of exponentials with tool functions, that are a cu-

mulative form of the Bernstein basis polynomials [42]. These Bernstein polynomials are linked with
the Hermite basis polynomials introduced in the previous section. They are the tools for building the
control points of the Hermite interpolation of any order. For example for the degree 5 corresponding to
Quintic Hermite interpolation, there are 6 Bernstein basis polynomials that are functions of the Hermite
ones introduced in Equation 2.32. In this part, only the degree 5 (so with 6 control quaternions) will be
studied, because the degree 3 introduced in literature (4 control quaternions) [42] only allows for C1 -
continuity and not further. The expression of the 6 Bernstein basis polynomials for i ∈ J0; 5K of degree
5 is found in Equation 2.42 [39].

∀h ∈ [0; 1], βi(h) =

(
5

i

)
(1− h)5−i hi (2.42)

As tool functions, this quaternion interpolating curve uses the cumulative form of this basis, which
is simply a sum of these polynomials, as defined in Equation 2.43.

∀h ∈ [0; 1], β̃i(h) =

5∑
j=i

βj(h) (2.43)

In particular, β̃0 = 1 and β̃5 = β5. Now, it is possible to define the expression of the curve, with the
control quaternions q0, q1, q2, q3, q4, q5 as Equation 2.44, with t ∈ [ti; ti+1] and i the corresponding
index : hi = t−ti

ti+1−ti
.

q̂(t) = q0 exp(log(q−1
0 q1) β̃1(hi))) exp(log(q−1

1 q2) β̃2(hi)) exp(log(q−1
2 q3) β̃3(hi))

exp(log(q−1
3 q4) β̃4(hi)) exp(log(q−1

4 q5) β̃5(hi))
(2.44)

It is also possible to write it with using Ωk = log(q−1
k−1 qk) as Equation 2.45.

q̂(t) = q0

5∏
k=1

exp(Ωk β̃k(hi)) (2.45)

Interestingly, for this class of curve of order 1 (2 control quaternions), the exact formula of Slerp is found.
Now, the expression of the control quaternions needs to be found. For this, one can use the boundary
conditions at the nodes. Let t ∈ [ti; ti+1] and i the corresponding index, then:

q̂(ti) = q(ti)

q̂(ti+1) = q(ti+1)
∂q̂
∂t

(ti) = q̇(ti)

∂q̂
∂t

(ti+1) = q̇(ti+1)

∂2q̂
∂t2

(ti) = q̈(ti)

∂2q̂
∂t2

(ti+1) = q̈(ti+1)

Directly, it comes that q0 = q(ti) and q5 = q(ti+1). Then, one needs the expression of the first and
second derivatives of q̂. For the first derivative, one needs to use that for example [42]:

∂(exp(log(q−1
0 q1) β̃1(hi)))

∂t
= exp(log(q−1

0 q1) β̃1(hi)) log(q−1
0 q1)

∂β̃1(hi)

∂t
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The expression for the first derivative of q̂ is found in Equation A.10. The formula for the second
derivative becomes even larger. Using the expression for q̂, its derivatives, that of the cumulative basis
functions and Equations 2.27, 2.29, the expression for the additional control points is found below in
Equation 2.46. It is used that (exp(q))−1 = exp(−q) because of the odd/even nature of the sinusoidal
functions. An example of these control quaternions is shown in Figure A.13. The complete derivation
is shown in Appendix A.6.2.

q1 = q(ti) exp(
∆ti ωb(ti)

10
)

q2 = q1 exp(
∆ti
10

(ωb(ti) +
∆ti
4

ω̇b(ti)))

q4 = q(ti+1) exp(−∆ti ωb(ti+1)

10
)

q3 = q4 exp(−∆ti
10

(ωb(ti+1)−
∆ti
4

exp
(∆ti ωb(ti+1)

10

)
ω̇b(ti+1) exp

(
− ∆ti ωb(ti+1)

10

)
))

(2.46)

Test case

Now it is possible to test these 2 classes of interpolating quaternion curves on a synthetic case. For
this, a problem with only rotation was created, no translation. The rotation angle and the rotation axis
are time-dependent and are sinusoidal functions. The rotation angle has an amplitude of 90◦ and a
period of 16 s while the rotation axis has a period of 9 s (and an amplitude of 1 since it is a unit vector).
The quaternion path followed by the corresponding sequence of quaternions is drawn for a time of
25 s in Figure 2.24. The corresponding sequence of rotations applied to the vector [1, 1, 1] is shown in
Appendix in Figure A.12. Interpolation of this curve was tested out with the two methods previously
defined. The error plot for an increasing number of interpolation points is shown below in Figure 2.25.
The error for the interpolation of the derivative with the quintic cumulative quaternion curve is also
shown, not for the Bézier curve but this will be the topic of the next subchapter. According to the theory
in R3, the error of third order interpolation should follow the -4 slope while for fifth order interpolation it
should follow the -6 slope. Note that this appears to verify for the Bézier curve but not for the quintic
cumulative interpolation curve! However, that cumulative basis form offers C2 - continuity and gives
reasonable error. As a comparison, Slerp is shown. Slerp being a first order interpolation method
(using only quaternion curve values and not that of any derivative), it follows the expected -2 slope,
the same as linear interpolation would in R3. Note that the de Casteljau algorithm also offers a better
computational time.

Figure 2.24: Quaternion path for this harmonic case and for 25 s

Building the derivative of the cubic Bézier quaternion curve
One can see in Figure 2.25 that the cubic Bézier method for quaternion interpolation is more exact

than the cumulative basis method. In particular, it follows the theoretical -4 slope close to perfection.
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Figure 2.25: Verification of quaternion interpolation methods

Adding onto this the computational benefit of the cubic Bézier curve, it is natural to consider its use
instead of the use of the cumulative basis curve. This would however mean allowing for discontinuity
of the quaternion second derivative, i.e. of angular acceleration (see Equation 2.29). This contradicts
the hypothesis made at the start of Section 2.4. Nevertheless, it is an acceptable compromise since
only the first quaternion derivative, relating to angular velocity, is required to calculate the velocity of
the lidar. Now, it remains to determine the derivative of the Bézier quaternion curve, which is possible
but significantly more complex than that of the cumulative basis curve.

This derivation is made possible by the fact that any Bézier quaternion curve is in the end the
”blending” (defined below) of two unit quaternion two sub-curves. And for such a blending, a clear
formula for the first derivative is defined [43]. In turn, these sub-curves are also a blending of two
unit quaternion two sub-curves, etc. This is due to the fact a Bézier curve is built with nested Slerps.
The blending of two unit quaternion curves (meaning that every quaternion belonging to this curve is a
unit quaternion) is defined as Equation 2.47 [43], with t ∈ [0; 1]. The function f(t) is called a blending
function and will take a trivial form in this applied case. Here, the unit quaternion curve q is the blending
of the curves q0 and q1.

q(t) = exp(f(t) log(q1(t) q
∗
0(t))) q0(t) (2.47)

Provided that f(t) ∈ [0; 1], then this is exactly the expression of a Spherical Linear Interpolation
between q0 and q1 by the factor f(t) (see 2.39). This formula is developed in the case where the
interpolation parameter is directly defined between 0 and 1. However in this case, the interpolation
parameter is defined as a certain time t that is between two time nodes ti and ti+1. Hence, rather than
defining t ∈ [0; 1], it will be defined as t ∈ [ti; ti+1]. Then, a blending function can be defined from this
parameter as f(t) = t−ti

ti+1−ti
. This blending function is precisely what was defined previously as hi.

Thus, using again the notations from 2.40 and the decomposition below it, one can conclude that
the cubic Bézier curve q̂4 is simply the blending of the unit quaternion curves p1 and p2, with hi serving
as the blending function. Also, p1 is the curve obtained by the blending of the two unit quaternion curves
r1 and r2, and p2 by that of r2 and r3. These three last curves are Slerps between two constant unit
quaternions. Every sub-curve is a unit quaternion curve because they come from a Slerp. The blending
function used is always the same. Now that the notion of blending quaternion curve was defined, what
about its first derivative?

Given two unit quaternion curves q0 and q1, the first derivative of the blending curve q by the blending
function f is given in Equation 2.48 [43], where d exp is a functionmapping a 4-by-3matrix to aR3 vector,
defined in Appendix A. The formula for the derivative of the log of a unit quaternion curve is also given
in Appendix A.
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(2.48)
q̇(t) = d exp(f(t) log(q1(t) q

∗
0(t))) .

(
f ′(t) log(q1(t) q

∗
0(t))

+ f(t)
d

dt
(log(q1(t) q

∗
0(t)))

)
q0(t) + exp

(
f(t) log(q1(t) q

∗
0(t))

)
q̇0(t)

In this particular case, f(t) = t−ti
ti+1−ti

and f ′(t) = 1
ti+1−ti

. The last expression needed is that of the
derivative of r1, r2 and r3 and then, cascading, one can get to that of q̂4.

Again, r1(t) = Slerp(qi,0, qi,1, hi) = Slerp(qi,0, qi,1,
t−ti

ti+1−ti
). And it is known that, for h ∈ [0; 1] [16]:

d

dh
Slerp(p, q, h) = Slerp(p, q, h) log(p∗ q)

Consequently, from the chain rule, Equation 2.49 comes for r1 for example. Analogous formulas apply
to r2 and r3.

ṙ1(t) =
d

dt
Slerp(qi,0, qi,1,

t− ti
ti+1 − ti

) = Slerp(qi,0, qi,1, hi)
log(q∗i,0 qi,1)

ti+1 − ti
(2.49)

Although the analytical formula for ˙̂q4 remains out of reach, it can be obtained with the following
algorithm steps at the time t:

• Compute the values of r1(t), r2(t), r3(t), p1(t) and p2(t) with the Equations developed in 2.40.

• Get the values of ṙ1(t), ṙ2(t) and ṙ3(t) by applying Equation 2.49 (or similar).

• Find ṗ1(t) by filling in the values of r1(t), r2(t), ṙ1(t) and ṙ2(t) in Equation 2.48. For ṗ2(t), the
process is the same but with r2(t), r3(t), ṙ2(t) and ṙ3(t).

• Finally, ˙̂q4(t) is obtained by the same process but with p1(t), p2(t), ṗ1(t) and ṗ2(t).

Figure 2.26: Verification of the error of the derivative of the Bézier curve

This algorithm has been tested to check its behavior in terms of error with respect to the number of
interpolation points. The error plot was added to Figure 2.25. If the interpolation method was perfect,
then as for inR3, the error between the real derivative of the curve and that of the interpolated derivative
of the Cubic Bézier curve would follow a -3 slope. It is disappointing that this is not the casewhen looking
at Figure 2.26. In fact, the slope of the error line of the Cubic Bézier derivative is of -2, the same as
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Slerp, and the same as the derivative of the cumulative basis interpolation. The fact that this does not
behave as expected could either be due to an error in the derivation or in the implementation.

One can notice that the error is always lower than the error of Slerp, multiplied by a certain factor< 1.
This is reassuring because this means that using this method is still better than using the simplest low-
order Slerp. However, it is always higher than the error of the cumulative basis derivative, multiplied
by a factor > 1. Naturally, one can think of using the Bézier curve method for interpolation of the
quaternions themselves, and using the cumulative basis derivative for interpolation of the quaternion
derivatives. In the following, the Bézier curve will still be used because angular acceleration is not
available as an output of the INS.

2.5. Wind Field simulation
2.5.1. Introduction and turbulence
The final goal of this project is to use the lidar motion-correction algorithm to be able to obtain wind
velocity measurements as close to reality as possible, from which it is possible to extract wind field
parameters and statistics. A wind field defines the 3D wind velocity vector v(x, t) in a global Earth
frame as a function of time and position. From only some measurements at certain points in time and
space, reconstructing a wind field then allows to extrapolate the wind velocity at any desired time and
position. The accuracy of the reconstructed wind field compared to reality will depend on hypotheses
and modelling assumptions. They can come from mathematical equations governing fluid dynamics,
and thus the wind flow, or that can be purely empirical. For example, typical characteristics of wind
fields are that at higher heights, the horizontal wind speed is higher than at lower heights, due to less
friction, and that at a solid boundary (at the ground), the wind velocity is 0 (no-slip condition). These
two assumptions are far from sufficient to have a good modelling of the reality of the wind variation in
time and space. There exists many ways to represent a wind field, with different levels of complexity.
For some purposes such as energy production prediction, rather simple wind field models are enough.
For example, one might only need to model the horizontal component of the wind velocity, or only its
10-minute averaged value. For other purposes such as load calculations, more complex wind fields
are needed, where the lower-scale intricate fluctuations of the wind velocity are taken into account, that
is a better modelling of turbulence. Turbulence in the context of fluid dynamics is not straightforward
to define. It has for instance been defined as such [18]:

Incompressible hydrodynamic turbulence is a spatially complex distribution of vorticity which advects
itself in a chaotic manner [...]. The vorticity field is random in both space and time, and exhibits a wide

and continuous distribution of length and time scales.

Although this report does not aim to dive deep into fluid dynamics, it is useful to develop the previous
definition, since without turbulence, it will be impossible to simulate and to reconstruct realistic wind
fields. It seems first necessary to define what vorticity is. It is a quantity closely related to the wind
velocity v by Equation 2.50.

ω = ∇× v (2.50)

where ∇ is the nabla operator. In Cartesian coordinates, Equation 2.50 can for instance be written

ω =


∂vz
∂y

− ∂vy
∂z

∂vx
∂z

− ∂vz
∂x

∂vy
∂x

− ∂vx
∂y


Turbulence is in fact a ”sea of eddies”, which are lumps of vorticity interacting with each other, and
with a corresponding velocity. These eddies evolve in time and space (according the so-called vorticity
equation), which makes the vorticity field (and also the velocity field) highly dependent on time and
position. The term ”chaotic” is used instead of ”random” to highlight the fact that turbulent is extremely
sensitive to initial conditions.
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Finally, the meaning of ”advects itself” is that, in a sense, the vorticity field transports itself, and this is
due to Equation 2.50. A given vorticity distribution induces a certain wind field, and this given wind field
will in turn generate a new vorticity distribution, etc. Note that the opposite is not true: a velocity field
does not necessarily induce vorticity. This is the case for potential flows. While equations on vorticity
derive from results on the velocity field, equations on the velocity field can be defined independently of
vorticity. This then leads to analyzing the wind velocity field, the governing equation of which is obtained
from fluid dynamics. This is the well known Navier-Stokes equation, that comes from three physical
principles: the conservation of mass and the applications of Newton’s second law of motion and law
of viscosity. The Navier-Stokes equation tracks the evolution of the acceleration of a fluid element as
function of the pressure force and the viscous forces acting on it. For a fluid element with a kinematic
viscosity ν, a mass density ρ in a pressure field p, it is expressed in Equation 2.51 [18].

∂v

∂t
+ (v.∇)v = −∇

(p
ρ

)
+ ν∇2v (2.51)

And the vorticity equation for incompressible flows is:

∂ω

∂t
+ (v.∇)ω = (ω.∇)v + ν∇2ω

The non-linear advective term (v.∇)v of Equation 2.51 is the main source of the complexity of
fluid mechanics, in particular turbulence, and the reason why simulating a realistic wind field is not a
straightforward process. Note that the viscous stresses also have a key role in the complexity of a
fluid flow. In particular without viscous stresses (i.e. for an inviscid fluid), the Navier-Stokes equation
becomes the Euler equation, which is time-reversible (the equation is the same for t or −t). In other
words, this implies that the Euler equation can lead to an increase of order (by v returning to its initial
state), rather than disorder, which is contrary to what one might think of turbulence [18]. However in the
real case, fluids always have a certain viscosity (even if very small), which makes the Navier-Stokes
equation ultimately irreversible and turbulence so linked with a greatly disorder.

Until now, a basic introduction on the chaos and the unpredictability of the wind field v(x, t) has
been made. However, it still remains possible to simulate theoretically turbulent wind fields, by taking a
statistical approach on the properties of v. Indeed, although the detailed properties of v(x, t) are highly
disorganized and unpredictable, its statistical properties are perfectly reproducible. Great minds have
been working on this matter for decades, and the use of ”statistical properties” of v to model wind fields
shall be addressed below in the report. An example of the Probability Density Function (PDF) for one of
the transverse components of velocity is shown in Figure 2.27. The PDF was computed by measuring
velocity for a large number of samples in an experiment of grid turbulence, which is wind blown into a
grid made of orthogonal bars. If the wind is blowing in the x-direction, then the transverse component
is the wind velocity in either the y or z-direction. It was shown that both transverse components will
have the same PDF [18]. Remarkably, this distribution is very nearly Gaussian, with a zero mean. This
shows that in a statistical sense, the transverse component of the wind velocity in a grid turbulence
experiment, is more likely to be null than any other value. Having an idea of the value of this velocity
component by solving the Navier-Stokes equation would be much more complicated.

The critical insight here is that instead of solving directly the Navier-Stokes equation to get a determin-
istic formula for v as a function of time and position, it is possible to consider v as an ensemble of three
random variables (the wind velocity vector being three-dimensional) that have a probability distribution
and for which it is possible to calculate averages, higher-order moments and correlation functions. The
method chosen in this report to represent turbulent wind fields is based on the Mann model, introduced
by Jakob Mann, an industry standard (IEC-recommended) [52].

2.5.2. The Mann model
From a physical point of view, the best way to simulate a turbulent wind field would be to solve di-
rectly the 3D Navier-Stokes equation through Direct Numerical Simulation. To make this solving less
computationally demanding, the approach of Large Eddy Simulation exists, where smallest scale tur-
bulent structures are obtained by modelling assumptions, and not by a direct solving. But still, both
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Figure 2.27: Example of one of the statistical properties of the wind field in a particular experimental set-up (grid turbulence).
The PDF is shown for one of the transverse components of the wind velocity [18].

methods require an enormous computational cost [50]. The method proposed by Mann, and experi-
mentally verified, is based on a model of the spectral tensor of the velocity field, which is the Fourier
Transform of the covariance tensor. This covariance tensor, also called the velocity correlation func-
tion is the backbone of statistical turbulence theory. It is generally a function of the position x, the
separation vector r and time t, see Equation 2.52, where i and j can be x, y or z and < . > is the
generic ensemble average. Here, the total wind velocity ṽ(x, t) is decomposed as turbulent fluctu-
ations v(x, t) = (vx, vy, vz) = (u, v, w) around a mean wind speed V that is fixed and well-defined
for each time and position. This mean wind speed can be for example modelled by the power law,
described shortly later.

Rij(x, r, t) =< vi(x, t) vj(x+ r, t) > (2.52)
The assumptions in the Mann model that reduce the number of variables on which the covariance

tensor are the following [50]:

• Taylor’s frozen turbulence hypothesis (or ”linearized transport”). Turbulent eddies are horizontally
(i.e. along the stream) transported with a mean speed U . This speed can for example be chosen
as the vertical average of the horizontal mean wind speed (the term around which there are
turbulent fluctuations). This assumption allows to remove the time-dependency of v(x, y, z, t),
which becomes v(x−U t, y, z, 0). Time series can then be interpreted as ”space series”, and the
consequence is that the time argument is usually suppressed in turbulent wind field modelling
discussions.

• Homogeneity. Flow statistics are independent of position. Thus, whether the covariance tensor
is determined between x and x+ r or between x′ and x′ + r, its value will be the same.

The consequence of these assumptions is that for the covariance tensor, only the dependence on the
separation vector r remains, which leaves:

Rij(r) =< vi(x) vj(x+ r) >

The spectral tensor addressed before can then be expressed in the wave vector domain as Equation
2.53. The first component (in the x-direction if x is the stream-wise direction) of the wave vector k is
the wave number denoted k1. It is linked to the corresponding frequency f and the mean wind speed
U that was introduced before by k1 = 2πf/U .

ϕij(k) =
1

(2π)3

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
Rij

(
(r1, r2, r3)

)
exp

(
− ik . (r1, r2, r3)

)
dr1dr2dr3 (2.53)
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Then, the wind velocity of a field with such a spectral tensor is connected to the stochastic vector
field Z(k) by Equation 2.54.

v(x) =

∫
exp(ik . x) dZ(k) (2.54)

This vector field is made of three components (Zx, Zy and Zz), which can be considered as complex
(in the sense ∈ C) random variables. It is an orthogonal process, meaning that for two different wave
vectors k 6= k′, all covariances between one of the incremental components of the first field and the
second field are null. Mathematically, this can be written as:

< dZi(k) dZ
∗
j (k

′) >= 0

In other words, the stochastic vector field Z(k) has uncorrelated increments across the wave vector
domain. This property comes from the assumption of homogeneity of the velocity fluctuations [49]. The
connection between the components of Z and the spectral tensor is given by Equation 2.55.

< dZ∗
i (k) dZj(k) >= ϕij(k)dk1dk2dk3 (2.55)

Now that all of these elaborate statistical quantities have been defined with their relationship to the
wind velocity, how to model and simulate them? In his model, Mann makes uses of an educated guess
on the spectral tensor that is based on a linearization of the Navier-Stokes equation and a modelling
of turbulent eddy lifetimes.

To understand the concept of eddy lifetime and its modelling as a function of its respective wave
number k, it is useful to present the notorious founding of Kolmogorov and Obukhov: the concept of
the energy cascade in turbulent flows. As it was introduced before, a turbulent flow is well-modelled by
considering it as an ensemble of a lot of turbulent eddies which have a certain vorticity, and on different
length scales. The interaction between all these length scales has been studied and has given the
crucial concept of energy cascade. This theoretically appealing (and aesthetically pleasing) idea, well
verified by experiments, is as follows [18]:

In a flow where turbulence dominates (which is the case for the wind flow in most environments),
large eddies are created by instabilities in the mean flow, and these eddies carry the largest amount
of kinetic energy. These eddies are themselves subject to inertial instabilities so they ”break-up” into
smaller vortices and pass their energy onto eddies with a smaller length scale, which carry less kinetic
energy. This phenomenon is repeated until the viscous forces acting on the fluid are no longer negligible
compared to the inertial forces, at which point turbulence is ”dissipated”. This effect is depicted in Figure
2.28.

A measure of the length scale of the eddies is λ ∼ 1/k, where k is the corresponding wave number
of a turbulent eddy [45]. Thus, low values of k correspond to larger eddies while large values of k
correspond to smaller eddies. From dimensional analysis and physical reasoning, it was found that if
E(k)dk is the kinetic energy per unit mass of fluid in eddies with a wave number in the range of dk,
then in the so-called inertial range (the range of k where the energy cascade described by Kolmogorov
happens), the evolution of E goes as Equation 2.56, where ϵ is the mean dissipation rate of energy per
unit mass of fluid. It is seen there that larger eddies carry more kinetic energy, and that this cascades
down at smaller length scales, according to the -5/3 slope (in log space).

E(k) ∝ ϵ2/3 k−5/3 (2.56)

The assumption on eddy lifetime used in the Mann model arises from very similar reasoning. The
lifetime τ(k) of an eddy is the typical time an eddy of a given scale (corresponding to the wave number
k) will exist before disappearing as it passes down its energy to smaller length scale. The dependence
of τ on k is given in Equation 2.57. The physical meaning is that larger eddies will typically exist for
longer than smaller eddies.

τ(k) ∝ ϵ−1/3 k−2/3 (2.57)

This modelling of the eddy lifetime is used in the Mann model as a way to provide closure to the
linearization of the Navier Stokes equation, which finally gives an expression of the spectral tensor as a
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Figure 2.28: Schematic representation of the energy cascade among eddies of turbulent flows [18].

function of some parameters, such as the integral length-scale L, a parameter Γ related to anisotropy,
the 3D Kolmogorov constant α and the dissipation of turbulent kinetic energy ϵ, introduced before. As
seen with Equations 2.54 and 2.55, this tensor is enough to describe the statistics of the corresponding
wind velocity, and thus simulating a turbulent wind field.

In practice, the wind field is simulated by numerically estimating Equation 2.54 inside of a discretized
box (a turbulence box), with finite dimensions. Note that the generated velocity field will be periodic
in all three directions. This periodicity is seen as one of the limitations of the model [50]. Another
limitation is that of the size of the turbulence box. It cannot be arbitrarily much larger than the integral
length scale of the model L. Anyhow, even if the Mann model uses assumptions that are not valid in all
of the atmospheric regions, it remains a standard for research and industry that has shown excellent
results in simulating shear-generated turbulence for high wind speeds at wind turbine locations. And if
one wants to have a proper modelling of the behavior of a wind turbine, then quite evidently, one needs
an accurate modelling of the wind. Accuracy should of course be balanced with computational cost.

Returning to the use of turbulent boxes, one can find an illustration in Figure 2.29.
If the rotor plane is located at a horizontal position x = 0 and the simulation starts at time 0, then

the wind that will reach the rotor at the time t is located inside of the box in the plane that has the
horizontal position x = −Uhub t. This is a perfect example of the powerful Taylor’s frozen turbulence
hypothesis which allows to transform time domain into space domain. It is also important to note that
inside of the box, the turbulent wind is generated at discrete points so interpolation is required to get
the wind velocity inside of the whole ”vertical slices” and in between each slice, which then allows for
the construction of a continuous wind field inside of the turbulence box.

2.5.3. Examples of wind fields
The previous discussion and the introduction to turbulent wind fields can finally be used practically in
this subsection. Some examples will be shown of the wind velocity components for different simulated
wind fields. The main focus will be to see what shear-generated turbulent wind fields are like and to
have an idea of how lidar measurements of theoretical wind fields should behave.

The stream-wise direction of the wind will be assumed to be along the x-direction such that the
transverse velocity components of the turbulent wind will be far smaller than the horizontal component.
Again, wind velocity can be decomposed as a mean wind speed V around which there are turbulent
fluctuations. Given the direction of the stream, the mean wind field will have 0 transverse components
and the horizontal wind field is supposed to be purely generated by shear such that:
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Figure 2.29: 3D illustration of the Mann turbulence grid box [67]. Box made of vertical square slices of dimensions 128m x
128m (discretized into 32 x 32 points). Total box made of 4096 vertical slices (over a distance of 7200m). The space interval
between each slice is of d = Uhub ∆t. The wind turbine rotor plane is represented by the black circle and the parameter δtip

represents the blade tip deflection and should be ignored here.

V = (U(z), 0, 0)

where z is the vertical coordinate. Thus, the transverse components of the total wind velocity are solely
generated by turbulence. A global Earth frame with the z-axis pointing upwards and the x-direction
along the stream-wise direction should be considered. What has been called shear represents the
increase of the mean horizontal wind speed as a function of the z-coordinate, in this case dU(z)

dz
.

The power law introduced in Equation 2.21 is with the Log Law a standard law used in wind energy
research and industry to represent the horizontal component of the steady wind as a function of height.
Examples of such profiles is shown in Figure 2.30. As expected, a larger shear exponent α induces
larger wind speed increment for the same height increment.

Figure 2.30: Comparison of two profiles of steady horizontal wind speed using power law. The wind speed at the hub height
(here 10ms−1 at 100m) is the same in both cases, only shear exponent changes.

Now, what becomes more interesting is to add turbulence in the simulations. Turbulence was gen-
erated using Mann’s spectral tensor. The box generated has the following properties:
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• Dimensions of around 155m x 155m x 970m, with 32 x 32 discrete points in vertical slices and
8192 vertical slices in the box.

• Interpolation is performed using Catmull-Rom splines, generating a periodic wind field for the total
box (the plane at the start of the box has the same velocities than the one at then end of the box).

• The velocity of the planes’ horizontal displacement (used in Taylor’s hypothesis) is chosen to be
the hub height velocity that is used as a parameter of the power law for the mean profile (again
10ms−1 at 100m).

• The parameters of the spectral tensor were set to some standard values used by Siemens-
Gamesa. Only one parameter was adjusted: the turbulence intensity TI defined in Equation
2.58, where σu is the standard deviation of the turbulent horizontal component of the wind ve-
locity and V is the mean wind velocity. One of the parameters of the Mann spectral tensor, the
integral length scale L can be cast as a function of TI [40]. The more turbulence, the more one
can expect the total wind velocity to fluctuate, which is why σu is the numerator of Equation 2.58.

TI =
σu
V

(2.58)

The turbulent wind profiles for the horizontal wind component at two different times are shown
against the mean power law profile in Figure 2.31. The steady profile is chosen to be the same as the
red curve of Figure 2.30 (α = 0.1 and Uhub = 10ms−1 at 100m). Figure 2.31a represents a turbulent
wind field with TI = 0.1 while Figure 2.31b represents a turbulent wind field with TI = 0.3.

(a) Turbulent profiles and steady component of the horizontal
wind speed at two different times.

(b) Turbulent profiles and steady component of the horizontal
wind speed at two different times. High Turbulence intensity.

Figure 2.31: Turbulent profiles and steady component of the horizontal wind speed for two different fields that differ by TI
value.

The profile of the steady component looks different because for TI = 0.3, the size of the plot had to be
changed to fit the fluctuations of the turbulent wind profiles, but it is the same. It is also interesting that
for two wind fields that differ only by their Turbulence Intensity, the turbulent fluctuations are basically
the same but scaled to the TI. Now that turbulence has been introduced the wind velocity components
in the y and z-directions (respectively v and w) are no longer 0. Their profiles are shown for TI = 0.1
and at t = 0 in Figure 2.32. Although both components have a magnitude generally lower than the
horizontal wind speed, one can see that they are not negligible, especially at lower heights.

Figure 2.32: Turbulent profiles of the transverse and vertical wind speed for TI = 0.1.
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2.5.4. Behaviour of the spectrum of the wind measurements from a moving lidar
in a turbulent atmosphere

In this subsection, a focus is made on the spectrum of the wind velocity components in a turbulent field
and on the theoretical spectrum of the VLOS measurements from a lidar. For this matter, the Power
Spectral Density (PSD) of the wind velocity components is calculated by simulating a field similar to
that of the previous subsection with TI = 0.1. The only difference is that the box is made to be bigger
(more simulation time) and the integral length scale is slightly larger. Results in the PSD will mostly be
discussed in terms of frequency.

On this matter, if wave numbers were linked with the size of the turbulent eddies, what does fre-
quency in the spectra exactly mean physically? It was introduced before that k1 = 2πf/U , with U the
mean wind speed, used in Taylor’s frozen turbulence hypothesis. Given this relationship, one way to
think about this problem is to simply associate high frequencies with large wave numbers, so with small
eddies. And the other way around, small frequencies with small wave numbers, that is large eddies.
That can also be understood with the fact that small eddies have shorter lifetime so the correspond-
ing phenomena happen on higher frequencies. Thus, high frequencies correspond to smaller eddies,
which carry less kinetic energy. Since the relationship between k and f is linear, then the exponent
dependence of spectrum on f is the same as on k.

As the Mann model theory predicts, the slope of the PSD for each of the wind velocity components
should be -5/3 in log space. The wind field was simulated for 600 s (10 minutes) at 1Hz for a fixed
point in space, with a height of around 120m in the same global Earth coordinate system as the wind
field. The velocities can be normalized. This should just change the magnitude of the PSD by a factor.
Indeed, if a signal x(t) has a power spectrum Sxx(f), the power spectrum of a x(t), where a is a real
c onstant is equal to a2 Sxx(f) [61]. For the u-component of the wind speed, the result is shown in
Figure 2.33. Because of the sampling theorem, the PSD is only calculated up until half the sampling
frequency, which is 0.5Hz. In the scope of this project, although it would certainly be better because
the inertial subrange generally includes higher frequencies than 0.5Hz, it is good to show an example
of a PSD spectrum with a quite low sampling frequency. In fact, pulsed lidars do not allow for high
frequency measurements.

Figure 2.33: Power spectral density of the (non-normalized) horizontal component of the velocity at a given point with a
sampling frequency of 1Hz for 10 minutes.

The spectrum is not perfectly smooth because the number of samples is relatively low and the
numerical methods used to estimate the PSD are discrete so they depend on this number. However,
the trend of the spectrum should remain consistent, that is the frequency distribution of the amplitudes.
It is possible to see there that the distribution of the spectrum follows the -5/3 slope, and only for a
certain domain. For example, for higher frequencies (> ∼ 0.3Hz), it can be seen the PSD is not so
clearly following the slope anymore. From a physical point view, the slope trend of the spectrum is no
longer valid after the upper limit of the energy cascade, where viscosity starts to rule over turbulence
among smaller eddies. However here, this is most likely due to the dimensions of the box and the grid
spacing, causing interpolation artifacts at higher frequency, so a numerical problem.

For visualization purposes, amoving-average of the PSD can also be shown to ensuremore smooth-
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ness. Some methods like Welch’s estimate already use averaging over overlapping segments of the
PSD. The result is shown in Figure 2.34. Interestingly, it shows the same trends in slope of the PSD,
detaching from the -5/3 slope for high frequencies. For lower frequencies, the moving average is far
from the dotted curves because there are less PSD values to calculate the average.

Figure 2.34: PSD estimate of Figure 2.33 against its moving average.

Now what happens for the v and w components of the wind velocity? In Figure 2.35, similar spectra
are shown for the same conditions for v in Figure 2.35a and for w in Figure 2.35b . From the Mann
model, it is expected that, compared to the horizontal wind speed u, the inertial subrange at which the
-5/3 slope can be observed starts at higher frequencies (or wave numbers) for v, and even higher for
w [50]. This is because the energy cascade is initiated by the larger eddies in the mean flow, which is
essentially is the same direction as u. And the cascade will be passed onto the directions of v and w
starting only with smaller eddies. This means that if u is the stream-wise component, larger structures
can appear in the inertial subrange of its spectrum, which will not appear in the spectra of v and w.
The slope in their respective inertial range of frequencies should however still be the same theoretical
-5/3. It is a valuable sanity check to see that this slope is verified. Again, for frequencies higher than ∼
0.3Hz, the spectrum drifts away from this slope.

(a) PSD of the transverse component of the velocity. (b) PSD of the vertical component of the velocity.

Figure 2.35: Power spectral densities of the (non-normalized) v and w components of the velocity at a given point with a
sampling frequency of 1Hz for 10 minutes. Shown against the theoretical -5/3 slope.

Nevertheless, given the low sampling frequency, the inertial subrange is much less obvious in the
spectra than in Figure 2.33. One way of extending this range would be to change the properties of the
wind field. Indeed, the starting frequency of the inertial subrange is roughly determined by the mean
wind speed U of the flow divided by the integral length scale L [45]. Thus, this was done in Figure 2.36
for a mean wind speed of 5ms−1. Figure 2.36a shows the resulting spectrum of v and Figure 2.36b
that of w. One important aspect to note is also that because the wind flow is supposed to be mainly in
the horizontal direction, one should expect more energy to be carried by the eddies appearing on the
u spectrum.

The cross-spectra of the velocity components also matter if one wants to study the spectrum of the
VLOSmeasurements. These cross-spectra depend on the correlation of the wind components between
one another, while the spectra shown so far were related to the correlation of the wind components
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(a) PSD of the transverse component of the velocity. (b) PSD of the vertical component of the velocity.

Figure 2.36: Same as Figure 2.35 but with a lower horizontal mean speed of the wind flow.

with themselves (auto-correlation). These cross-spectra should also display an inertial subrange with
a slope close to -5/3.
It is now possible to study the spectrum of the VLOSmeasurements. In reality, to increase the sampling
frequency, the measurements of the two upper beams can be simultaneously used to construct one
VLOS spectrum, the same for the two lower beams [65].

To simplify first, the point-wise approximation will be used and a lidar without motion will be consid-
ered. Up to a sign (whether the lidar coordinate system faces the wind or not), the line-of-sight velocity
for one beam with azimuth ϕ and zenith θ (see Figure 4.2) is then simply:

vr = n . v(R) = cos(θ)u(R) + sin(θ) cos(ϕ)v(R) + sin(θ) sin(ϕ)w(R)

where v(R) is the wind velocity at the point corresponding to the range-gate center R of the beam.
In time, the time series of the VLOS can be seen as the realization of a stochastic process, which is
then simply a linear combination of the stochastic processes of u, v and w. The statistics of these
3 quantities are defined by the properties of turbulence that were addressed before. Because the
zenith and azimuth are here considered constant, the power spectrum of vr is rather straightforward to
calculate. Since the wind components show correlation, the power spectrum of the VLOS is not simply
a linear combination of the individual power spectra, but has to take into account the cross-spectra [61].
Writing for instance Suu(f) the power spectrum of the u component of the wind velocity and Suv(f) the
cross-power spectrum of u and v, Equation 2.59 comes in the point-wise approximation:

Svr (f) = cos(θ)2Suu(f) + sin(θ)2 cos(ϕ)2Svv(f) + sin(θ)2 sin(ϕ)2Sww(f)+

2(|cos(θ) sin(θ) cos(ϕ)|Suv(f) + |cos(θ) sin(θ) sin(ϕ)|Suw(f) + |sin(θ)2 cos(ϕ) sin(ϕ)|Svw(f))
(2.59)

Taking the parameters of the WindCube PPT pulsed lidar for example, it gives:

Svr (f) ≈ 0.93Suu(f) + 0.067Svv(f) + 0.007Sww + 0.5Suv(f) + 0.16Suw(f) + 0.043Svw(f)

It is clear from this that the spectra involving u have the biggest weight. This is understood because
this lidar is made to face the wind with low angles deviating from the horizon. Now this should be only
considered in a qualitative manner because in reality the spatial averaging matters, the wind field might
not exactly fit the modelling assumptions, the lidar will not be perfectly facing the wind and during the
lidar motion, the direction vector of its lines-of-sight will change.

It was shown that the spatial averaging effect only affects the slope of the inertial subrange for the
spectrum of VLOS measurements at high frequencies [65]. If the lidar is moving, the actual azimuth
and zenith angles in a global Earth frame are not constant anymore, but can be seen as stochastic
processes that cannot be considered as uncorrelated to the wind velocity (the wind makes the turbine
move and thus the lidar). They can also show a peak in their spectrum around the floating platform’s
eigenfrequencies, which will carry through the VLOS spectrum [34]. Also for a moving lidar, the lidar
velocity will interfere with the VLOS measurements, which will also impact the spectrum. In conclusion,
the VLOS power spectrum for a moving lidar in a turbulent atmosphere will differ from the theoretical
formula of Equation 2.59, and this will be studied. An objective of this project will be to study the impact
of taking out the lidar velocity interference of the VLOS measurements and to see if computing the
power spectrum of the corrected VLOS can be used as a verification of the motion-correction method.



3
Real data acquisition and algorithm

derivation

This chapter will present the physical problem and the equations that will be used in the motion-
correction algorithm. The main goal is to define how the lidar motion can be corrected to get the wind
velocity with respect to a fixed referential. For this, it is crucial to understand how the motion-related
quantities are obtained from the Inertial Navigation System (INS) placed inside of the nacelle, and how
they relate, with the necessary transformations, to the lidar velocity. An analysis of some of the signal
characteristics given by the INS and by the lidar will be performed in the first subsection, before intro-
ducing all relevant referentials. It will then be possible to have the final formula that corrects for the
lidar motion, using known parameters.

3.1. Data acquisition and analysis
This section will present and treat the motion outputs from the available measurement devices. Two
devices give real-time data on motion-related quantities. First, the lidar has an integrated inclinometer
that outputs roll and pitch angle at the same time as the real-time wind measurements. Then also, the
INS outputs orientation (roll/pitch/yaw or quaternion), angular velocity/acceleration as well as position
and linear velocity/acceleration. All time and frequency axes are normalised and shown in arbitrary
units in the following, for reasons of confidentiality. Now, even if the INS is more complete, the problem
with using INS data is that it is misaligned in time and space with the lidar. In fact, the INSmotion outputs
are typically given at different time stamps than the lidar wind outputs and both are not at the same
location in the turbine. The first time aspect has already been introduced in section 2.4 and the position
offset is treated in Section 3.1.3. Note that a possible initial orientation offset between the lidar and the
INS needs to be explored. Regardless, the INS is a reliable device that uses high-accuracy filters and
integration methods for its outputs [23]. One last relevant aspect is that, regarding the lidar roll and
pitch measurements, they are directly and internally used to correct for the changing orientation of the
lidar [86]. The method used will be introduced in this section too. The performance of that ”low-order”
correction method will be compared to that developed in this report.

3.1.1. Lidar outputs
Lidar orientation output and inclinometer principle

As briefly explained, the lidar contains an inclinometer that records pitch and roll angle values at
the time of the measurement (so every second). These measurements are based on a different prin-
ciple than the orientation measurements from the INS, which will be explained later. Fundamentally,
inclinometers measure the attitude of orientation with respect to a reference axis, which is defined by
gravity (vertical axis in earth reference) [60]. Two different types of inclinometers are shown in Fig-
ure 3.1. Figure 3.1a illustrates an accelerometer that serves as an inclinometer. Indeed, consider the
frame that the pendulum is suspended to. Due to gravity, the pendulum is always in the direction of
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the gravitational force g. Suppose that this is the only force applied to the pendulum (well in this case
also the opposite force that keeps the pendulum attached to the frame). Then, the acceleration a(t)
of the pendulum in the local reference of the frame is directly proportional to g projected onto the local
axes of the frame, that projection being a function of the pitch angle θ. Given that the mass of the
pendulum is equipped with an accelerometer that gives acceleration along all axes and that the value
of g is precisely known, then one can retrieve the pitch angle.

(a) Acceleration inclinometer, represented by a
suspended pendulum. θ : angle between the

frame and gravity direction

(b) Electrolytic tilt sensor, following the
displacement of the bubble inside of an

electrolyte-filled tube

Figure 3.1: 2 types of inclinometers [60]

Another example is that given in Figure 3.1b , the electrolytic tilt sensor, or more clearly called the
liquid bubble inclinometer. The functioning of this inclinometer is similar to that of the level vial used
by carpenters, only using a more sophisticate electrical resistance measurement. It allows for better
angle resolution and is based on the following principle. 2 electrodes are placed at the extremities of
the cavity (or vial, usually a glass tube) which is filled with an electrolyte and another is placed at the
center of the cavity. When the air bubble inside moves due to the inclination of the cavity (in Figure 3.1b
only pitch would be possible), the resistance between the center electrode and each of the extremities’
electrode varies [27]. The device is able to calculate that resistance and to relate it to the position of the
bubble, which in turn relates to the inclination of the tube. In these two examples, only a 2D case for
pitch measurement is shown but that generalizes to the roll angle as well. However, inclinometers as
such do not function well for yaw angle calculation. This is because gravity is in the same direction as
the Z-axis which defines the rotation axis of yaw angular displacement. For instance, imagine the case
of the liquid bubble inclinometer, initially aligned with the earth global reference frame (so as in Figure
3.1b If the device undergoes yaw displacement, meaning that is rotated about the axis orthogonal to
its upper surface (or global Z-axis), then the bubble would simply not move. However, from a slight
displacement in roll or pitch, one can visualize that the bubble would be moving.

One last problem with inclinometers, no matter the type of technology, is that any horizontal accel-
eration of the frame interferes with the measurement of the angle, introducing an additional erroneous
angle. That can be seen in Figure 3.2, the total acceleration of the inclinometer is no longer solely de-
termined by the effect of gravity but also by another acceleration force vector, that could be for example
the acceleration of a vehicle in which the device is placed, the nacelle for instance.

Thus, the use of inclinometers is not optimal. In the case of the INS, the difference is that orientation
is obtained through error-minimizing integration of angular rates and filtering using aiding sensor such
as a Global Navigation Satellite System (GNSS). The process is made so that the error caused by
integration drift and relative motion of the measurement unit is minimized, so the signal output is less
noisy. Starting with the data from the lidar’s inclinometer, one can see in Figure 3.3 a normalized time
series example for a part of a day in mid-December 2023.

The mean pitch is shown in red and one can see the oscillation of the pitch angle around that value.
A similar time series is shown for another day in Figure 3.4 (around the same hours of the day and for
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Figure 3.2: Angle error δ in an inclinometer caused by an additional acceleration force vector [27]

Figure 3.3: Variation of the lidar pitch output during a part of the day in mid-December

the same time-span) and the same trend is found.
Regarding this variation aspect, one can quantify it and link it to the Signal-to-Noise Ration (SNR).

One definition of SNR in terms of ”closeness to target” is as follows in Equation 3.1 [9], with µ the mean
of the signal and σ its standard deviation. Another usual definition of the SNR uses decibels (dB), which
is simply 10 times the common logarithm of the quantity defined in Equation 3.1.

SNR =
µ2

σ2
(3.1)

The higher that value is, the better the signal quality is supposed to be compared to its noise. For
example, for the pitch signal given, in Figure 3.3, the calculated SNR is of around 16.5, or 12.2 dB. And,
for the other day displayed in Figure 3.4, the SNR from the lidar pitch signal is of around 25.7 or 14.1 dB.
So, one can see that the quality of the signal changes across the days. This can be due to different
weather conditions, or to a different configuration of the lidar. For example, if the lidar’s optical head
is not properly fixed to its tripod, then it will move in the turbine-fixed frame and cause parasitic angle
errors in the measurements. Having a technician tightening the optical head bolts will then improve
the quality of the signal. This inclinometer has the advantage of being at the same location as the lidar
and giving outputs at the same time. Compared to the INS however, it is equipped with less advanced
filters and does not offer the full 3D orientation of the device (no yaw angle).
Signal analysis and frequency filtering option
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Figure 3.4: Variation of the lidar pitch output during a part of the day in end-January

Next, further study of the signal output from the lidar will be conducted. As it was previously de-
scribed, the pitching motion of the platform of a FOWT is often characterized by a harmonic oscillator
with a given amplitude and frequency, with possibly damping [34],[12],[48]. Visually, particularly the
signal from Figure 3.3 seems to have a periodic shape around its mean value but one would need
more convincing arguments. Two methods for highlighting the periodic nature of a signal will be used
here : the Auto-Correlation Function (ACF) and the Power Spectral Density (PSD) study. The former
is a study in the time domain while the latter is a study in the frequency domain. PSD can typically be
obtained from the Fourier Transform of the signal, using Fast Fourier Transform (FFT) for example, a
powerful engineering tool.

An interesting aspect to note in this project is that the frequency analysis of the lidar motion (in par-
ticular pitching motion) has been used to filter out the motion-induced errors in the lidar measurements
[34]. The approach is the following:

• Compute the natural frequency of the pitching motion using spectrum analysis tools, which with
a simple harmonic oscillator model would correspond to the frequency of that oscillator.

• Use a frequency filter, such as a band-stop filtering function, on the lidar measurements to elimi-
nate all the measurements that match the natural frequency of the FOWT pitching motion.

This method was proven to have better results than subtracting directly the lidar velocity to the VLOS
measurements, in particular because it is less influenced by the noise of the inertial devices. However,
that study was conducted in a case that appears simplified, the platform motion is assumed to have
only one significant degree of freedom : pitching, neglecting the other 5. Also, it will be shown next
that the apparition of the natural motion frequencies in the lidar measurements is not as obvious as in
[34]. Finally, this seems to not be systematic given the different trends of the pitching motion through
different days (see Figure 3.3 and 3.4). The advantage is that here, accurate data is available from the
INS, being less noisy than a typical inclinometer. The frequency filtering approach will be compared to
a 1-by-1 VLOS correction.

To see if there is a repeating pattern in the time-domain lying behind a signal, one tool is the Auto-
Correlation Function (ACF), assuming that signal is a stochastic process with a mean and a standard
deviation. The ACF shows the correlation between a time series and a delayed version of itself [10].
This can be visualized in a plot where the x-axis represents the lags, i.e. the number of delay indices.
For example, if a time series is uniformly distributed in time and each time stamp is separated by 0.1 s,
then 3 lags represent a delay of 0.3 s. And the y-axis is the value of the auto-correlation function. The
higher that absolute value, the more correlation is found, 1 being the highest positive correlation possi-
ble, -1 the highest negative correlation possible and 0 representing uncorrelated time series. Usually,
the ACF value for the first lags is to handle with care because there are high chances that a time series
is correlated with a very shortly-delayed version of itself.
One example will be given for a purely sinusoidal function with the same time stamps as the time series
given in Figures 3.3 and 3.4, bearing in mind that the lidar gives a pitch/roll output every second. The
sine time series is made to have a period of 20 seconds, so one should expect positive high values
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of the ACF for 20-lag delay (as well as 40, 60 etc.) and negative high values of the ACF for 10-lag
delay (as well as 30, 50, 70 etc.). This is shown as a mean of comparison with the real pitch time
series’ ACF. For the first 60 seconds, the sine time series is shown in Figure 3.5a. The half-periods are
highlighted by red lines and the complete periods by green lines. They are not exactly aligned with 10,
20 etc. because the time series does not start exactly at 0 s (this comes from the lidar measurements
time stamps).

(a) Sine function for the corresponding first 60 s of the lidar pitch
time series. Red line : half period. Green line : period

(b) ACF plot for 60 lags. Here, 1 lag = 1 s. Red line : half period.
Green line : period

Figure 3.5: Example of the ACF for a sinusoidal function with a period of 20 s

Then, the ACF plot is shown, next to it in Figure 3.5b. Notice how the peaks are indeed situated at
the expected locations. At 0 lag, the ACF value is of course 1 because the sine delayed by 0 s is exactly
the same sine. Then, for the half period, the ACF value is close to -1 (visually hardly discernible from
-1), because a sine delayed by a half period gives the opposite. And for complete periods similarly,
the ACF value is close to 1, because of the periodicity of the sine. Note that the ACF goes to 0 for
quarter-periods, for which the delayed sine actually corresponds to the original time series, with sine
being replaced by cosine. Then, the same study is made on the end-January time series (see Figure
3.4) for the lidar pitch output. If the pitch is indeed close to a harmonic oscillator, then one should expect
a similar ACF plot to that of a sine. Note that in literature, a period of 20 s was for example used for the
pitching motion [34]. The result is shown in Figure 3.6. And the lags are normalized to a certain value
such that one lag does not correspond to one second. This normalization also affects the frequency
domain.

Figure 3.6: ACF plot for the lidar pitch during a part of the day in end-January, corresponding to Figure 3.4, with normalized
lags.

There seems to be a similar trend as a sinusoidal function, with periodicity not being as perfect as
the ideal harmonic case. What would correspond to the half-periods is shown again in red and what
would correspond to the complete periods is shown in green. The peaks where the value of the ACF
remains significant are the small dots. The delay between two positive dots and two negative dots is
between 16 and 20 lags, which is the period one could look for in that signal. This corresponds to a
frequency between 0.05 lags−1 and 0.0625 lags−1. This is where the second analysis will be done, now
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in the frequency domain. The Power Spectral Density (PSD) of the signal is computed with the help of
Matlab, and the frequencies that can be studied without ambiguities are limited by the Nyquist-Shannon
sampling theorem. However, this is sufficient because the frequency of interest remains in that range.
In the PSD spectrum of the normalized pitch angle from the lidar (see Figure 3.7), one sees what can
be expected of a noisy time series, with however a narrow peak amplitude shown by the yellow line,
located at a frequency of around 0.0545 lags−1. That would correspond to a period of around 18.3 lags,
so in the order of magnitude of what was highlighted previously with the ACF plot. From this spectrum,
there can also be harmonics at longer and shorter time-scales.

Figure 3.7: PSD spectrum of the pitch angle from the lidar output, for a part of the day in end-January, normalized frequency
axis.

This study indeed confirms the harmonic-like property of the pitch angle during the turbine motion.
Now can that frequency be found in the VLOS measurement from the lidar? Consider below in Figure
3.8 the PSD spectrum of the floater pitch angle against the VLOSmeasurements of the lidar, for a given
measurement campaign [34]. Values were here not normalized before calculating the PSD. There is
also the spectrum of the reconstructed horizontal wind speed, from the line-of-sight projected measure-
ments. What is interesting is the match between the amplitude peak in the spectrum of the pitch angle
and that of the VLOS measurements. This suggests that the influence of the floating motion is found
for frequencies around this peak, so it could be filtered out.

Figure 3.8: Matching natural frequencies of the floater pitch angle and the VLOS measurement time series [34].

And how about the VLOS measurements corresponding to this end-January case? The VLOS
measurements are extracted from one of the upper beams at a range of 300m, one can find the VLOS
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measurements for the same time span in Figure 3.9a (normalized wind speed and normalized time
axis).

(a) Normalized VLOS measurements.

(b) PSD spectrum of the normalized lidar VLOS output.

Figure 3.9: Analysis of the VLOS measurements for the same part of the end-January day.

The lidar performs alternating 1-second VLOS measurement for each of the four beams, so for one
given beam, the actual sampling rate is of 0.25Hz. So, even if the time span is the same, there are four
times less outputs than the pitch output for example. This places the Nyquist frequency at 0.125Hz,
still higher than the sought pitching frequency. Then, the corresponding PSD spectrum is shown in
Figure 3.9b. There, no specific frequency stands out the same as it does for the pitch PSD spectrum,
especially not as it did on Figure 3.8. One separate relevant comment that could be made is that the
PSD spectrum of the VLOS follows the general trend of the wind spectrum having a negative slope in
this frequency range. However that slope is remarkably lower than what theory predicts for the wind
velocity components [51]. This is shown with the two dotted lines in Figure 3.9b, a short discussion was
made on the spectrum of the VLOS measurements in the previous chapter. A lower slope suggests
a low Signal-to-Noise Ratio of the measurements or interference of the lidar’s motion. This shall be
discussed further in the next chapter.

Adding onto the spectra mismatch is the problem that the pitch harmonic properties are not con-
sistent across different days. Even if for a specific day, the spectra of the pitch angle for the same
time span lengths show close characteristics, this does not remain true when looking on a longer time
scale. In fact, the frequencies showing peak amplitude for PSD differ between some days, or are in
some cases too ambiguous. For example, consider Figure 3.10. The time span for calculating the
PSD is the same as for Figure 3.7, but the days are separated by around two weeks. Here, the peak
amplitude corresponding to the ~ 20 lag-period is located at around 0.041 lags−1, so a period of around
24 lags, and the density is in comparison lower. Nevertheless, there are clear similarities in the trend
of the peak locations. These similarities were found also for other days. There is always a high am-
plitude around 0.05 lags−1, which was highlighted in both figures by a yellow line. Then, amplitude
peaks are also found for lower frequencies and for higher frequencies, corresponding to phenomena
happening on a longer time scale (~ 50 s) or on a lower time scale (~ 2 s). One can also find a ”spectral
gap” between the low-frequency harmonics and the one defined by the yellow line. In literature, it is
found that the platform pitch of a FOWT typically has a low natural frequency (0.038Hz [48]), that is the
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frequency inducing vibrations of the platform. When the FOWT is subject to wind (steady or turbulent)
and waves(regular or irregular), another frequency due to its structural response appears for a higher
frequency around 0.1Hz. This does not explain however the peak at the even higher frequency (>
0.4Hz). This peak could be explained by the bending of the tower, since fore-aft bending of the tower
will impact the pitch angle seen by the nacelle-mounted lidar. Or, and that would be more problematic,
it can be explained by a pitching motion of the optical head in the nacelle reference frame, for example
if the optical head is not properly bolted. But according to the lidar manufacturer, this is not the case.

Figure 3.10: Normalized PSD spectrum of the pitch angle from the lidar output, for a part of the day in mid-January.

As a result of these differences, frequency filtering around the pitch frequency is not viable as a
generic correction method in this case. The focus will now be made on direct motion-correction, since
no shortcut seems possible with frequency filtering. The problem with this kind of correction is that
accurate data is needed with a lot of possible sources of error, with a non-exhaustive list being as
follows:

• Error coming from the motion and position tracking devices participating in noisy output. For ex-
ample: nacelle acceleration impacting inclinometer angle error (see Figure 3.2), GPS positioning
error, numerical integration/differentiation errors.

• Inaccurate knowledge on the initial position/orientation of the lidar or INS compared to an earth-
fixed reference frame, or between the two.

• Error coming from interpolation methods.

• Model error on lidar beam assumption, from point-wise approximation highly simplifying the prob-
lem, to spatial averaging methods depending on the assumption of the range-weighting func-
tion/numerical integration methods.

All these errors are inevitable and the uncertainty carried by the model requires a further study,
which will be started later in this report. In this section, the motion and position tracking devices are
treated, as well as their inherent errors. Next, the following subsection will focus on the INS output and
show how to use its outputs considering the position, and possibly orientation, offset compared to the
lidar.

3.1.2. INS outputs
INS introduction and composition

The Inertial Navigation System is placed inside of the nacelle, so it has a considerable offset from
the lidar position that needs to be accounted for. This device is composed of an Inertial Measurement
Unit that outputs linear accelerations along all 3 axes of the device and the angular velocities around
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all 3 axes [23]. Note that generally angular acceleration is not part of the process. All quantities are
given in the device frame that is defined by a North-East-Down (NED) frame. This frame is explained
in Figure 3.14. For position tracking, the INS also uses a GNSS antenna. This antenna is able to give
the latitude/longitude of the device and the heave (or altitude). Some also have an integrated compass
that can give yaw and pitch or roll. The Real-Time Kinematics technology combines the signals from
the satellites and from a local base station to yield better positioning accuracy. The GNSS also acts
as aiding sensor for the IMU and combines the measurements of the two to reduce errors from the
single devices thanks to a filter called the Extended Kalman Filter (EKF), briefly explained later. Linear
velocities and orientation attitude are respectively obtained by integrating linear acceleration and angu-
lar velocities. As a final output with the aid of the GNSS measurements, the EKF uses mathematical
navigation equations to combine the best of the two worlds of the GNSS and of the accelerometers/-
gyroscopes. On the one hand, GNSS measurements are accurate but typically have a low sampling
rate whereas the IMU has a high sampling rate but suffers from error due to integration. These are for
example random walk errors or coning/sculling errors, and will also be addressed. All in all, the output
process from the INS is given by Figure 3.11.

Figure 3.11: INS simplified block diagram [23]

One can see on the right side the connections to the network, the data is usually stored in some
online database, and that can also affect the stored output rate, usually being lower than the 200Hz
of the EKF. Downsampling is also frequently used as a way to filter out some noise frequencies. The
diagram refers to ”coning” and ”sculling” integrals. These are integration methods that reduce the error
coming from the fact that the device moves while the integration is performed. Before diving into these
integrals, it is fundamental to have a comprehension of how the accelerometers and gyroscopes func-
tion and give respectively linear acceleration and angular velocity.

IMU: Accelerometers, gyroscopes and integration

In the INSmanual, it is written that the accelerometers and the gyroscopes areMicro-ElectroMechanical
Systems (MEMS), meaning that they incorporate both electronic and moving parts. To start with, the
accelerometers used here are capacitive. The principle is the same used for the majority of accelerome-
ters that measure linear acceleration. Inside of the accelerometer, a mass is attached to a spring, which
moves as the device moves and is subject to the same acceleration. Under some assumptions that
generally hold for the accelerometer, for example assuming that electrostatic forces do not affect the
mass position, Equation 3.2 links the mass acceleration and the opposite force applied by the spring,
which is the product of the spring constant k and the mass displacement ∆d. This is by projecting the
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acceleration vector and the spring force onto the axis of the spring. Note that the effect of the gravita-
tional force, which is known with precision, is also taken into account but not shown here for simplicity.
Thus, by having springs in 3 different axes, the 3D linear acceleration vector can be reconstructed, this
is why there are 3 accelerometers.

m amass = Fspring = k ∆d (3.2)

In capacitive accelerometers, the mass-spring ensemble is fit in between two capacitors, that have
a capacitance Cmc and Cmb in Figure 3.12a (or C1 and C2 in Figure 3.12b). When the mass moves, the
distance with one of the capacitors reduces by∆d while it increases by∆d with the other. This induces
an increase in capacitance for one and a decrease for the other. This change in capacitance depends
linearly on the displacement ∆d [27]. Because this capacitance change can be measured through the
voltage output measurement, it is possible to extract the value of ∆d and by knowing the constant of
the springs (here usually Silicon springs), the linear acceleration is finally found through Equation 3.2.

(a) Capacitive accelerometer side cross-sectional view [27]
(b) Mass-Spring ensemble displaced by

∆d from the initial distance d0 [81]

Figure 3.12: Functional principle of capacitive accelerometers

Next, the gyroscopes are utilizing the principle of vibratory gyroscopes. To keep the section as con-
cise as possible, this discussion is kept short. The basic idea is to use Coriolis force to estimate angular
velocity. Consider a rotating mass that vibrates in the radial direction of the rotation. For example, if
the motion of the mass describes a circle, then the vibration is in the same direction as the radius of
this circle. In this case, Coriolis force works perpendicular to the vibration direction, which modifies
the motion of the vibrating element, typically inducing vibration in the direction of Coriolis force. The
amplitude of this new vibration can be measured and happens to be a function of angular velocity. This
is how vibratory gyroscopes estimate angular velocity.

Accelerometers give linear acceleration and gyroscopes give angular velocity. Thus, to find linear
velocity and orientation angles, it requires respective integration of the two previous quantities. This
comes with errors, due to : numerical integration errors, coning and sculling errors (defined below)
and impact of the initial noise of the acceleration and angular velocity. Noise can be defined as a
random process, with a mean and standard deviation, that alters the expected output of the sensor.
In particular, there exists Gaussian noise with a 0 mean. This noise can for example come from the
non-ideal properties of the material, or from interfering forces/acceleration on the sensors and they can
result either in a higher signal value than expected or in a lower signal value.
First, one can look into the integration errors that come from the noise of the integrated quantity. This
noise error is accumulated over time and is called drift. To understand this drift, consider Equations
3.3 and 3.4 [11] for the integration of the angular velocity ωIMU

i and acceleration aIMU
i , i being a

subscript that implies these quantities are given with respect to an inertial frame (so for example in
the Earth-fixed reference frame). The angular velocities and accelerations of the IMU are given in the
non-inertial IMU local frame, so they typically have to be applied a rotation matrix or quaternion that



3.1. Data acquisition and analysis 53

transforms the local coordinates into global Earth coordinates. The integration is performed between
a time tm−1 and tm. The angular quantity described by ∆θIMU , called the incremental angle vector,
is different than Euler angles. It is rather linked to the quaternion representing the rotation of the IMU
frame between tm−1 and tm (axis-angle representation). Equations 3.3 and 3.4 are vector integrals so
they in fact imply 3 different integrals, one for each space component.

∆θIMU
m =

∫ tm

tm−1

ωIMU
i (τ)dτ (3.3)

∆vIMU
m =

∫ tm

tm−1

aIMU
i (τ)dτ (3.4)

Notice the symbol ∆. This insinuates that, for example, Equation 3.4 does not give directly the
velocity vIMU at time tm but the results is vIMU (tm)− vIMU (tm−1). Thus,

vIMU (tm) = vIMU (tm−1) + ∆vIMU
m

And one can write the same for vIMU (tm−1), and so on, iteratively, until reaching vIMU (t1), with t1
the start of the time interval. If the time interval has a length N , and considering that the process is
initialized by vIMU (t0) = 0, the final measurement vIMU (tN ) is the following accumulation:

vIMU (tN ) =

N∑
i=1

∆vIMU
i

So, the integral errors from each step are carried through the process. One of the error sources is the
inherent noise contained within the quantities being integrated (angular velocities and accelerations).
For each time step, the noise error can either be positive or negative, then either compensating each
other or accumulating. This can bemodelled by a stochastic process called randomwalk (angle random
walk or velocity randomwalk), an analogy to randomly walking forwards (increasing cumulative error) or
backwards (reducing cumulative error). This process has a standard deviation called the Allan deviation.
The unit of the random walk errors is typically given in unit per

√
hour. For example, for the IMU used in

this TetraSpar nacelle, the angular random walk is 0.14 /
√
hr. So, say the integrations are performed

over a period of a minute. One should then expect an error coming from noise drift of 0.018◦. To counter
this drift, the INS uses other sources of velocity and angle measurements, for example following the
position through GNSS data can help give another estimate of velocity. This was the study of the error
coming from noise present before integration. There exists another kind of significant errors, called
coning and sculling errors, that occur especially for specific motions of the IMU.

Coning error relates to the integral of Equation 3.3 while sculling error relates to the integral of Equa-
tion 3.4. Coning error is due to the fact that the orientation vector is obtained not only by the integration
of the angular velocity but also by the addition of another term that accounts for the change of the
angular velocity itself during the integration between tm−1 and tm [11]. This term is usually negligible
but it can become prevalent when the axis of rotation describes a cone with non-zero angular acceler-
ation. Then, sculling error also happens because of the change of the acceleration vector during the
integration time. Thus, both integrals require specific algorithms, which is why Figure 3.11 specifies it.
Because the motion of the wind turbine is non-trivial with constantly changing linear acceleration and
angular acceleration due to the dynamics of the system, these kinds of errors should be accounted for.
Consequently, as sources of error are legion, the use of the Extended Kalman Filter as a way to make
outputs more reliable is common.

Extended Kalman Filter

The Kalman filter is a recursive data processing algorithm that estimates efficiently the state of a
process using a set of mathematical equations. So-called states can be for example position or velocity.
The algorithm is informed by the measurements from sensors (accelerometer or gyroscope for exam-
ple), and also by a mathematical model of the system that describes how different states depend on
each other and how measurements depend on states [32]. In the case of an Inertial Navigation System,
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the equations of this mathematical model are called navigation equations. They can for example be
defined by kinematics principles. The term extended refers to the use of non-linear equations, whereas
the simple Kalman filter uses linear equations.

The EKF works in a repeating recursive cycle. Based on an initial estimate of given states (for
example position, velocity and acceleration) and their uncertainties, the filter projects (or predicts)
this estimate at the next time step using navigation equations. This step is called ”prediction”, or time
update. With the initial uncertainty of the estimate and the accuracy of the modelling equations, the
uncertainty (as a covariance matrix P ) of this predicted estimate is calculated. Then, at the time step
of the predicted state, the measurements of the sensors give new information on the value of the state.
The measurements also have an uncertainty, which is treated as a covariance matrix R. Depending
on the values of P and R, the predicted estimate is adjusted (or corrected).
As a general rule and simply explained, if the uncertainty of the measurements is far lower than the
uncertainty of the predicted estimate, the corrected state value will drift towards the value of the mea-
surement. If the opposite happens, then the correction is almost zero and the value of the predicted
estimate is kept [85]. Most of the time, both uncertainties are in a comparable order of magnitude.
Therefore, at each time step, the output state value is a weighting of both the predicted estimate (based
on the previous state value and navigation equations) and the measurement value. The basic principle
of the algorithm of an EKF is shown in Figure 3.13.

Figure 3.13: Discrete Kalman filter cycle [85].

The output of the EKF at each time step is then the value of the state optimized such that it obeys
both physical principles (navigation equations) and real measurements. It is generally accepted that
outputs from such a filter are far more reliable than raw measurements.

3.1.3. Definition and positioning of all reference frames
There have been allusions to the Earth-fixed global frame and to the local frame, but how they behave
exactly remains to be defined. This is a fundamental part of the project so it is worth defining and
showing them clearly. All the relevant reference frames are defined below and shown in the following
figures.

• Global Earth-fixed frame, Re, defined by a fixed point in space, for example at the center of
the Earth or close to the turbine location, with a fixed orientation. It is assumed to be inertial.
Preferably, all motion and position quantities will be expressed in that frame after necessary
transformations.

• Local body-fixed North-East-Down frame, RNED, attached to the INS’ center of mass, with neg-
ligibly changing orientation. Its X-axis is aligned with true north (on top of the Earth ellipsoid), its
Z-axis is pointing down and the Y-axis follows the right-hand rule, pointing East. This frame is
introduced because by convention, the INS’ outputs are expressed in it [38].
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• Local body-fixed INS frame, RINS , attached to the INS’ center of mass and following the orienta-
tion of the INS.

• Local body-fixed lidar frame Rlidar, attached to the lidar’s center of mass and following the orien-
tation of the lidar. By assumption, it has a constant orientation offset compared to the INS and
undergo the same rotations during the turbine motion. The position of its center’s offset to that of
the lidar also follows the same rotations.

First, to understand the NED frame, consider Figure 3.14. The cross represents the position of the
body considered, for example the INS or the lidar. In an Earth-Centered Earth-Fixed referential, this
body has a latitude ϕ and longitude λ. The X-axis of the frame is tangent to the corresponding meridian
towards North, the Z-axis is defined in the direction of the Earth radius, ”down”, so in the same direction
as gravity. Finally, the Y-axis is given by the right-hand rule, and is directed towards East. The INS
gives all quantities, for example its orientation, compared to this NED frame, the origin of which follows
the center of mass of the INS.

Figure 3.14: Earth and local North-East-Down frame. ϕ : latitude, λ : longitude

Now that RNED has been defined, it is necessary to define the global frame. For this, a point is
arbitrarily fixed. For example, it can be the point at which the INS is at t = 0. So, at that time, the origin
of the global frame and that of the NED local frame are the same. However, they can be defined to
have a different orientation. The choice of this orientation is also arbitrary. It is more practical to have
a fixed frame with the Z-axis pointing up (so the opposite of the NED’s Z-axis) and a X-axis facing the
general wind direction. One can find a circle defining the location of the turbine in Figure 3.15. This is
defined broadly due to the sensitivity of this information.

Around the location of the turbine, dominant wind is found to be southeasterly, with a range of 115◦
- 145◦. That can however change to a northeasterly direction [3] [26]. The global Earth-fixed reference
frame Re is thus made to face a typical wind direction, for example 125◦. Then, the Z-axis is made
to be upwards, exactly the opposite of the initial NED frame’s Z-axis and the Y-axis simply follows the
right hand rule. One can see this in Figure 3.16. The green global frame Re is fixed. Once again, this
fixed frame could also be oriented North-East-Down, but this reference change is made because it is
more intuitive to have a frame that is close to the initial orientation of the turbine. In this Figure, the
Earth curvature is exaggerated such that the orientation of the NED frame betweenRNED,0 andRNED′

seems to be quite different. However, since the turbine moves within small boundaries compared to the
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Figure 3.15: Approximate turbine location in the North sea close to Norway coast, defined by the circle

Earth’s dimension, the actual orientation of the NED frame can be considered constant. Consequently,
the quaternion that rotates the local NED frame’s orientation to the global frameRe, qNED

e , is assumed
constant. And if one makes the choice to keep a global frame oriented NED, then that quaternion is
in fact the identity quaternion. There is another rotation that should be considered. It is the one that
rotates the INS’ body frame to that of the lidar, in case of an orientation offset. This rotation is always
the same and corresponds to the initial orientation offset between the two, represented by qlidarINS . Thus,
finding the final orientation of the lidar in the global frame can recapitulated as such, using quaternions
to represent rotation:

• Find the orientation of the lidar in the INS local frame, by applying qlidarINS . If both devices are
perfectly aligned in the rotor axis, then that is the identity quaternion. Not time-dependent.

• Find the orientation of the INS in the NED local frame, given as an output of the INS, by applying
qINS
NED(t). Time-dependent.

• Finally, find the orientation of the lidar in the global frame, by applying qNED
e . If the global frame

is oriented NED, then that is the identity quaternion. Not time-dependent.

For example, take the vector representing the position of one beam waist in the lidar reference frame,
xbeam
lidar . This vector is not time-dependent, it is fixed in the lidar reference frame for a pulsed lidar. For a

CW lidar, because the beam follows a scanning pattern, this vector has a relative motion compared to
the lidar optical head so this additional effect would need to be considered. Then, to have the position of
the beam waist in the INS reference frame, one should apply the first rotation introduced, and account
for the position offset between the two in the INS referential, written as xoffset

INS .

xbeam
INS = xoffset

INS + qlidarINS xbeam
lidar q

lidar−1

INS

Here again, this position is not time-dependent because by assumption, both devices belong to the
same rigid body, being the nacelle of the turbine. The next step is to get the beam position vector
in the local NED frame. Now, this is time-dependent because the turbine is moving so its orientation
compared to North-East-Down is constantly changing. No additional vector is needed because the
origin of the two frames match. The order of rotation matters.

xbeam
NED(t) = qINS

NED(t) xbeam
INS qINS−1

NED (t) = qINS
NED(t) (xoffset

INS + qlidarINS xbeam
lidar q

lidar−1

INS ) qINS−1

NED (t)
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Finally, because the NED frame is not the most practical, one might want to perform a final rotation.
This rotation is also considered constant, the Earth being locally flat in the turbine environment. And
the position of the origin of the local NED frame needs to be added, because the FOWT can not only
rotate but also translate. This gives the final expression for the beam position vector in the Earth frame
in Equation 3.5. Note that xNED

e (t) = xINS
e (t). This position can be given directly from the IMU with

Surge, Sway and Heave representing the displacement of the INS with respect to a reference point
(see next subsection), which would be the origin of Re. Alternatively, it can be obtained in the Earth-
Centered, Earth-Fixed (ECEF) reference frame from GPS data, with longitude, latitude and altitude. By
knowing the ECEF position of the origin of Re, a simple subtraction gives xINS

e (t).

xbeam
e (t) = xNED

e (t) + qNED
e xbeam

NED(t) qNED−1

e = xNED
e (t) +

qNED
e

(
qINS
NED(t)

(
xoffset
INS + qlidarINS xbeam

lidar q
lidar−1

INS

)
qINS−1

NED (t)
)
qNED−1

e

(3.5)

In the eventuality that the lidar is perfectly aligned with the INS, and if the global Earth frame is
defined in the NED convention too, then the only rotation that needs to be applied is the one from the
INS to the NED.
All that is left in this case is xbeam

e (t) = xNED
e (t) + qINS

NED(t)
(
xoffset
INS + xbeam

lidar

)
qINS−1

NED (t). This
corresponds to replacing the exterior and interior quaternions of Equation 3.5 by identity quaternions.
Similar operations apply to all quantities. They will be better defined in the next subsection.

Figure 3.16: NED local frame and global Earth-fixed reference frame, as the turbine moves

3.2. Problem definition and point-wise approximation
In this part, it will be assumed that the laser beam is focused at one point in space and that the corre-
sponding line-of-sight velocity is related straightforwardly to the wind velocity. The lidar used is mounted
to the nacelle of the floating wind turbine, as shown in Figure 3.17 and it is a pulsed lidar. Figure 3.17a
and Figure 3.17b attempt to illustrate clearly the problem.

The frames are defined correspondingly as what was done in the previous subsection. Figure 3.17a
would represent the cross-section of an initial situation where the turbine is straight and Figure 3.17a
is the position of the turbine at a later time where the turbine has translated and rotated. The local
NED referential and the lidar referential follow the motion of the turbine. In Figure 3.17b, because it is a
cross-section, the lidar reference frame’s X-axis seems to be in the exact opposite direction as the local
NED’s X-axis (which follows North) but it is not precisely the case since the turbine would not be exactly
facing South. The initial NED frame RNED,0 is shown also in Figure 3.17b, since it can serve as the
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(a) Initial position
(b) Different position at time t. The beam b(t) can change from

the motion of the turbine or from a change of beam.

Figure 3.17: 2D view of the floating turbine and the lidar in motion

Earth-fixed global frame. Consider a certain beam with unit vector b(t)measuring the wind velocity at a
range R. It measures the velocity of the wind in the lidar referential vwind

lidar at the beam waist xwaist(t).
The beam waist position in the Earth-fixed frame is defined in Equation 3.7, taking into account the
rotation of the lidar reference frame with respect to the Earth-fixed frame, by the quaternion qlidare (t).
In the lidar referential, the beam unit vector is constant. But in the Earth frame, it is given as Equation
3.6.

be(t) = qlidare (t) blidar q
lidar−1

e (t) (3.6)

xwaist(t) = xlidar
e (t) +Rbe(t) (3.7)

By changing referential, the absolute wind velocity can be expressed as Equation 3.8.

vwind
e (t) = vlidar

e (t) + vwind
lidar (t) + ωlidar

e (t)×Rbe(t) (3.8)
In the point-wise approximation, the velocity measured by the lidar is simply:

vr(t) = vwind
lidar (t) · be(t)

Thus, by taking the projection of Equation 3.8 onto the beam vector, the term with the angular
velocity of the lidar to Earth disappears because of the cross product with the beam vector. It then
comes that:

vwind
e (t) · be(t) = vlidar

e (t) · be(t) + vr(t)

The output of the lidar is vr(t) so it only remains to get vlidar
e (t). Because the INS and the lidar belong

to the same rigid body, their relative velocity is Equation 3.9, where ωINS
e (t) is the angular velocity of

the whole nacelle with respect to Earth.
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vlidar
e (t) = vINS

e (t) + ωINS
e (t)× xoffset

e (t) (3.9)

Here, vINS
e (t) and ωINS

e (t) are outputs of the INS. The offset between the lidar and the INS
xoffset
e (t) can be determined by applying the quaternion qINS

e (t) to the constant offset in the INS
referential. That quaternion is also the only remaining unknown to get qlidare (t). Thus, all quantities de-
fined are available from the INS and the lidar output. Doing the necessary interpolations, the algorithm
can then perform these chain of calculations to retrieve the wind velocity with respect to the Earth-fixed
referential.



4
Model and uncertainties

This chapter will focus on presenting the results obtained from the algorithm with simulations of the lidar
measurement scheme by adding prescribed motion to it. The input wind field is made synthetically and
should be the same when reconstructed from lidar measurements. To be able to run such simulations,
the lidar model framework needs to be defined. Some simple examples on how the algorithm can
simulate lidar measurements and correct an interfering velocity will be shown. A separate part will also
focus on uncertainty quantification of the model and its parameters. Only primary results on uncertainty
will be discussed since obtaining the final uncertainty in wind components estimates is outside the scope
of this project

4.1. Lidar model and first model verifications
4.1.1. Lidar model
In this section, the lidar modelling algorithm will be presented. The algorithm used to simulate numer-
ically the functioning of a pulsed lidar will be done using foundations set by M. Pellé and N. Warncke
for a CW lidar [63]. An overview of this model was given in the former’s report, see Figure 4.1. Among
the steps of this algorithm, the Doppler spectra will not be a part of this project.

Figure 4.1: Lidar model overview [63].

At first, all of the steps will be briefly explained in the case of a CW lidar. The content that was added
in the scope of this report will then be detailed.

Lidar properties

60
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The lidar properties should be defined. That includes the optical properties of the laser beams used
by the lidar and the positioning of the beams in the lidar frame because the beams are generally not
pointing straight. For the optical properties of a CW lidar, a simple model only needs:

• The focal length. This is determined by the transmitter telescope optics. For a CW lidar, given
that the optical lens is situated at the aperture of the lidar, then that also corresponds to the range
where the beam is focused. In other words, that is the range where the beam waist is minimal,
and the intensity maximal.

• The Rayleigh length. This was defined in 2.2.1. It defines the axial envelope of the beams and
the beam waist.

• The wavelength of the beams.

The lidar uses a certain number of beams that have in principle all the same optical properties. The
beams only vary by their orientation in the lidar frame, that can be defined by two angles: azimuth angle
and zenith angle. These are the two last parameters of the lidar properties. The two angles are shown
in Figure 4.2. For current industry lidars, the number of beams ranges for example from 4 to 50.

Figure 4.2: Azimuth/Zenith angle for the definition of a Line Of Sight in the lidar coordinate system [86].

Lidar initialisation

Now that the lidar properties were defined, one can initialize one type of lidar, the properties being
given by the manufacturer. That lidar will have a certain number of beams, usually their zenith angle
is the same, only the azimuth angle varies somewhere between -180° and +180°. For example, the
ZephIR lidar sends 50 beams, one by one in a timewindow of around 1 s [64], forming a conical scanning
pattern that is repeated second after second. Now, for each beam, how exactly to perform the simulation
of a lidar line-of-sight velocity, taking into account the spatial averaging? As a reminder, for a beam
that has a unit direction vector n, the line-of-sight velocity measurement of the lidar is given by the
convolution of the radial wind speed and a range-weighting function W , that is maximal at the beam
waist and that integrates to 1:

vr =

∫ +∞

−∞
W (s) n . v(s)ds

In contrary to a pulsed lidar, there is no ambiguity on the range of this measurement, since a CW lidar
can only measure wind at the range corresponding to its focal length.
Numerically, the previous integral is well approximated, for a large enough number of ”sample points”
distributed uniformly, by the sum in Equation 4.1:

vr ≈
N∑
i=1

W (si) n . v(si) (4.1)
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with the normalization constraint on the weighting function, expressed in Equation 4.2.

N∑
i=1

W (si) = 1 (4.2)

Here, it is important that the velocity of each sample point at the position si (that can be seen as
the position of a backscattering particle), i.e. the wind velocity at the position si, is expressed in the
same coordinate system as the unit line-of-sight direction vector n. Because the dot product is rotation
conserving, they can both be expressed in the lidar frame, or in the local NED frame for example. As
it was discussed before, since the Gaussian beam has a negligible radial spread, the points si can be
defined in 1 dimension, only in the axial direction. However, to have a better modelling of the spatial
averaging effect, the points will also have radial components, so 3 coordinates.
From sampling points to final VLOS computation

From this expression, the lidar VLOS measurement simulation appears to only have four components.
The first component is to define the unit vector of the beam. If the chosen frame is the lidar frame, then
this vector is purely defined by the azimuth and zenith angles. Up to a sign (depending on if the X-axis
is defined towards or away from the lidar), if θ is the zenith angle and ϕ the azimuth angle, then the
coordinates of the unit vector are:

n =

 cos(θ)
sin(θ) cos(ϕ)
sin(θ) sin(ϕ)


If the frame chosen has a different orientation (NED frame for example), then this vector should

be rotated (with a given rotation matrix or quaternion). Thus, this line-of-sight vector is directly known
from the lidar properties and, if applicable, its orientation. There remains to determine three other
parameters:

• The coordinates of the sample points si, meant to represent the position of the particles that will
backscatter light to the lidar.

• The value of the range-weighting functionW at each of these positions, meant to represent how
intense the backscattered light is for each particle. It can for example be a normalized version of
the Gaussian beam intensity in Equation 2.12. Regardless of the modelling choice in this function,
it has to integrate to 1.

• The 3D wind velocity v at each of the positions. For simulations, such velocities can be obtained
from numerically synthetic wind fields.

Consequently, the definition of the sample points si is crucial, and there exists several modelling
choices to create their distribution in space. For a 3D Gaussian beam of a CW lidar, a study was
conducted to find the optimal distribution of points to approximate the VLOS integral. This distribution of
points, or ”nodes”, in the integral approximation context is called a quadrature and different quadratures
were compared [63]. It was finally found that in the axial direction of the beam, the optimal quadrature
follows the so-called Tan-Midpoint rule while in the radial direction it is the Gauss-Hermite quadrature.
Further details are beyond the scope of this report but one should bear in mind that these methods
allow for an accurate evaluation of the VLOS integral with a reasonably low number of discrete points
(here, the si). Note that in this case, the function to represent weights in Equation 4.1 is not exactly
W , because of the quadrature method. As an illustration, an example of this optimal point cloud for a
certain beam is shown in Figure 4.3.

This example shows one beam of a lidar placed at a certain origin : height z = 120m and x = y = 0.
The X-axis was chosen to be pointing in an opposite direction to the lidar, so the coordinates in x are
negative. To illustrate what was written before, the lidar properties were here set to:

• Number of beams = 1

• Focal length F = 100m
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Figure 4.3: Example of an optimal point cloud for the Gaussian beam of a CW lidar, with a focal length of 100m.

• Rayleigh length zR ≈ 19m

• Wavelength λ ≈ 1.53µm

• Azimuth/Zenith angle ϕ = θ = 0

One can see that with this optimal distribution the point cloud is more tightened around the beam waist
and spreads more and more the further from the waist. This highlights well the envelope of the Gaus-
sian beam, as it was shown in Figure 2.4 for example. Remarkably, one can also note the different
axis scales. Indeed, because of the low radial spread of the Gaussian beam compared to its axial
spread, the X-axis that is along the line-of-sight is far more stretched. Finally, if the lidar moves, then
the position of the sampling points in a global frame is calculated internally by changing the origin and
orientation of the lidar. This corresponds to the step ”Sampling Points Projection” in Figure 4.1. Now
that the distribution of the sample points si was treated, the next steps are to determine the value of
the range-weighting function and the wind velocity at these points.

For the wind field, this is done separately by generating a synthetic field with fixed properties, for
example it can be a simple power law: shear exponent and wind speed at a reference height. Then,
once the exact positions of the sampling points are calculated from the zenith/azimuth angles of the
beam and the lidar origin/orientation, the wind velocity at each point can be computed. This step cor-
responds to the arrow between ”Wind Field” and ”VLOS Computation” in Figure 4.1. The final step is
then to calculateW (si).

For this calculation, what matters is the position of the sample points in the lidar frame, and es-
pecially compared to beam waist. If the sample points have a position si in the lidar frame and the
beam waist has a position xwaist in the lidar frame, let the waist-relative position of the particle be
[x, y, z] = xwaist − si. A good modelling of the backscattered intensity by the particle is to use the
normalized version of Equation 2.12 as the range-weighting function :
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W (si) =
w2

0

w(x)2
exp

(
− 2

y2 + z2

w(x)2

)
where as previously mentioned,

w(x) = w0

√
1 + (

x

zR
)2

w0 =

√
zR λ

π

If the sum of the weights of all the discrete points is not equal to 1, then each weight should be updated
by being divided by the weight sum to ensure the normalization constraint. The steps are now complete
to make the VLOS computation. How should this method be changed to simulate measurements with
a pulsed lidar, instead of CW?

From CW to Pulsed lidar

First, regarding the point cloud generation, it was chosen to use uniformly distributed points along
the beams, and simply calculate the corresponding weights with the ”real” range-weighting functionW .
The optimal distribution of Figure 4.3 is only viable for the CW range-weighting function. The pulsed
lidar being modelled with a different range-weighting function (basically the product of the same func-
tion with the convoluted pulse shape), the optimal quadrature would be different. Using an uniform
quadrature of points allows to bypass this optimization but will require far more points for a good ap-
proximation of the integral. This means that there is room for improvement in this point cloud generation
in the pulsed lidar simulation.
In this case, pulses are sent into the atmosphere and travel with the speed of light. A way of generating
short pulses of laser light is for example Q-Switching. What is important there is that these pulses
originate from laser light, and the beam sent by the lidar can still be modelled by the Gaussian beam
theory, with Rayleigh length, focal length, and beam waist. The Gaussian intensity profile was defined
previously and the expression of the pulse shape as a function of time was given in Equation 2.17.
The power of the returned signal then has the same shape, arriving from a range R at a time t = 2R

c .
This signal is post-processed into range gates depending on the time they arrive (which translates to
a distance in space). This involves Fourier transforming the voltage output of the photo-detector to
generate averaged Doppler Spectra. In terms of modelling, it is well modelled by the convolution of the
pulse shape with a windowing function. Expression 2.23 gave this expression for example for the case
a rectangular windowing function, with the Error function.

What is generally done is to only use this convoluted pulse shape as the final range-weighting
function in the VLOS integral. However, this neglects the fact that the ranges that are close to the
beam waist are more illuminated than that further away from it, due to the intensity profile of the beam.
Thus, the pulses that are backscattered to the detector coming from a range close to the beamwaist are
associated with higher intensity. In this regard, the final range-weighting function Wpulsed is modelled
by Equation 4.3, with A a normalization constant, andW (si) the previously defined Gaussian intensity.

Wpulsed(si) = AW (si)

(
Erf

(r +∆p/2√
2rp

)
− Erf

(r −∆p/2√
2rp

))
(4.3)

Some terms remain to be defined in Equation 4.3. The distance r is the distance between the
point si and the considered range-gate center R, along the beam axis. In other words, if in the beam
reference frame (centered at the waist at the focal length F ), the particle has along the main axis the
coordinate s, then r = F +s−R/cos(θ). As defined earlier,∆p is the range-gate length and rp depends
on the pulse duration. The effect of this modelling will be studied shortly later.

Examples and verification
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It is now possible to create a lidar object that will simulate an existing lidar type. For example,
consider the WindCube nacelle-mounted lidar using 4 beams. Only the sampling points corresponding
to one range gate of 100m. In themodel, it is possible to create an arbitrary number of points, distributed
axially and radially. The points of the 4 beams are visible in Figure 4.4, for two different number of axial
points. The first lidar object, in Figure 4.4a has the exact same properties as the one in Figure 4.4b, but
they will use a different number of sampling points to perform the VLOS computation. The lidar origin
is the same in both cases, at a height of 120m. The point distribution is always centered around the
range of 100m, but having more points allows to take into account the simulation of more particles.

(a) First point cloud made of 20 axial points (b) Second point cloud made of 100 axial points

Figure 4.4: 3D view of two point clouds of a nacelle-mounted WindCube lidar model. The lidar origin is in blue.

In the figures, because of the low radial spread of the beams, it is not possible to see the radial points
but they exist, there are a total of 100 radial points, distributed in a ”grid”, as can be seen by zooming in,
see Figure 4.5. Having more points, axially and radially will ensure a better approximation of the VLOS
measurement, but it has a computational cost. With regard to the point cloud in Figure 4.4a, there is a
total of 2000 points and 10000 in Figure 4.4b.

Figure 4.5: Zoom on the point cloud to see the radial distribution.

Apart from the point cloud distribution, it is also possible to see how the weighting function of the
simulated pulsed beam behaves. Its shape will be compared to that of a CW lidar. At first, to simplify,
only one dimension in the points distribution will be considered, meaning that the sample point are only
along the line-of-sight axes. For a CW lidar, the Rayleigh length depends linearly on the focal length,
which is the probing distance [55]. On the other hand, in the pulsed case, the focal length, and thus the
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Rayleigh length are set constant at whatever the probing distance is. The Range-Weighting function
however changes for each range gate considered, as predicts Equation 4.3.

The first lidar object created is a CW lidar with the same beam positioning parameters as the Wind-
Cube model that was shown in Figure 4.4. The difference is in the Range-Weighting function. The
focal length of this CW lidar was set to be corresponding to a horizontal distance of 100m from the lidar.
Due to the beams not being horizontal but with a certain angle, the corresponding focal length of each
beam is F1 = 100

cos(θ) ≈ 103.9m, where θ is the zenith angle of the beams.
The objective is to visualize the Range-Weighting function with respect to the axial distance along the
beam. For this, a number of 2000 points were generated uniformly along all of the 4 beams (in total
8000 points). Because all points are along the beam axis, the exponential factor of the intensity profile
is equal to exp(0) = 1. The normalized Range-Weighting function for one beam can be seen in Figure
4.6. For all other beams, the profile is the same. As expected, it reaches its maximum at F1. Note that,
in this figure, the values of the Y-axis are of minor importance because they are normalized to the sum
of all weights. For instance, if there are more or loss points, so more or less weights, this value is bound
to change by a certain factor. What matters is the shape of the curve, which should be conserved no
matter the distribution. This is why for visualization, it is more adapted to normalize the weights to the
function maximum, so it will reach 1 at the focal length. This is shown below on Figure 4.7.

Figure 4.6: Weighting function for one beam of the CW lidar object at one focal length. The function is normalized so that the
sum of the weights equals 1.

Figure 4.7: Weighting function for one beam of the CW lidar object at one focal length. The function is normalized so that the
value at the peak is 1.

Then, a second CW lidar object was created with a different focal length. If the beam is focused
instead at a further distance, for example at a horizontal distance of 150m (that is a focal distance of
F2 ≈ 155.8m), the Rayleigh length changes so the intensity profile spreads more. This is shown in
Figure 4.8, with the previous beam focused at F1 for comparison. The higher the focal length, the more
the beam will spread. In other words, the beam will illuminate more and more the particles that are
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away from the point of focus, meaning a poorer ”focusing”.

Figure 4.8: Weighting functions for two beams of the CW lidar object with two different focal lengths.

Now, the weights for a pulsed lidar can also be studied. The object created is a pulsed lidar using
the same wavelength and beam directions as the CW object. The focal length of the beam was also
set to a horizontal distance of 100m, and the pulse duration at 150 ns. The range-gate length will be
set to ∆p = 30m. The results for different ranges are shown in Figure 4.9. Again, only axial points are
considered.

Figure 4.9: Weighting functions for a pulsed lidar corresponding to different ranges.

When the range-gate center matches the focal length, the convoluted pulse shape and the Gaussian
intensity profile reach their maximum at the same location: at the beam waist. When considering
particles at a range far from the focal length, the pulses still reach them but the intensity of the Gaussian
beam is far lower at that point. At some point, the intensity profile of the Gaussian beam does not
contribute anymore to the value of the range-weighting function, which is why only the convoluted pulse
shape is often considered. As can be seen, the shape of the weighting function is more conserved as
the probing distance increases than in the CW case.

4.1.2. Simple test cases and verification
This Subsection has been conducted with a range-weighting function that corresponds to the case of
a CW lidar. It should be seen as a verification of the simulator, that can accept any type of range-
weighting function. Results are still relevant in the case of a pulsed lidar, especially on the filtering
effect in the spectrum. What will be used in the simulations however is based on the range-weighting
function defined in the pulsed case. The pulsed range-weighting function typically filters out less of the
turbulence, as one can see it reaches 0 more quickly than the Lorentzian profile.
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Power law, no turbulence, no motion

Now that the lidar modelling has been introduced, it is possible to run some simple test cases. The
first will be to generate a simple wind field without turbulence, determined by the power law with a
shear exponent of 0.12, and a wind speed of 10ms−1 at 100m. The objective is to model the VLOS
measurements of the lidar and to see how the number of uniformly distributed axial and radial points
along the beam impacts the measurements. The wind velocity only has stream-wise component and
is shown as a function of height in Figure 4.10.

Figure 4.10: Example of a simple wind field with only horizontal component depending on height.

The lidar is simulated as facing the wind, at a height of 120m and with the configuration stated
earlier. The VLOS for one of the upper beams at a distance of 100m along the beam axis is studied.
The corresponding height of the range-gate center is then around 128m. The VLOS measurements
were calculated for an increasing number of axial points to average around (according to Equation 4.1),
compared to the value of the point-wise approximation. In this case, no radial points are considered,
only particles along the beam. The result is given in Figure 4.11. As expected, with only one axial point,
the value matches that of the point-wise approximation. Adding more points, the value then gets closer
to real value of the weighted integral, where it seems that using more than 50 axial points only changes
marginally the value of the simulated VLOS measurement. Note that in this case, even the point-wise
approximation yields a close result to the converging value of the sum, with a difference of less than
1× 10−3 ms−1.

Figure 4.11: Evolution of the VLOS approximation as the number of axial points increase.

Then, fixing the number of axial points to 100, the impact of increasing the number of radial points
was considered. The number of radial points is always set to be the square of an integer, see Figure
4.12. As can be seen in this case, the oscillations of the measured value stop after using more than
49 radial points (7 × 7). It is clear that there is trade-off between accuracy and computational time.
Indeed, ignoring the radial spread of the beam causes an error of less than 1 × 10−3 ms−1 compared
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to using 225 radial points, which will drastically increase the computational time. Note that this is just
an example and that in real wind fields, because of turbulence the wind velocity fluctuations will be
larger and more information will be lost by taking into account less particles. From now on, a typical
number of sampling points used will be 100 axially and 25 radially for each range gate of each beam.
For computational purposes, the number of radial points will possibly be reduced to 9.

Figure 4.12: Evolution of the VLOS approximation as the number of radial points increase. Number of axial points fixed to 100.

Power law, turbulence, no motion

Then, still without motion of the lidar, the VLOS in a turbulent wind field will be calculated. In this
case, spectral study will also be conducted. The wind field parameters are defined as follows :

• Shear exponent α = 0.1

• Reference wind speed Uref = 10ms−1 at 120m

• Turbulence intensity TI = 5%

• Integral length scale L = 35.4m, scaling factor αϵ = 1.0, spectral tensor parameter Γ = 3.9 and
advection speed of Uref

• Turbulent box dimensions: ∼ 1600m x 290m x 290m (8192 x 64 x 64 grid points)

The simulation was ran for 30 minutes at 1Hz for a lidar placed at the height of the reference wind
speed (120m), with the parameters already mentioned in the previous section. The box repeats in
that time so periodic behaviours are expected to be seen, in the time series and in the spectrum for
low frequencies. The resulting VLOS measurements for an upper beam with spatial averaging at a
focus of 200m along the beam axis are shown in Figure 4.13 in red. They are shown against point-
wise approximated measurements in dotted blue, that is if the laser would only illuminate one particle.
The difference is clear, and the spatially averaged VLOS shows less fluctuations, which is what is
meant by the fact that lidar measurements ”average out” turbulence. For indicators such as turbulence
intensity, this causes an artificially lower value if it is computed using the fluctuations in the raw VLOS
measurements. For these 30 minutes, the Mean Error between the point-wise approximation and the
spatially-averaged quantity is of around 4 × 10−3 ms−1, which brought back to the mean is less than
0.1%. However, the Root Mean Square Error (positive/negative errors do not cancel out) is of around
0.3ms−1, which is not as evidently negligible. As far as linear correlation goes, the relationship between
the two signals (point-wise vs. spatially averaged VLOS) is reasonably high but not evident, due to the
complexity brought by the convolution with the weighting function. Indeed the two time series show a
linear correlation coefficient of around 0.833.

The result of spatially averaging the VLOS measurement with 100 x 5 x 5 points was compared to
using more axial points (200 x 5 x 5). Then it was also compared to generating only axial points (100
x 1 x 1), with a different number (10 x 1 x 1 / 250 x 1 x 1 / 500 x 1 x 1) and to using the same number
of radial points but more or less axial points (200 x 5 x 5 / 10 x 5 x 5 / 1 x 5 x 5). The results are
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summarized in Table 4.1. This table gives insights on how to distribute the sampling points. Typically,
more axial points are better, but as it was addressed earlier, after a certain limit, using more points
does not help in accuracy. And, although it is a common assumption in lidar theory, the contribution
of particles that are not along the beam axis in a turbulent atmosphere is not negligible. Given that
the result is better for 10 axial points and 25 radial points than for 250 axial points and 1 radial point,
it is reasonable to state that radial particles can not be evidently neglected in real simulations. Given
that the simulated VLOS is anyway an approximation of reality, one can still argue that generating axial
particles is enough.

Figure 4.13: Effect of the spatial averaging of the lidar (100 axial, 25 radial sampling points) compared to the point-wise
approximation for an example of turbulent wind field.

Point cloud config. (Axial x radial x radial) Mean Error RMSE Linear correlation coeff.
1 x 1 x 1 3.8× 10−3 0.282 0.833
10 x 1 x 1 1.1× 10−3 0.146 0.933
100 x 1 x 1 1.8× 10−3 0.156 0.937
250 x 1 x 1 1.9× 10−3 0.154 0.938
500 x 1 x 1 1.9× 10−3 0.154 0.938
1 x 5 x 5 3.8× 10−3 0.282 0.833
10 x 5 x 5 5.0× 10−4 0.068 0.976
200 x 5 x 5 7.8× 10−5 0.006 0.999

Table 4.1: Comparison of the VLOS time series with different point cloud configurations using different indicators to a reference
point cloud. This reference point cloud is made of 100 axial points, and 52 radial points. This reference VLOS time series is

that in red in Figure 4.13. Mean Errors and RMSE are expressed in ms−1
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Next, the spectrum was studied. From the discussion in Subsection 2.5.4, an inertial subrange
should appear in the spectra, and it should be clearer in the point-wise approximation given that the
spatial averaging is not taken into account. The spectra in Figure 4.14 show well how the lidar mea-
surements ”filter out” the capture of turbulence at higher frequencies. The -5/3 slope appears for the
point-wise approximation (see Equation 2.59), whereas for the spatial average estimate (closer to the
reality of the measurements), the -5/3 slope can only be considered for a short frequency range, after
which it gets steeper. This is coherent will literature findings [65].

Figure 4.14: Comparison of the Power Spectral Densities of point-wise lidar measurements and realistic lidar measurements
with a point cloud distribution of 100 x 5 x 5.

To highlight in another way the effect of the spatial averaging on the lidar VLOS spectrum, it will be
investigated if it possible to find the ”real” VLOS spectrum from the artificial point-wise spectrum and
the weighting function. To simplify this study, only one dimension will be considered. Modelling-wise,
this means generating points only along the axis of the beam. Then, Equation 2.13 will be rewritten to
create a convolution in time of the signal represented by the projected wind velocity with a filter, i.e. the
weighting function. Ignoring the radial spread of the beam, only points along the beam will contribute to
the VLOS measurements, and with the speed of light being known, each point in space can be mapped
into a point in time. Thus, the VLOS equation can be written as:

vr(R) = vr

(
t =

2R

c

)
=

∫ +∞

−∞
W
(2R
c

− t
)
n . v(t) dt

where the weighting functionW reaches its maximum at t = 2R
c . This is clearly a time convolution, and

in signal processing terms, the VLOS measurement corresponding to the range R is approximately an
output of a Linear Time-Invariant System, where the impulse response is the range-weighting function.
The power spectrum of such an output is then simply the product of the power spectrum of the signal
being convoluted and the square of the absolute value of the Fourier Transform (or periodogram) of
the impulse response function [61] [58]. The corresponding formula is:

Svr (f) = SPW (f) |Ŵ (f)|2 (4.4)

where Ŵ (f) is the Fourier transform of the weighting function and SPW is the power spectrum of
the point-wise VLOS. In that sense, the convolution of the signal of the projected wind velocity with
the range weighting function has, in the frequency domain, the effect of a filter with respect to the
point-wise measurement signal. This principle is the basis of some lidar deconvolution algorithms [35].
Because the range-weighting function can be known, then the term |Ŵ (f)|2 can be estimated. This
is also possible straightforwardly because only points along the beam are considered, thus the range-
weighting function is a function of only one variable. For the rest of this section, this approximation
will be considered. Even if it was demonstrated that it does not show exactly the real results of spatial
averaging, it remains an acceptable approximation that is very often used in literature.

Note that this is dependent on the type of lidar and the range-weighting function that best models the
measurement. For example, this filter function is dependent on the Rayleigh length of the Gaussian
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beam. Also, because the integral in the VLOS measurements is estimated by a sum, the mapping
between the spectra introduced by Equation 4.4 will not be perfect. Now what is needed is the Fourier
transform of the range-weighting function. For this study and to simplify, again only the dimension along
the axis will be considered.

Then, one needs a correspondence between the measurement time of the point-wise measurement
and that of the weighting function to get the corresponding spectra. Luckily, amapping exists from space
to time domain for the velocity measurements (t = x

U ) where x is a distance in the stream-wise direction
of the wind and U is the advection speed of the turbulent vertical slices (Taylor’s hypothesis). And the
value of the weighting function can be calculated in space, keeping this space-time correspondence.
Thus, since the VLOS are sampled every second and U was chosen to be 10ms−1, that corresponds
to a displacement of 10m. Along the beam that is a distance of 10/cos(θ). For the reference WindCube
Nacelle, this is around 10.39m. This is the spatial step (that also corresponds to a time step) at which
the value of the range-weighting function can be sampled to get its Fourier transform using a FFT
algorithm. This gives an idea of how the frequency domain of the spectrum of the range-weighting
function can relate to that of the VLOS measurements. The result of the periodogram ofW is shown in
Figure 4.15. Remarkably, this has a similar effect to a low-pass filter, which again demonstrates how a
lidar filters out the capture of some turbulence effects.

Figure 4.15: Square of the absolute value of the Fourier Transform of W with the current beam parameters.

What this means is that because of Equation 2.59, the point-wise spectrum should be obtainable
from that of the spatially averaged measurement, by simply dividing frequency-wise the spectrum of
the spatially averaged VLOS by the periodogram of the weighting function. The simulated lidar VLOS
spectrum with only axial points was divided by Ŵ (f) and the result is shown in Figure 4.16. As can be
seen, the -5/3 slope appears again clearly in the ”reverse-filtered” spectrum. Since the periodogram of
the range-weighting function was determined for points only in the beam direction axis, this study can
only be made simulating particles solely along the beam.

To conclude, this subsection is meant to show the results of the pulsed lidar simulator’s measure-
ments in a modelled turbulent atmosphere and to show that it has expected properties. It also serves
as a baseline comparison (non-moving lidar). Again, this is only valid when neglecting the contribution
of the particles that are not along the axis of the beam. Thus, for simulations that will take into account
radial particles, even without any motion, one cannot expect to find the same behaviour in the spectra.

Power law, turbulence, lidar velocity interference

It was shown in the previous subsection that even if the spectrum of the real lidar VLOS measure-
ments does not follow the theoretical slope of the wind velocity components’ spectra, it is still linked to it
by a filter that depends on the range-weighting function when only axial particles are considered. Now,
the following study will be conducted : a small (relative to the mean wind speed) velocity interference
of the lidar is introduced. The goal is to see how that can affect the VLOS measurements and their
spectrum. The change in the beam direction (by the lidar rotating) in formula 2.15 is for now ignored.
The idea behind this study is to see what magnitude of lidar velocity interference will impact the lidar
measurements up to the point where not accounting for the lidar velocity will cause a too large error in
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Figure 4.16: Dividing the spectrum of the spatially-averaged by Ŵ (f) as a way to get back to the point-wise spectrum. The
spectra are not smoothed and again, only points along the beam are considered (500 x 1 x 1).

wind field reconstruction. This will also give an insight of how accurate the velocity of the lidar must be
known (i.e. their uncertainty) for different levels of accuracy in the wind field reconstruction. For the
wind field reconstruction, different levels of fidelity can be considered:

• Low level : The goal is to reconstruct only the mean wind speed U(z) for a given time period (i.e.
10 minutes).

• Mid level : The goal is to reconstruct the mean wind speed U(z) and to have a reliable estimate
of the turbulence intensity TI within the averaging time period.

• High level : Here, one tries to reconstruct up to the lowest scales of turbulence. In other words,
it is assumed that the lidar measurements come from a turbulent atmosphere with its known
statistical properties. Typically, this involves considerations on the velocity correlation function
and the Doppler spectra of the lidar measurements. Such a reconstruction respects the fact
that lidar measurements come from a wind field with velocity components that obey Kolmogorov-
Obukhov law in the inertial range [2].

Themeasurements with interference of the lidar velocity will be compared to that with no interference
(fixed lidar). For the mean wind speed, the criterion will be simply be that of the mean of the VLOS. For
turbulence intensity, the criterion will be the standard deviation of the VLOS measurements divided by
its mean for 10-min periods. Even if moving lidars tend to overestimate Turbulence Intensity, algorithms
exist to correct this [33]. Finally, for most developed turbulence reconstruction, the criterion will be the
spectrum of the VLOS measurements, and similar studies as were done in the previous subsection.
Unlike the rotation of the lidar that can be, as a first approximation, considered with harmonic oscillators,
no similar assumption can easily be made on the behaviour of the lidar’s interfering velocity. To remain
general and as a similarity to what was found in the real velocity time series, the lidar’s velocity is made
to resemble Gaussian white noise for all three components. In this case, the velocity components
are all normally distributed with a zero mean. Depending on the standard deviation of the distribution,
the fluctuations are more or less wide. Figure 4.17 shows the difference in measured VLOS between
a lidar with no interference and one with an interfering velocity, the distributions of which have two
different standard deviations. The distributions are also truncated such that the norm of each velocity
component does not go over a certain threshold.

For three 10-min periods and for velocity interference cases with different standard deviations (and
truncature), the results for the mean VLOS are shown in Table 4.2 and for estimated Turbulence Inten-
sities in Table 4.3.

As it is displayed, the impact of such lidar’s velocities on the mean of the VLOS is negligible, even for
the largest interference. Regarding Turbulence Intensity, as it was expected, for large interference (i.e.
more motion), it is overestimated, but that remains a slight increase. Next, the impact on the spectrum
was studied. The PSD spectra were reconstructed for time series with and without interference of the
lidar’s velocity, and are displayed in Figure 4.18.
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Figure 4.17: Interference of the lidar’s velocity for a VLOS time series (LOS 0 at a range of 200m). Components follow normal
distributions.

0-10 10-20 20-30
No motion 9.71 9.65 9.72

σ = 0.01 (|.|< 0.3 ) 9.71 9.65 9.72
σ = 0.05 (|.|< 0.3 ) 9.71 9.65 9.71
σ = 0.1 (|.|< 0.3 ) 9.71 9.64 9.71
σ = 0.5 (|.|< 1 ) 9.69 9.68 9.71

Table 4.2: Mean VLOS for different velocity interference cases.

Figure 4.18: Interference of the lidar’s velocity on the spectrum (for LOS 0 at a range of 200m).

The conclusion drawn from this figure is important. It shows that even if an interfering velocity has
barely any impact on the mean measured wind speed and Turbulence Intensity (consider for example
σ = 0.1ms−1), it can heavily disrupt the spectrum of the VLOS measurements. This shows that the
information on turbulence contained in the VLOS time series (especially for small scales) can be de-
stroyed by the velocity interference of the lidar, even though this influence does not appear on mean

0-10 10-20 20-30
No motion 0.04 0.04 0.04

σ = 0.01 (|.|< 0.3 ) 0.04 0.04 0.04
σ = 0.05 (|.|< 0.3 ) 0.04 0.04 0.04
σ = 0.1 (|.|< 0.3 ) 0.04 0.04 0.04
σ = 0.5 (|.|< 1 ) 0.06 0.06 0.06

Table 4.3: Fluctuations of the measured VLOS (estimated Turbulence Intensity) for different velocity interference cases.
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quantities.
For the highest physical level of reconstruction, given how the measurements’ spectrum can be dis-
turbed even with small interference of the lidar’s velocity, it seems impossible to reconstruct a theo-
retically accurate description of turbulence. As the interfering velocity here is akin to noise, this also
demonstrates that when reconstructing turbulence from VLOS measurements, one should also be par-
ticularly careful of the inherent noise contained in the VLOS measurements (Signal-to-Noise Ratio or
Carrier-to-Noise Ratio). This noise can come for example from parasite scatterers that do not move
with the speed of the wind. Next, the effect of the lidar’s rotation in a simple case will be studied.
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Power law, turbulence, pitch motion

The objective of this part is to see how a theoretically simple rotation motion of the lidar affects the
measurements, and to verify how a frequency-filtering method can be used, in different configurations
of wind. Only the pitch angle of the lidar will be modified, and this angle is considered a harmonic
oscillator, as it was done in literature. An example of this pitch angle is given in Figure 4.19. Since
the lidar measurements are made to be sampled at 1Hz, the pitch angle that the lidar ”sees” at the
time of the measurement is also shown, close to the continuous angle. This is a modelling hypothesis,
assuming that the lidar probes a ”frozen” wind field, neglecting the fact that one measurement comes
from different backscattered intensities, received at different times.

Figure 4.19: Time series of harmonic pitch angle with a period of 10 s.

To start with, simpler wind fields (without turbulence so constant in time) will be considered: uniform
wind and power law profile. The impact for 60 s of harmonic pitch of the lidar with an amplitude of 5◦
and a period of 10 s is shown in Figure 4.20. For uniform wind (Figure 4.20a), the VLOS measurements
have a clear periodic behaviour, the change in value is purely due to the change of the beam direction.
The maximal VLOS is attained when the beam direction is best aligned with the wind direction. For a
power law profile (Figure 4.20b), the shape of the VLOS time series with harmonic pitch of the lidar
is more skewed. This comportment can be explained by the fact that even if the line-of-sight is less
aligned with the direction of the wind velocity, the value of the wind speed can be higher due to the
power law profile, thus compensating the value of the dot product.

(a) Uniform wind. (b) Power law profile.

Figure 4.20: Effect of harmonic pitch motion of the lidar on the VLOS measurements in two simple cases.

Such periodic behaviours have been highlighted in literature for real cases of floating lidars [34].
As it was done there, one can then look into the spectrum of the VLOS measurements. The resulting
spectra are shown in Figure 4.21. Whether that is for uniform wind or a power law profile, the frequency
of the harmonic oscillator is clearly visible at 0.1Hz, and even at twice this frequency at 0.2Hz.

Applying a filter is tempting to attempt to remove the periodic effect in the VLOS measurement
caused by the pitch motion. Here, a simple low-pass filter can be used and the resulting filtered spectra
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(a) Uniform wind. (b) Power law profile.

Figure 4.21: PSD spectra of the VLOS measurements with harmonic pitch motion of the lidar of the measurements in two
simple cases.

are shown in Appendix in Figure A.14.

(a) Uniform wind. (b) Power law profile.

Figure 4.22: Filtering out the effect of harmonic pitch motion of the lidar on the VLOS measurements in two simple cases.

The time series of VLOS after the filter is applied are then displayed in Figure 4.22. As shown, albeit
transient effects of the filter at the beginning and end of the signal, the periodic behaviour is removed
and the VLOS is closer to what it should be. There is still an offset, which is most likely due to the filter
being inappropriate. Nevertheless, this project does not aim at diving into signals and filter theory. The
aim is simply to show how frequency filtering can correct for the rotation of the lidar.

Now that the simple cases have been addressed, one can see what happens when a turbulent field
is introduced. The same field as used previously is considered. The same time series for the VLOS
measurements is generated as for the two previous cases, in Figure 4.23 The periodic effect is here
much less obvious, due to turbulence causing fluctuations as well.

Figure 4.23: Effect of harmonic pitch motion of the lidar on the VLOS measurements in a case of turbulent wind field.

A small peak at 0.1Hz still appears in the spectrum of the measurements in Figure 4.24a. However,
this seems to get lost in turbulence. Also, for lower amplitudes of harmonic pitch, this peak does not
even show up. An example of spectrum with a higher amplitude of pitch (10◦) is shown in Appendix,
Figure A.15. It would be dangerous to apply a low-pass filter since the effects of turbulence at higher
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frequencies might be lost. Thus, a bandstop frequency filter was applied around 0.1Hz, giving the
spectra shown in Figure 4.24b.

(a) PSD spectrum of the VLOS measurements with harmonic
pitch motion of the lidar of the measurements in a case of

turbulent wind field.

(b) Bandstop filtered PSD spectrum of the VLOS measurements
with harmonic pitch motion of the lidar of the measurements in a

case of turbulent wind field.

Figure 4.24: Effect of the bandstop filter on the spectrum of the VLOS measurements with turbulence.

A zoom on the resulting filtered VLOS time series is shown in Figure 4.25.

Figure 4.25: Filtering out the effect of harmonic pitch motion of the lidar on the VLOS measurements in a case of turbulent
wind field.

For this turbulent wind field, the results of the filter on the mean VLOS and on an estimate of Tur-
bulence Intensity are given respectively in Table 4.4 and Table 4.5.

0-10 10-20 20-30
No motion 9.71 9.65 9.72

Harmonic pitch 9.69 9.62 9.69
Harmonic pitch filtered 9.69 9.62 9.69

Table 4.4: Mean VLOS with and without bandstop filter around the pitch natural frequency, in a turbulent wind field.

0-10 10-20 20-30
No motion 0.04 0.04 0.04

Harmonic pitch 0.04 0.04 0.04
Harmonic pitch filtered 0.04 0.04 0.04

Table 4.5: Fluctuations of the measured VLOS (estimated Turbulence Intensity) with and without bandstop filter around the
pitch natural frequency, in a turbulent wind field.

It appears that with turbulence, such a rotation has a negligible impact on the mean VLOS and
even on its standard deviation, even though this amplitude of pitch was considered an extreme case
in literature [34]. Moreover, the application of the filter seems to have no effect on both quantities.
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In conclusion, this part gives some limitations on the frequency filteringmethod, which are as follows:

• The choice of the filter is not straightforward. Initial conditions can be required and precaution is
needed when filtering measurements with turbulence, since the real turbulent fluctuations might
be lost.

• For a peak to appear on the spectrum, the amplitude of the rotation angle needs to be large
enough. And that is when only considering a simple harmonic pitch.

• Even after filtering, the corrected VLOS time series can still be too far off from the desired one.

Power law, turbulence, full DOF

Here, the goal is to simulate the full motion of a lidar in a turbulent atmosphere and its resulting
measurements if it is placed on the nacelle of a floating turbine. For isolated and simple motion like what
was discussed before with only translational velocity or only pitching motion, it seemed acceptable to
assume some kind of motion, based on simplifying assumptions. This was meant as a proof of concept
to show how impactful the lidar motion can be on the measurements. Now that the requirement is to
have full degrees of freedom activated, the best would be to have the motion at the nacelle coupled
with the wind field (and waves for a FOWT). This is far from straightforward considering that requires
simulating the dynamic response of the turbine.

Softwares exist to do so, and the one used in this project is OpenFAST, an industry and research
standard. Then, the conducted plan is the following. First, a turbulent wind field is generated. With
OpenFAST, this wind field is used as an input in the InflowWind file, together with wave conditions and
structural properties of the simulated FOWT, so that this incoming wind results in some motion at the
nacelle of the turbine. The calculation is made internally with OpenFAST, and no attempt will be made
in diving in the functioning of this aero-hydro-servo-elastic simulation software. Then, this same wind
field is used as an input of the lidar simulator, with which it is possible to simulate the measurements
at several range gates for all beams. The aim is then to see how the motion at the nacelle would
theoretically affect the lidar VLOS measurements, and how the correction method implemented here
(compensating for the lidar velocity interference using interpolation methods) can perform with noisy
motion signals.

When doing so, one significant challenge appears: replicating the same wind field for the lidar
simulator (internal Siemens Gamesa module) as in OpenFAST. To ensure that the motion outputs can
indeed be considered as coming from the same field in both cases, a study was made on how to
make the fit. It is rather straightforward to test this since OpenFAST and the Siemens Gamesa wind
module can take as input the same binary file for the Mann turbulent box (3 binary files for u, v and w
components if the wind). These files can be scaled (to get to a certain Turbulence Intensity for example)
with Matlab using the wind module and then fed to OpenFAST as inputs for the wind field. Now the
difference can be in the interpolation method between the grid points of the turbulence box. If one uses
the default methods for interpolation in this internal wind module and in OpenFAST, the result is as
follows in Figure 4.26. The wind speed shown is the U component (mean wind + turbulence) at the
center of the box, only for a part of simulation, to highlight the difference in the two time series.

The origin of the box was set at a height of 150m. The size of this box used for testing is around
6800m in the x-direction (wind direction), 290m in the y and z-directions, with 8192 points in the wind
direction and 64 in both the transverse and vertical direction. The steady wind profile is chosen to be
represented with a power law (12ms−1 at 150m with α = 0.2). Since the advection speed inside of the
box is also at 12ms−1, this means that the actual simulation lasts slightly less than 10 minutes, after
which the box repeats itself.

By default, OpenFAST uses a quadratic method in interpolation while the internal wind module uses
Catmull-Rom splines (cubic). Can that difference explain the offset of the curves from Figure 4.26 ?
For this, the simplest way of interpolation will be used in both cases: linear interpolation. In this case,
accuracy is lost due to simplicity of interpolation but there is no ambiguity on the method. The result is
shown for 10 minutes in Figure 4.27. The difference is now barely visible, and the root mean square
difference between the two time series is of only 0.0033ms−1 over this 10-minute period. Now it is
reasonable to think that this error most likely comes from rounding errors for example, but that the wind
field that is input to OpenFAST for the simulation of the turbine motion is the same that can bemeasured
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Figure 4.26: Time series of stream-wise wind components at the origin of the turbulence box for OpenFAST and SGRE
(Siemens Gamesa Renewable Energy) internal module. The interpolation methods are kept to default and the difference is

visible.

with the lidar simulator. Now that the foundation for comparison is established, it is possible to run these
simulations with OpenFAST and use the motion outputs for corresponding wind measurements with a
lidar in Matlab. This is done in the Results Section.

Figure 4.27: 10-min time series of stream-wise wind components at the origin of the turbulence box for OpenFAST and SGRE
(Siemens Gamesa Renewable Energy) internal module. The interpolation method is made linear and the two curves cannot be

distinguished anymore.
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4.2. Uncertainty quantification
In this section, the goal is to introduce the first results on uncertainty, that is knowing the uncertainty of
the different models that characterize motion characteristics. For instance, it is necessary to know the
standard error of the parameters in the interpolated curves of the acceleration components. One also
wants these estimates for velocity, position, orientation and angular velocity. Again, no real discussion
is possible on angular acceleration since this is not an output of the IMU. These errors are modelling
errors, meaning they quantify the expected error when using a certain model to fit a certain quantity.
On top of these errors, there are also measurement errors, or noise in signal processing, which come
from the fact that data are not generally not exact. These measurements can for example be given by
the manufacturer of the measuring device. Uncertainties should be seen as ”errors” that are inevitable.
These errors concern data from the measurement but also model parameters for the fitting of the data,
for example that could be the uncertainty in the control points of the Quintic Hermite interpolation. The
goal is ”to ensure that these errors are as small as reasonably possible, and to have some reliable
estimate of how large they are” [78].

4.2.1. Example of model parameters' uncertainty for acceleration
For interpolation of acceleration, data has to be fit to some kind of model, linking the time t to an
observation y(t). For position, it was argued that using Quintic Hermite interpolation is a viable option
since it allows for low error and for continuity of the second derivative (i.e. acceleration). Now any
model has parameters, and these parameters have to be determined from the available data by some
kind of fitting. This is usually done using least-squares fit. In the case of position, the model can be
expressed as a linear combination between terms depending on t and constant terms that depend
where the nodes are located, namely control points.

Then, as it was discussed in subsection 2.4.1, the problem can be written as a matrix product
A X = B, where B is the vector of the observations, or real values measured by the IMU. B could
be containing in this case values of position, linear velocity of linear acceleration. A is called the
design matrix. For position, A is made of the values of the Quintic Hermite basis functions at the times
corresponding to the observation. For linear position and acceleration, A is composed of the first, and
second respectively, derivative values of the basis functions. Finally, X is the vector made of so-called
control points. After choosing the right nodes, X can be found by least squares fit for example and it
will be the same vector for position, velocity and acceleration. What is interesting for this subsection is
that the components of the X vector are subject to uncertainties. Indeed, it is not always possible to
find the exact solution to the fitting problem. Thus, depending on the positioning of the nodes, which
changes the design matrix so the problem, the problem can be solved with more or less uncertainty.
The uncertainty in the estimated control points can be stored in what is called a covariance matrix,
that will be written P in what follows. What is particularly useful is the diagonal elements of P , which
are the variances (squared uncertainties) of the fitted parameters (control points) in X [66]. The vector
with the square root of these diagonal elements will be written Σ:

Σ =



σ0,0
σ0,1
σ0,2
σ1,0
...

σn−1,2


where, with n nodes, σi,j is the uncertainty of the control point corresponding to the (j + 1)-th point
at the (i + 1)-th node. From Quintic Hermite interpolation theory, one should bear in mind that there
are 3 control points per node so j can be 0, 1 or 2. It is fundamental to know the uncertainty of
these parameters since they will propagate in the whole model of wind speed reconstruction. How to
determine them from the fit?

The matrix P is easily obtained with Matlab when X is fitted using the standard optimal rule for the
least squares method [77]. It is typically computed from the inversion of the product of the transpose of
the design matrix with the design matrix itself. To illustrate this better, some examples will be shown for
acceleration. The first example is the one where the interpolation time nodes are placed at the exact
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same time as the real acceleration measurement times. Because of this and due to Quintic Hermite
interpolation theory, for acceleration it means that the control points corresponding to the third point
of each node will be exactly the measured acceleration. In this case, in practice there is not even a
need to do the fitting, the control points are exactly known. For the sake of the exercise, it is however
possible to calculate the uncertainties from the least squares fit, with the design matrix having in this
case a very simple form with only 0 and 1 values. This is because the interpolation nodes are placed at
the exact same time as the measurements. The reconstructed fitted curve in this case is a polynomial
curve of third order, continuous but non-differentiable at the nodes. Position would be of fifth order while
velocity would be of fourth order, both being continuous and differentiable everywhere. It is shown for a
certain time window in Figure 4.28. Time and acceleration values were normalized, they do not matter
much to understand.

Figure 4.28: Example of interpolation with the nodes at the measurement times. No uncertainty on the control points.

It should not be surprising that for this first case, the uncertainties of each control points are 0 when
calculated with Matlab:

Σ1 =


0
0
0
...
0


It is good that in this case, the model is determined with no uncertainty. However, there remains

a problem. It is the fact that interpolating as such conserves the noise/uncertainty that are intrinsic to
the measurements. This can be seen by a high standard deviation of the reconstructed signal (even
higher than the measured signal), leading to an unlikely behavior of acceleration with extremely rapid
changes between high positive values and high negative values. Another extreme example that can be
shown simply is where there are only two nodes, with lots of measurement in between. In normalized
time, that would mean one node at t = 0 and another at t = 1. In this case only 6 control points exist,
3 at the start and 3 at then end. An example of a resulting fitted curve is shown in Figure 4.29.

One can see that the problem of the high standard deviation of the interpolated acceleration is fixed
but two problems appear. The first is obvious, it is the error between the interpolated quantity and what
one should expect of the actual values. Indeed, the blue curves completely ”misses” the measured
values for acceleration. It can be acceptable to allow some error in that regard to lower the noise in
the reconstructed curve but there appears to be far too much error in this case. The second problem is
that some of the 6 control points now have some uncertainty, due to the least squares fit. From Matlab,
it comes that, for this second case, the normalized uncertainties of the control points are:
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Figure 4.29: Example of interpolation with only 2 nodes. Low standard deviation of the fitted curve.

Σ1 =


0.0066
0.0115
0.0455

0
0

0.0455


There is an optimal in-between to find. A trade-off needs to exist between three criteria:

• A low error between the real measured accelerations and the values of the fitted Quintic Hermite
interpolation at the measurement times

• A low uncertainty of the control points

• A low standard deviation of the interpolated acceleration data

The problem of finding the control points using least-squares fitting only with acceleration data lies
in the left-hand side matrix A of the least squares fitting equation. With Quintic Hermite interpolation,
acceleration is calculated using the second derivative of the basis functions. And the values of the
second derivative of the basis functions are typically larger than that of the basis functions themselves
and their first derivative. This leads to large numbers present in A, increasing the condition number of
the matrix and thus the numerical instability of the solving.
To relax this condition number, using also the values of velocity and position is better. In this case,
for example the vector B can contain the real values of first position, then of velocity and finally of
acceleration. Consequently, the matrix A will contain first the basis functions evaluated at the nodes,
then their first derivative and finally their second derivative. Compared to fitting with only acceleration,
instead of A having a size M × N , it will have a size 3M × N . The same applies to B, with a size
3M × 1 instead ofM × 1.

A last problem appears to remain in this case, it is that data channels with different inherent uncer-
tainties are used. The noise in acceleration is typically higher than for velocity and even higher than
for position. As a rule of thumb, this can be understood by analyzing the spectral characteristics of
noise. Consider for this the following result on the power spectrum of a signal: if a signal x(t) has a
power spectrum in the frequency domain (or angular frequency ω = 2πf ) given by S(ω), then the power
spectrum of its n-th derivative is ω2n S(ω) [61].
For example, consider that the position signal contains Gaussian White noise, the spectrum of which
is constant in the frequency domain. Then, the power spectrum of acceleration will be a quartic func-
tion in the frequency domain. For most frequencies, this increases the power spectral density of noise
for acceleration compared to position. It thus comes that in general, the position channels are more
reliable than the acceleration channels in terms of uncertainty caused by noise. The weights of each
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signal used for least-squares fitting can then be adapted such that position has the larger weight, then
velocity and then acceleration. This is done using weighted least-squares fitting.

4.2.2. Model parameters' uncertainty using position, velocity and acceleration
An example on how to estimate the uncertainty of the control points in the model to interpolate position,
velocity and acceleration will be discussed in this subsection. It also shows general guidelines on how
to interpolate these three channels from an inertial device.
The signals used here for position, velocity and acceleration of the INS originate from the Ship Motion
reference frame, that is introduced in Appendix A.10. As discussed in that section, these outputs are
not directly usable as local measurements in the body frame of the inertial device. Another difference
with the outputs in the body frame is that position, velocity and acceleration in the ship motion reference
frame are not results of the EFK. Velocity is obtained by simple integration of acceleration and position
by double integration. The drifts due to integration are filtered out using a high-pass filter with Infinite
Impulse Response. This is another reason why it is better to use the channels coming from the EKF in
the local frame (or in the NED frame). At the time of this project, only acceleration was available in the
body frame. Nevertheless, the results on the quantities from the ship motion reference frame should
generally hold for any modelling of position/velocity/acceleration.
For a certain period of time in the month of May, surge, velocity and acceleration in the x-direction are
given in Figure 4.30. Time axis and vertical axes are normalized.

Figure 4.30: Position, velocity and acceleration in the x-direction measured by the INS.

First, one can study the effect of giving different weights to position, velocity and acceleration on
the standard error (or uncertainty) of the control points. This discussion is qualitative, using the basic
argument that acceleration is typically noisier than velocity and position. Deeper signal study is needed
if one wants to get to the exact weights that each channel should be given. In this case, the nodes
are arbitrarily placed every 0.5 s. Starting with basic least-squares (non-weighted) fitting, the results
are shown in Figure 4.31. The fitting is first made with the real data but then normalized for the plots.
Next, the standard error of the control points can be determined. From theory, quintic Hermite basis
functions are defined piece-wise between each node. The number of control points is 3 times the
number of nodes. For one given node, the value of the first control point corresponds to the fitted value
of position, the second to the fitted value of velocity and the third to acceleration. As it was discussed in
the previous subsection, the least-squares fit gives the standard error of each control point. The mean
standard error for each control point corresponding to a reconstructed value of position at the nodes is
first calculated. Then, this standard error is divided by the maximum value of position to get an order
of magnitude of the significance of the error. This quantity will be denoted as σx. The same is done for
velocity and acceleration. In this case, the results are:

• For position: σx ≈ 4.4%.

• For velocity: σv ≈ 4.6%.
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• For acceleration: σa ≈ 17.9%.

It comes that the fitted values of acceleration at the nodes are far more uncertain than for velocity
and position. This also gives an idea of the uncertainty of the measurements. Thus, trying to fit by
all means the acceleration data will lead to larger errors. This reinforces the idea of giving a different
weight to acceleration, velocity and position in the fitting because they are all initially not as reliable.
Moreover, what matters most for the motion-correction algorithm is not acceleration but position and
velocity.

Figure 4.31: Interpolating position, velocity and acceleration in the x-direction using Quintic Hermite interpolation. The nodes
are placed every 0.5 s and the weights for the fitting are uniform.

Now using weighted least-squares fitting with Surge being given the highest weight and acceleration
the lowest, the result is given in Figure 4.32. The fit is much better visually for position and velocity. For
velocity particularly, there still remains some non-negligible errors, see for example at the start. The
result on the mean normalized standard errors are now:

• For position: σx ≈ 1.9%.

• For velocity: σv ≈ 3.3%.

• For acceleration: σa ≈ 19.7%.

Figure 4.32: Interpolating position, velocity and acceleration in the x-direction using Quintic Hermite interpolation. The nodes
are placed every 0.5 s and weighted least-squares fit is used.
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This brief study shows the appeal of least-squares fitting coupled with the Quintic-Hermite modelling
of position, velocity and acceleration. It can first give an order of magnitude of the measurement’s un-
certainties with the standard error of the control points. The second conclusion is that interpolation
should be performed by using weighted least squares fitting for the calculation of the control points at
the nodes, with a higher weight on position than on velocity, and higher on velocity than on accelera-
tion.
Finally, the previous investigation on the positioning of the control points can be done in this case, using
all three data channels and the same weighting. For the given time period, the number of nodes is grad-
ually increased. Each time the fitting is done, the standard error (or uncertainty) of the control points,
the Mean Square Error (MSE), and the standard deviation of the interpolated signal are determined.
The standard error of the control points simply corresponds to what was shown earlier. The MSE is an
output of the weighted least-squares fitting in Matlab. It gives the weighted error of the interpolation at
the time of the measurements, compared to the real measurements. It is divided by the difference in
number of rows and columns in A. On top of this, it does not take into account that all data may have
different units so its physical meaning is lessened. Thus, its absolute value is not so significant, but
its relative value compared to the previous numbers of nodes is. Then, the standard deviation of the
signal is calculated by interpolating the acceleration over a large number of points (twice as many as
the number of measurements), and then taking the standard deviation of this interpolated signal. It is
done with acceleration because it is the less numerical stable. So it could be that position and velocity
have relevant behaviour but acceleration on the other hand shows wild and non-physical fluctuations.

The results for MSE and standard deviation of interpolated acceleration are shown in Figure 4.33.

(a) Matlab estimated MSE of the weighted least-squares fitting
with increasing number of nodes.

(b) Standard deviation of interpolated acceleration signal from the
weighted least-squares fitting with increasing number of nodes.

Figure 4.33: Comparison of the performance (MSE) of the fitting vs. fluctuations in the interpolated acceleration.

The results are that generally, the more nodes there are, the lower the MSE is (see Figure 4.33a),
but the higher the standard deviation in the interpolated acceleration (see 4.33b). This is consistent
with the discussion in the subsection on acceleration. The trade-off is not so straightforward because
a third criterion also appears: uncertainty of the fitted control points. This is shown in Figure 4.34,

Figure 4.34: Standard error in the fitted control points for position, velocity and acceleration.

Tomeasure the importance of the trade-off between all three criteria, some examples can be studied.
First, one can start by prioritizing minimizing the standard deviation of interpolated acceleration and the
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uncertainty in the control points. That corresponds to taking a low number of nodes. For example with
10 nodes, the mean normalized standard error of the acceleration control points stay below 10%. For
both velocity and position, they are below 3%. And the standard deviation of interpolated acceleration
remains in the low part. The result is shown in Figure 4.35. Note that this corresponds to placing nodes
approximately every 2 s.

Figure 4.35: Interpolating position, velocity and acceleration in the x-direction using Quintic Hermite interpolation. Weighted
least-squares fit is used and a low number of nodes (10) is considered.

Depending on the arguments, this can already be accepted. However, the curve for acceleration still
seems too coarse. As it was discussed earlier, using too many nodes leads to undesired behaviours in
the interpolation. This is why the nodes should be chosen such that for example the standard deviation
of interpolation acceleration remains in the low part. Also one does not want to have too high standard
error in the fitted control points, otherwise it cannot be considered fitting anymore. With a higher number
of nodes, for example 150, the interpolated curves are shown in Figure 4.36.

Figure 4.36: Interpolating position, velocity and acceleration in the x-direction using Quintic Hermite interpolation. Weighted
least-squares fit is used and a higher number of nodes (150) is considered.

At this point, acceleration starts to show even more fluctuations than the measured acceleration,
which is not desirable. The measured standard deviation of the interpolated signal is still low but the
mean normalized standard error of the control points is over 50%. This shows that too many nodes
will ruin the quality of the interpolation. The objective is to reconstruct something closer to what is
seen with nodes approximately every 0.5 s (see Figure 4.32) and every 2 s (see Figure 4.35). With this
kind of initial signal of measurements, the interpolations of position and velocity remain fundamentally
unaffected, although it starts to be the case for velocity with higher number of nodes (see the orange
curve in Figure 4.34).
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In conclusion, another essential point of this subsection is that the nodes should be placed in the
order of magnitude of every second for interpolation, depending on the result that one wants on the
reconstructed acceleration. Unfortunately, similar study cannot be done for the interpolation of ori-
entation and angular velocity. The developed quaternion method is powerful but it involves using a
mathematical space that is not equipped with many numerical tools.



5
Results

This chapter will be focused on showing simulation results. The simulations are based on a coupling of
the motion of a modelled FOWT with the corresponding measurements from a nacelle-mounted lidar
in the turbulent atmosphere that caused the motion. Given that all data channels for the TetraSpar
prototype were not fully available during the time frame of this project, results from real measurements
will not be presented. The treatment of real data consists of what was already presented: insights on
interpolation and uncertainties of the motion data from the INS, discussion on the position/orientation
of the lidar compared to the INS and definition of the reference frames used by the INS. Regarding the
simulations, they were made using one model of FOWT and several cases of wind field and waves,
defined shortly after. The results of the simulations should help answer the research questions.

5.1. Presentation of the turbine and of the problem
5.1.1. WindCrete model
The FOWTmodelled is a spar floater calledWindCrete, available freely online [14] and used in research
for simulating floating lidars [34]. The sketch of the design of the WindCrete floater is found in Figure
5.1. As shown, the tower height is 129.495m with respect to Mean Sea Level (MSL). This was set in
order to have a hub height of 135m. Notably, the red part at the bottom is the ballast that is used to
balance the structure and the cylindrical spar starts at 10m below MSL, with a diameter of 18.6m.

FromOpenFAST, the outputs for position and orientation are Surge/Sway/Heave and Yaw/Pitch/Roll
of the platform, for example at the foundation as defined in Figure 5.2. In the rigid body assumption, the
rotation and the translational displacements are the same at the nacelle for example. So that can be
extrapolated at the position of the lidar for example. Note that the x-axis is defined in the same direction
as the wind. So if the lidar is facing the wind, the coordinates of the particles in the global frame will
be negative. It is the same in the lidar simulator. Apart from neglecting structural deformations in the
turbine, this also has the disadvantage of not taking into account the nacelle yaw (disabled degree of
freedom) and pre-tilt.

Additionally, OpenFAST can also output inertial data at the nacelle (the same as an IMU would do).
This is given in a local frame that moves with the tower and the nacelle. The mapping to a global inertial
frame that has the same orientation as the one for which Yaw/Pitch/Roll angles are given is then simply
made using the rotation matrix defined by these angles (in the ”Z-Y-X” convention for OpenFAST). The
global frame is chosen to be at the Mean Sea Level with the same orientation as the one in which
the Euler angles and translational displacements are given. In this referential, the initial coordinates of
relevant components are shown in Table 5.1. The placement of the lidar was made arbitrarily such that
it is somewhere above the IMU. This is meant to resemble the real configuration where the IMU is in
the nacelle floor and the lidar on the roof.

5.1.2. Wind Field input
Generating a matching wind field between OpenFAST and the lidar simulator is crucial to get relevant
and usable results. This was done as explained in the previous Section by writing the scaled boxes
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Figure 5.1: Cross-sectional sketch of the WindCrete model (values in meters) [14].

first in Matlab using a program internal to the company, and then using the exact same in OpenFAST.
The wind fields used have the following properties:

• Mean wind field : Power law with Uref = 12ms−1 at a reference height of 150m and a shear
exponent of α = 0.2

• Turbulence intensity TI = 0.1, L = 35.4m, αϵ = 1.0 and Γ = 3.9

• The grid inside of the box is made of 64 points both transversely and vertically, and 32768 (215)
points in the wind direction. The width/height of the box is 296.1m and its length is around 27 000m.
With an advection speed of 12ms−1, this allows for more than 30 minutes of simulated statistically
independent turbulence.

A time series of 30 minutes for the U component of the wind at the box origin (height of 150m) is
shown in Figure 5.3. This is for a chosen random seed. With the exact same parameters, it is possible
to generate a different field by changing the seed for the randomness of turbulence.

Name of component X-coordinate Y-coordinate Z-coordinate
Tower top 0m 0m 129.495m

IMU −4.985m 0m 133.853m
Lidar −3.985m 0.5m 137.853

Table 5.1: Coordinates of the IMU and of the lidar in the inertial fixed global frame, the X-axis of which is in the downwind
direction and Z-axis pointing upwards. Its origin is fixed at the Mean Sea Level aligned with the turbine.
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Figure 5.2: Support platform / foundation layout in FAST [57].

Figure 5.3: 30-minute time series of U at the origin of the turbulence box (150m) for the first random seed.
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5.1.3. Waves input
To model more realistic motion of the turbine, wave conditions are also set in the model. It will be
specified for a given simulation what these conditions are. The generic type of waves generated is
set to the third type in OpenFAST. This corresponds to irregular waves generated from a white noise
spectrum. For example, the significant wave height can be set to Hs = 2m. An example time series of
wave elevation is shown in Figure 5.4.

Figure 5.4: 30-minute time series of the wave elevation at the turbine location. White noise spectrum with Hs = 2m.

5.1.4. Examples of motion outputs
Some examples of motion time series will be shown here for one wind field as defined in the previous
subsection and irregular waves with Hs = 2m. The heave and yaw of the platform are shown in
Figure 5.5. The initial condition on heave is left by default at −0.16m and Figure 5.5a shows the clear
oscillations and periodic nature of heave. The platform yaw in Figure 5.5b also shows oscillations,
although less obvious than for heave, around an angle close to 0.

(a) Time series of the platform heave. (b) Time series of the platform yaw.

Figure 5.5: Platform yaw and heave with initial random seed for the wind field and Hs = 2m.

To conduct somemore tests on the response of the turbine, the PSD spectrum of the platform heave
was computed. It is shown in Figure 5.6. In the manual for the WindCrete model, it is written that the
natural frequency of the platform in heave is 0.030 52Hz [14]. The corresponding line is shown in the
PSD plot, with a peak amplitude close to that frequency.

Next, some more surprising results are found in Figure 5.7. Figure 5.7a represents the platform
surge and Figure 5.7b represents the platform pitch. What stands out is an event of extreme pitch
and surge after around 100 s of simulation. One explanation could be that this comes from an extreme
forcing applied to the turbine. Indeed, a high force in the x-direction will result in large surge and
pitch response since these degrees of freedom evolve in the same plane. However, the wind and
wave conditions do not appear to reach extreme values around this time. Another explanation could
be resonance. Indeed, concentrating on the first 100 s of the simulation, it seems that the pitch angle
shows a periodic behaviour with a period of around 40 s (see Figure 5.7b). As a first approximation, this
is close to the natural period of the platform in pitch, which is 40.97 s or 0.024 41Hz in terms of natural
frequency [14].
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Figure 5.6: PSD spectrum for the platform heave in the given simulation conditions, computed for the 30 minutes of the
simulation with a sampling frequency of 1Hz.

(a) Time series of the platform surge. (b) Time series of the platform pitch.

Figure 5.7: Platform pitch and surge with initial random seed for the wind field and Hs = 2m.

To highlight this in a quantitative way, the PSD spectrum of the pitch angle was calculated for the first
100 s of the simulation, to verify if the platform natural frequency shows an amplitude peak. This was
computed using the periodogram function of Matlab and one can find the result in Figure 5.8. It seems
clear that the natural frequency of the platform in pitch was excited, which can explain the considerable
escalation in pitch. As for surge, it turns out that the natural frequency of the platform in surge is exactly
half of that in pitch [14], explaining the excitation too. After this peak, both quantities keep fluctuating
but stabilize over a mean. The PSD spectrum of the platform pitch for the whole simulation is also
shown in Figure 5.9. The excitation at the natural frequency does not appear as clearly there.

This extreme event at the start of the simulation is in fact valuable for the results since it enables to
show how this impacts nacelle-mounted lidar measurements, and how useful the correction can be in
such cases.

Figure 5.8: PSD spectrum of the platform pitch at the start of the simulation. This is studied as a way to explain the extreme
pitch response. For better resolution, the sampling frequency was increased and a simple rectangular window was used.
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Figure 5.9: PSD spectrum for the platform pitch in the given simulation conditions, computed for the 30 minutes of the
simulation with a sampling frequency of 1Hz.
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5.2. Results
The results will be shown for a simulated lidar modelled with each beam and range gate with 100 axial
particles and 9 radial particles. The lidar parameters were set to the same as in Section 4. The resulting
VLOS will be studied for three different range gates (horizontal distance from the lidar) : 200m, 300m
and 400m. To mimic the functioning of the WindCube Nacelle used on the TetraSpar prototype, the
VLOS used for wind field reconstruction are sampled every second alternating between beam. LOS 0
and LOS 1 are the upper beams, and LOS 2 and LOS 3 are the lower beams. Additionally, the inertial
quantities are sampled at 25Hz, again to resemble the properties of the IMU in the TetraSpar prototype.

5.2.1. Resulting VLOS and impact of lidar interfering velocity
To start with, for more clarity, the VLOS measurements of a single beam will be shown. For the first
upper beam, the time series of the measurements at a range of 200m and 400m are displayed in Figure
5.10. Figure 5.10 shows the VLOS for a moving lidar that is measuring at the correct locations, but
without interference of its own velocity. In other words, this is the measurements expected if the lidar’s
velocity would be perfectly compensated for in the VLOS. Given the inclination of the beam, a longer
range means a higher measurement height for the upper beams and the opposite for the lower beams.
Thus, it is expected that the measurements at a 400m range have a higher mean. This is verified in
this case: mean of 11.7ms−1 at the first range and 12.1ms−1 at the last range.

Figure 5.10: VLOS time series for one of the upper beams in a wind-motion coupled simulation. No lidar velocity interference

Then, more interestingly, the algorithm developed allows to model the impact of the pulsed lidar’s
translational and angular velocity on the particle’s velocities that the moving lidar ”sees”. The result is
shown in Figure 5.11. As expected, the lidar velocity interference does not have much impact on the
time series on average but the particular extreme event highlighted previously (around 100 s) stands
out, especially for the red dotted curve that falls under 10ms−1 in the first 200 s.

To align with the correction methods discussed before, it is possible to look into the spectrum of
the VLOS, to see if the platform’s natural frequency in pitch stands out. As a control sample, a fixed
lidar was simulated. This lidar has the same initial coordinates as the moving lidar modelled here but
does not move with the nacelle. It represents a case where the wind turbine would not be moving at
all due to wind/waves and the only contribution to the lidar measurements would be the turbulent wind,
no effect of rotation or velocity. This will serve as a reference for the spectrum. To start with, studying
the effect of only rotation, the spectrum of the theoretical lidar VLOS measurements without interfering
velocity is shown against that of a fixed lidar in Figure 5.12. The spectra of the moving lidar without
velocity interference shows a close slope to that of the fixed lidar. Note that the spectrum of the fixed
lidar measurements does not have the perfect low-pass filter-like behaviour shown before because the
convolution of the projected velocities does not happen only in one dimension, but takes into account
radial particles.

As can be seen, there is no amplitude peak showing a clear periodic phenomenon due to the pitching
of the platform. This is not a good sign for the frequency-filtering method in this case, which would not
have a satisfying performance. Apart from this comparison, the spectrum of the measurements with
full motion taken into account (so also the velocity of the lidar) was calculated and is shown in Figure
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Figure 5.11: VLOS time series for one of the upper beams in a wind-motion coupled simulation. This takes into account lidar
velocity interference

Figure 5.12: PSD of the VLOS measurements for a fixed lidar vs. a moving lidar, with only changing orientation/position but no
velocity interference. The spectrum is computed with a 1Hz sampling rate using the 30 minutes of the simulation, for an upper

beam at a range of 400m.

5.13. As it was seen before, the spectrum of the measurements with velocity interference ”detaches”
from the slope of a fixed lidar spectrum.

Next, the logical step is to verify the performance of the part of motion-correction algorithm that sub-
tracts the lidar velocity to the measurements. The algorithm does this by calculating the part of integral
2.15 that corresponds to the lidar velocity. By adding this to the ”raw” measurements, then the theoret-
ical VLOS is obtained, without the lidar interference. By passing as inputs the lidar’s translational and
angular velocity, the algorithm calculates the velocity of the lidar with respect to each modelled particle,
and then approximates the integral by a weighted sum as it is done for the VLOS measurements. It
turns out that in this case, to calculate the VLOS time series with respect to a moving lidar, the exact
same reverse process was applied. Thus, verifying that the motion-correction method is functional
comes down to verifying that it is possible to alternate correctly between corrected and uncorrected
VLOS measurements by using the same inputs for the lidar’s velocity.

This is not as straightforward as it appears because the methods used for the lidar simulator are
coded in C++, with a function that enables translation to Matlab. Thus, some small numerical errors
such as rounding errors are expected. There are cases when more than rounding errors will arise, as
for example:

• Interpolation and noise in the motion data of the lidar is simulated. In this case, the lidar’s velocity
used for correction will not be exactly that used to calculate the ”real” measurements. This is valid
for the lidar’s velocity but also for its position and orientation.

• The velocity is corrected with the point-wise approximation, in this case the correction term is not
an approximated integral but just one value.
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Figure 5.13: PSD of the VLOS measurements for a fixed lidar vs. a moving lidar, with changing orientation/position and
velocity interference. The spectrum is computed with a 1Hz sampling rate using the 30 minutes of the simulation, for an upper

beam at a range of 300m.

The same point cloud distribution for the averaging of the lidar’s velocity is kept as for the calculation
of the VLOS. Again for one of the upper beams, the difference between the simulated real lidar mea-
surements (with its velocity interfering) and the corrected ones (subtracting this interference) is shown
in Figure 5.14a. For the beam-alternating measurements, the result is shown in Figure 5.14b. In sum-
mary, with errors below 1 × 10−13 ms−1, Figure 5.14 shows that the algorithm suffers some numerical
errors switching between corrected and uncorrected measurements, that should mainly be caused by a
mapping between C++ and Matlab. However, this seems robust enough since these errors are largely
bounded.

(a) Reversing the interference of the lidar’s velocity in the VLOS
measurements to check if the correction has intrinsic error. This

is done for an upper beam at a range of 200m.

(b) Reversing the interference of the lidar’s velocity in the VLOS
measurements to check if the correction has intrinsic error. This
is done with alternating each second between beam at a range of

200m.

Figure 5.14: Checking for numerical errors in the calculation of the lidar’s interference in the VLOS measurements.

Another way of verifying that the influence of the lidar velocity is correctly calculated is to determine
the difference between the corrected and uncorrected time series. As it was discussed before, on
average, the interference of the lidar velocity should cancel out in the VLOS measurements. If the
difference between the two time series is significant, then it is highly likely that the correction suffers
a bias. This difference is displayed in Figure 5.15 for the beam-alternating time series at a range of
100m. The range does not matter here because the difference should only be the spatial average of
the lidar’s velocity projected onto the beam direction. And, along the same beam, the direction unit
vector is the same.

The average difference between corrected and uncorrected lidar time series is as follows:

• Between 0 and 10 minutes: 0.019ms−1 difference.

• Between 10 and 20 minutes: 0.013ms−1 difference.

• Between 20 and 30 minutes: 0.006ms−1 difference.

Thus, even for the first 10 minutes when the lidar’s velocity reaches higher values and thus creates
larger interference, the difference on average is negligible. Now that the first results on the impact of
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Figure 5.15: Correction term to add to the ”real” lidar measurements to cancel the influence of the lidar’s velocity on the
measurements. The measurements alternate between beam, as for the real WindCube model.

the lidar’s motion on the measurements were introduced, it is possible to quantify this impact on the
results of some wind field reconstruction methods.

5.2.2. Methods for reconstructing mean wind field
In this subsection, three methods are introduced to get to some wind field parameters, using more or
less information.

Direct beam-average reconstruction

This method is the easiest to implement and was used in literature to reconstruct the horizontal
wind speed [34]. It uses an average of the four beams’ measurements, reversing the projection of the
wind velocity onto the beam direction by assuming that the wind velocity is initially purely horizontal.
The expression is simply found in Equation 5.1. Again, θ is the zenith angle of the beams. This does
not take into account the real-time position and orientation of the lidar. This can only be used as an
estimation of the horizontal wind speed at the height of the lidar. Turbulence intensity can be estimated
using the standard deviation of this reconstructed time series to its mean.

Urec =
1

4 cos(θ)

(
VLOS0 + VLOS1 + VLOS2 + VLOS3

)
(5.1)

2D Upper-Lower tilt-corrected reconstruction

This method is proposed by the lidar manufacturer [86]. The name given corresponds to the fact
that the transversal component is also reconstructed on top of the horizontal component (2D). The
reconstructed quantities are given separately at the upper and the lower beams (Upper-Lower). It
makes sense to separate both given that the two upper beams will have a close measurement height,
which is significantly different however than that at the lower beams. Finally, the formulas take into
account the tilt of the lidar, but only on a 10-min average. The formulas for 10-min averaged VLOS
(VLOS) and Turbulence Intensity (TI) are given for the first beam (LOS 0) in Equation 5.2. N0 is the
number of valid measurements coming from LOS 0 for 10-minutes. For instance, for 10 minutes where
measurements are fully available (no blade blockage for example), N0 = 600/4 = 150. Exactly the
same formulas hold for the 3 other beams, with just the index changing.

VLOS0 =

∑N0

i=1 VLOS0,i

N0

TI0 =

√∑N0
i=1

(
VLOS0,i−VLOS0

)2

N0

VLOS0

(5.2)
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Then, the reconstruction of the mean horizontal wind speed (HWS) at the upper and lower beams
is done separately. It uses the mean tilt of the lidar τ over the 10-minute period. The reconstructed
quantities for the upper beams are given in Equation 5.3. The same principle applies for the two lower
beams, with a change of index. Note that in this case, the contribution of the transversal reconstructed
component to the mean horizontal wind speed will always be negligible.

U+
rec =

VLOS0 + VLOS1

2(cos(θ) cos(τ)− sin(θ) sin(ϕ+) sin(τ))

V +
rec =

VLOS0 − VLOS1

2 sin(θ) cos(ϕ+)

HWS+ =
√
U+
rec + V +

rec

TI+ =
TI0 + TI1

2

(5.3)

From this, the manufacturer also proposes a way to estimate the shear exponent of the mean wind
profile. This uses an estimation of the measurement height corresponding to the given range R of the
measurements. It is found in Equation 5.4.

H+ = Zlidar +
R

cos(θ)
(cos(θ) sin(τ) + sin(θ) sin(ϕ+) cos(τ)))

H− = Zlidar +
R

cos(θ)
(cos(θ) sin(τ) + sin(θ) sin(ϕ−) cos(τ)))

α =
ln(HWS+

HWS− )

ln(H
+

H− )

(5.4)

Power law fitting with full correction

The first two methods are initially based on raw VLOSmeasurements, so without velocity correction.
Additionally, the first and simplest method does not take into account the orientation change of the lidar.
The second method, proposed by Vaisala, does take it into account but only on average. This is mainly
meant to account for a voluntary tilt of the nacelle, that would change the actual direction of the beam
in a global Earth frame.

Now this method was designed to use VLOS measurements that correct for the lidar’s velocity
in the global frame, and to take into account the actual orientation of the lidar at each time step of
measurement. It relies on a non-linear least-squares fitting of the measurements’ to a power law. In
that case again, only the mean profile can be reconstructed. The defaults of this method are that it
needs an initial guess on the parameters of the power law (reference wind speed and height, shear
exponent), and that it is only able to reconstruct reliably an input wind profile that is close to a power
law. For real profiles that are more skewed, similar methods exist to fit the measurements to a set of
Laguerre basis functions, but it is out of the scope of the project. Turbulence reconstruction needs a
separate algorithm that relies for example on Kriging method, this is also out of scope.

In conclusion, because the mean profile is a power law and because the initial guess can be given
close to the real parameters, this method should have the best performance on the wind field recon-
struction.

Interpreting the results of the wind field reconstruction

The result of each method needs to be compared to a reference, to what should be reconstructed.
The mean wind profile and the turbulence intensity are input in advance and well known so that is a
solid reference. As a reminder, TI is set to 10%, and for the mean profile, the reference wind speed is
set to 12ms−1 at 150m with a shear exponent of 0.2.

However, for example because the interpolation inside of the turbulence box is set to only linear and
that the box is used for a lower transport velocity than it is made for, the mean wind speed generated at
150m will not be exactly 12ms−1 when averaged at 1Hz over the 30-minute period. In this case, the 30-
min average of the horizontal wind speed component at the reference height from the simulations is of
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11.84ms−1. This is between 1% and 2% of difference compared to the reference value of 12ms−1. This
mean is also different for the three different 10-minute periods. A threshold has to be set somewhere,
and that can be for example accepting around a 2% difference, such as between the theoretical and the
actual 30-min average at 150m. This gives a range of acceptable values for the mean horizontal wind
speed at 150m between 11.8ms−1 and 12.2ms−1. If the reconstructed profiles are over this threshold,
then it can be concluded that themethod used is not satisfactory. At the height of the lidar, the theoretical
mean wind speed is supposed to be 11.8ms−1. Again accepting around 2% of difference, that is a range
between 11.6ms−1 and 12.0ms−1.

Next, what is interesting is to see the sensitivity of the reconstructed parameters depending on the
motion of the lidar and on the correction (or not) of the lidar’s velocity.

5.2.3. Results: no correction, orientation correction, full correction
To build a basis for comparison, a fixed lidar configuration is first considered. This lidar is placed at the
initial position of the lidar (see Table 5.1, always facing the wind and does not suffer any interfering ve-
locity. For the three 10-minute periods and ranges, the output of each reconstruction method is shown
in Table 5.2.

Direct beam average Vaisala method Power law fitting
Urec TI HWS+ HWS− TI+ α0 Uref zref α1

0-10 (R = 200m) 11.9 0.05 12.2 11.6 0.09 0.19 12.1 150.0 0.20
0-10 (R = 300m) 11.9 0.05 12.2 11.5 0.08 0.18 12.1 150.0 0.17
0-10 (R = 400m) 11.8 0.06 12.4 11.2 0.08 0.19 12.1 150.1 0.19
10-20 (R = 200m) 11.6 0.07 11.9 11.3 0.1 0.20 11.8 150.0 0.21
10-20 (R = 300m) 11.7 0.07 12.2 11.2 0.1 0.23 12.0 150.1 0.23
10-20 (R = 400m) 11.8 0.06 12.5 11.2 0.1 0.22 12.1 150.1 0.21
20-30 (R = 200m) 11.9 0.07 12.2 11.7 0.09 0.19 12.1 150.0 0.19
20-30 (R = 300m) 11.9 0.07 12.3 11.5 0.09 0.17 12.1 150.0 0.26
20-30 (R = 400m) 11.8 0.07 12.3 11.3 0.1 0.17 12.1 150.1 0.34

Table 5.2: Results from different methods with a fixed lidar, for all 10-minute periods and ranges.

As can be seen, for this fixed lidar the Vaisala method seems to perform well in terms of shear
reconstruction (at most an error of 0.03 in the shear exponent α0). α0 refers to the shear obtained with
Vaisala method while α1 refers to the shear obtained with a full correction method. It also appears that
even though the wind velocity comes from a field with consistent properties throughout the 30-minute
period, the reconstruction parameters can be quite different for distinct 10-minute periods, due to the
effect of turbulence. In particular, this stands out for the power law-fitting method, where for the period
between 20 and 30 minutes of simulation, the shear reconstruction is not usable for the ranges of 200m
and 300m (see values of α1). Regarding this method, in general using a larger range causes poorer
results, since the measurement heights from the upper beams and the lower beams are more far apart.
It can be valuable however to include measurements from larger ranges because with more skewed
profiles than a perfect power law, the trend in the profile shape will not be the same at a height close
to that of the lidar than further apart from it.

An advantage of this method is that it is also possible to include the measurements from all ranges
into the fitting. The results of merging all ranges for the fitting is:

• Between 0-10 minutes: Uref = 12.1ms−1, zref = 150.1m and α1 = 0.19

• Between 10-20 minutes: Uref = 12.0ms−1, zref = 149.8m and α1 = 0.22

• Between 20-30 minutes: Uref = 12.1ms−1, zref = 149.9m and α1 = 0.17

Doing so helps the fitting get closer to the real parameters of the field, especially for the 20 to
30 minutes period, where significant deviation was found by using isolated ranges. Regarding this
fitting, another point is particularly important to take into consideration. For a fixed lidar, the measure-
ment heights are fixed as well. Thus, information is only available for, typically here, 12 measurement



5.2. Results 101

heights (4 beams and 3 ranges). When the lidar is moving, the measurement heights change as well,
thus providing more richness for the fitting in terms of height-dependence. Thus, it could be that if the
motion of the lidar is correctly compensated/taken into account, the performance of the power-law fit-
ting method is better for a moving lidar than for a fixed one. The counterpart is that it can also increase
the uncertainty of the reconstruction. The best performance is of course obtained when the measure-
ment heights and beams’ orientation can be accurately known. This will be discussed in what follows.
But first, the results of the direct beam-average reconstruction method will be addressed for a moving
lidar. To compare to, it was seen that in a fixed lidar configuration, the method ensured reliable output
for the mean wind speed at the lidar height, remaining between 11.6ms−1 and 11.8ms−1. In terms of
Turbulence Intensity however, the estimation did not appear satisfying, see Table 5.2.

Direct beam-average

To make the results easier to look at, plots were made for the resulting reconstructed horizontal
mean wind speed at the lidar height and Turbulence Intensity. The results of the method are compared
for a VLOS time series that does not correct for the lidar’s velocity and one that does. For mean wind
speed, results are found in Figure 5.16, and for turbulence intensity in Figure 5.17. As it was written
before, the direct beam-average reconstruction does not take into account any change of orientation/-
position of the lidar.

(a) Direct beam-average method on the reconstruction of the
mean horizontal wind speed U . The lidar’s velocity interferes on

the VLOS.

(b) Direct beam-average method on the reconstruction of the
mean horizontal wind speed U . The lidar’s velocity interference

on the VLOS is corrected.

Figure 5.16: Assessing the impact of the lidar’s velocity interference on the results of the direct beam-average method : U .

It seems clear from Figure 5.16a and Figure 5.16b that on the mean wind speed calculation, the li-
dar’s velocity has low impact. The difference for all ranges (and for the average of the ranges) between
the result with lidar’s velocity interference and with correction of this interference are always lower than
1%, at any 10-minute period. What is seen however is that, compared to the fixed lidar case, the re-
constructed wind speed is systematically greater, with most values exceeding 12ms−1. This suggests
that the lidar’s velocity interference does not have a large impact, but the main challenge is the change
in position and orientation of the lidar. Now, how does the lidar’s velocity alter the reconstructed Tur-
bulence Intensity from this method?

(a) Direct beam-average method on the reconstruction of the
Turbulence Intensity TI. The lidar’s velocity interferes on the

VLOS.

(b) Direct beam-average method on the reconstruction of the
Turbulence Intensity TI. The lidar’s velocity interference on the

VLOS is corrected.

Figure 5.17: Assessing the impact of the lidar’s velocity interference on the results of the direct beam-average method : TI.
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The difference between Figure 5.17a and Figure 5.17b is more visible than for mean wind speed.
Generally, the Turbulence Intensity calculated from the uncorrected VLOS time series is higher. This
can be explained by the fact that some of the fluctuation of the lidar’s velocity is artificially taken into
account in the VLOS fluctuations. However, this remains negligible, and whether or not the lidar’s ve-
locity is corrected, the turbulence intensity of the field is underestimated with this method. Now the
results from the Vaisala method will be studied.

2D Upper-Lower tilt-corrected Vaisala method

This method uses more sophisticated trigonometric formulas that take into account the mean tilt of
the lidar and the fact that the wind speed has some transversal component. It also separates the upper
beams and the lower beams for horizontal wind speed reconstruction and turbulence intensity. The
results are shown for HWS and TI only for the two upper beams for conciseness, in Figure 5.18 and
5.19 . The reconstruction of the shear exponent is also included, see Figure 5.20.

(a) Lidar manufacturer’s method on the reconstruction of the
mean horizontal wind speed HWS for the upper beams. The

lidar’s velocity interferes on the VLOS.

(b) Lidar manufacturer’s method on the reconstruction of the
mean horizontal wind speed HWS for the upper beams. The

lidar’s velocity interference on the VLOS is corrected.

Figure 5.18: Assessing the impact of the lidar’s velocity interference on the results of the Vaisala method : HWS.

There, the conclusions are similar to that made previously on the beam-average method, the lidar’s
velocity has little impact on the reconstruction of the mean horizontal wind speed. Regarding Turbu-
lence Intensity (Figure 5.19), again the difference between with lidar’s velocity interference and without
is more visible, see Figure 5.19a against Figure 5.19b. Once more, the Turbulence Intensity calculated
is slightly larger when not accounting for the lidar’s velocity. The result is closer to the real Turbulence
Intensity of the field than the previous method, with typically lower values than in the fixed case (see
Table 5.2). It is accepted that generally, lidars perform poorly for turbulence intensity calculations and
need a correction. However here, the reconstructed TI remains close to the actual value of 0.1. This
can be attributed to the fact that the lidar simulator only takes into account the spatial averaging of the
projected wind velocity, but not the time averaging of the received signal (∼ 4 s for some pulsed lidar
technologies).

(a) Lidar manufacturer’s method on the reconstruction of the
Turbulence Intensity TI for the upper beams. The lidar’s velocity

interferes on the VLOS.

(b) Lidar manufacturer’s method on the reconstruction of the
Turbulence Intensity TI for the upper beams. The lidar’s velocity

interference on the VLOS is corrected.

Figure 5.19: Assessing the impact of the lidar’s velocity interference on the results of the Vaisala method : TI.

Finally, one can look into the effect of the lidar’s velocity on shear. There, both curves are again
similar, with close values and trends. This shows that the performance of the method is only slightly
affected by the lidar’s velocity on shear reconstruction. The shorter range shows better results (closer
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to 0.2). This can be again attributed to the measurement heights of the upper and lower beams being
closer at short ranges.

(a) Lidar manufacturer’s method on the reconstruction of shear α.
The lidar’s velocity interferes on the VLOS.

(b) Lidar manufacturer’s method on the reconstruction of shear α.
The lidar’s velocity interference on the VLOS is corrected.

Figure 5.20: Assessing the impact of the lidar’s velocity interference on the results of the Vaisala method : α.

In conclusion, the lidar’s manufacturer method seems robust in the case of a FOWT’s nacelle-
mounted lidar, even by default when not accounting for the lidar’s velocity interference. Notably, it
performs better than the first method for Turbulence Intensity and gives a reasonable shear reconstruc-
tion. The advantage of this method is that it only needs one information on the displacement of the
moving lidar: the mean tilt. It is also important to note that for the first 10-minute period, where the
lidar’s velocity reaches extremes, the Turbulence Intensity is more overestimated than for the rest due
to its interference. Finally, the most complete method will be studied. It also allows for what the previ-
ous method lacks: a measure of the uncertainty of the reconstruction.

Power law fitting with full correction

This method takes into account the full real position and orientation of the lidar in the reconstruction
of the wind field parameters. As it was done previously, the performance of this method will be consid-
ered with lidar’s velocity interference and by correcting it. Starting with the fitting of the reference height
in Figure 5.21, it is harder to draw conclusions here because the non-linear fitting is more sensitive than
the simpler averaging methods used before. However, it seems that with and without lidar’s velocity
interference, the reference height is close to the real value. At most, the largest error is obtained when
using the measurements from R = 300m during the 0-10 minute period, and represents less than 1%
compared to 150m. Again, Figure 5.21a and Figure 5.21b have differences but are still extremely close.

(a) Full correction method on the reconstruction of the reference
height zref. The lidar’s velocity interferes on the VLOS.

(b) Full correction method on the reconstruction of the reference
height zref. The lidar’s velocity interference on the VLOS is

corrected.

Figure 5.21: Assessing the impact of the lidar’s velocity interference on the results of the full correction method : zref.

Next, moving onto the reference wind speed, the results are found in Figure 5.22. It is not new
that, from comparing Figure 5.22a and 5.22b, the lidar’s velocity has a marginal role in the result of
reconstructing the mean horizontal wind speed. Additionally, the results of the method remain coherent
with the fixed case. This is because this method takes into account real position and orientation of the
lidar, and thus the reconstructed wind speed is less artificially increased by measurements coming from
different positions than expected. Finally, the last reconstructed parameter α is studied. Results are
displayed in Figure 5.23.
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(a) Full correction method on the reconstruction of the reference
wind speed Uref. The lidar’s velocity interferes on the VLOS.

(b) Full correction method on the reconstruction of the reference
wind speed Uref. The lidar’s velocity interference on the VLOS is

corrected.

Figure 5.22: Assessing the impact of the lidar’s velocity interference on the results of the full correction method : Uref.

The outcome regarding shear and the influence of the lidar’s velocity (Figure 5.23a and Figure 5.23b)
on shear reconstruction is comparable to what was written for the Vaisala method: it has negligible
contribution. It is interesting to note that this method does not significantly outperform the previous
method for shear reconstruction. Moreover, the assumptions stated previously seem to be verified: the
power law-fitting method gives better results for a moving lidar for which the measurement heights are
more varied, at least in terms of shear.

(a) Full correction method on the reconstruction of the shear α.
The lidar’s velocity interferes on the VLOS.

(b) Full correction method on the reconstruction of the shear α.
The lidar’s velocity interference on the VLOS is corrected.

Figure 5.23: Assessing the impact of the lidar’s velocity interference on the results of the full correction method : α.

As a way to evaluate the functionality of this method, one can study the quality of the fitted power
laws when using all three ranges, first correcting for the lidar’s velocity. The resulting lines will be shown
against the original ones and the two tolerance ones (using the ∼ 2% difference initially accepted on
the reference wind speed at 150m). The outcome is shown in Figure 5.24.

Figure 5.24: Full reconstructed power law between 40m and 180m using the velocity-corrected VLOS time series and the real
position/orientation of the lidar.

The profiles reconstructed between 0-10 minutes and 20-30 minutes are almost indiscernible. 2
of the 3 reconstructed profiles exceed the tolerance bounds for the lower heights, because of a lower
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shear. This is understood since the lidar probes mainly around hub height, and not at lower heights.
Then, this result is also shown for uncorrected VLOS in Figure 5.25. It verifies that the results with and
without velocity-correction are also close in terms of full mean profile, which is argument to the fact that
accounting for the lidar’s velocity introduces close to no bias. This kind of mean profile reconstruction
is extremely valuable at the turbine location and this method is the only one enabling a reconstruction
of the power law informed on the real-time height of the measurements. An important discussion on
how the fitting performs in different cases and an evaluation of the uncertainty of the mean profile
reconstruction is found in Appendix A.11.

Figure 5.25: Full reconstructed power law between 40m and 180m using the raw VLOS time series and the real
position/orientation of the lidar.

5.2.4. Point-wise vs. Spatial-average correction
The aim of this subsection is to assess the importance of considering the lidar’s velocity interference
inside of the VLOS integral or simply as a point-wise correction. Since the lidar is moving relative to the
global Earth frame, the velocity of the particles with respect to the lidar (what the device measures) and
the velocity of the particles with respect to Earth is not exactly the same. Due to this, Equation 4.1 can
be rewritten in terms of the position of the particles si,e in the global Earth frame, the beam direction
in the global frame n, the velocity of the particles in the global frame ve(si,e), the lidar’s translational
velocity vlidar

e and angular velocity ωlidar
e in the global Earth frame. This gives Equation 5.5.

vr ≈
N∑
i=1

W (si,e) n . (ve(si,e)− vlidar
e − ωlidar

e × si,e) (5.5)

To understand better, consider that only points along the axis are modelled, thus si,e = Ri n. The
term in angular velocity cancels out due to a projection along n of a vector that is orthogonal to n due
to the cross-product. This leaves out:

N∑
i=1

W (si,e) n . ve(si,e) ≈ vr +

N∑
i=1

W (si,e) n . v
lidar
e

This is in fact the formula for the correction of the lidar’s velocity interference in the VLOS measure-
ment. The beam direction and the lidar’s translational velocity do not depend on the summation index,
thus can be left as a factor of the sum. Because the weighting function integrates to 1, it comes that:

N∑
i=1

W (si,e) n . ve(si,e) ≈ vr + n . vlidar
e

Thus, in this case, a point-wise correction of the projected lidar’s velocity is sufficient. In reality, non-
axial particles also contribute to the VLOSmeasurement. The position of all points can be decomposed
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into a component along n and along a component orthogonal to it n⊥ such that si,e = Ri n + ri n⊥.
The variation in the previous equation is then only an addition of the following term on the right hand
side:

N∑
i=1

W (si,e) n . (ri ω
lidar
e × n⊥)

This term increases when ri increases. However, when ri increases, particles are further away from
the beam axis, thus the corresponding weight gets (literally) exponentially smaller. The contribution of
this term is then expected to be negligible. This was verified in this given simulation case, where as a
reminder the lidar simulator uses 100 axial points and 9 radial points per beam and per range. For the
simulation at the last range and for an upper beam, the difference between the point-wise correction
and the correction taking into account the averaging of this angular velocity term is shown in Figure
5.26. The peaks at the start corresponds to the same extreme event that caused surge and pitch angle
to reach severe values. Indeed, angular velocity in the y-direction also peaks at the same time. Note
that this is just an example with a quite low number of radial points but this result should be widely
expected. In conclusion, correcting for the lidar’s velocity in a point-wise manner and by neglecting the
impact of its angular velocity in the VLOS seems largely acceptable (error of less than 1× 10−14 ms−1,
at the limit of machine precision).

Figure 5.26: Assessing the impact of taking into account the interference of the lidar’s angular velocity into the correction.

5.3. Introducing interpolation and noise
A disclaimer is needed before starting with this section. The lidar simulator used here corresponds to
the Range-Weighting function of a CW lidar, which is inherently different than that of a pulsed lidar.
The lidar still retrieves the wind speed at different ranges at a time, which does not correspond to the
functioning of a CW lidar. The adaptation to the case of a pulsed lidar as it was done in the previous
section was not possible due to a lack of time. However, given that the Range-Weighting functions
have similar properties in both cases, the results of this section are still valuable and should be treated
qualitatively.

The two first methods discussed in Section 5.2.2 have the advantage of simplicity. The first method
uses no additional data on the lidar motion so it cannot suffer from interpolation and noise in the motion
data. The second method uses only the mean pitch of the lidar. The lidar’s pitch is given by the lidar
itself so there is no time offset with the VLOSmeasurement. Regarding noise, Vaisala uses an average
so that has the advantage of being less impacted by noisy data. This is why it does not matter much
for the manufacturer to have a high-performance inclinometer, with less advanced filtering than in the
INS for example.

Finally, the last method however uses real-time position, orientation and velocity of the lidar, at a
different time than the samples of the lidar VLOS. Errors can come from the initial inertial data, from
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the fact that this data is not exactly at the same location as the lidar, and from interpolation. The im-
pact of interpolation and noise on the reconstructed quantities will be studied in this section. The main
objective of the section is to compare the quaternion interpolation method developed in the course of
this project and another interpolation method. The latter method relies on piece-wise spline interpola-
tion of Euler angles and angular velocities separately. As it was addressed in the implementation of
quaternion interpolation, this is far from optimal but there are chances that this is sufficient due to the
high sampling rate of the INS. Then, noise will be added to the motion data and again the two methods
will be compared.

Finally, the output time from the IMU was set to every 0.04 s, as in the TetraSpar prototype and the
output time of the lidar every 1 s, but falling right in between two sampling times of the IMU. Thus, there
is always a 0.02 s time offset between the lidar VLOS output and the closest (in time) IMU output.

5.3.1. Performance of interpolation methods
Position and translational velocities are interpolated using the Quintic Hermite interpolation described
previously. Orientation and angular velocities are interpolated either using the quaternion method or
the spline method. The results of both interpolation methods are shown in Figure 5.27, for shear in
Figure 5.27a and reference wind speed in Figure 5.27b.

(a) Full correction method on the reconstruction of the shear α
with interpolation. The lidar’s velocity interference on the VLOS is

corrected.

(b) Full correction method on the reconstruction of the reference
wind speed Uref with interpolation. The lidar’s velocity

interference on the VLOS is corrected.

Figure 5.27: Assessing the difference in reconstruction when using two different methods on the interpolation of orientation
and angular velocity: α and Uref.

No clear difference between the two methods appear, and the behaviour is extremely similar to
what was seen without interpolation. Now for reference height the difference is highlighted in Figure
5.28. The results of spline and quaternion interpolation are now distinct, with quaternion interpolation
performing slightly better for the first 10-minute period. The difference remains however quantitatively
low and it would be inadequate to state that a given interpolation method is better than the other. Next,
one can check what happens with noisy data.

Figure 5.28: Assessing the difference in reconstruction when using two different methods on the interpolation of orientation
and angular velocity: zref.
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5.3.2. Performance of algorithm and methods with noise
All kinds of noise types and sources exist that correspond to different phenomena. To remain as general
as possible, in this case Gaussian white noise was added to the signals. The resulting curve for the
pitch angle for example is depicted in Figure 5.29. As it was seen in the real measurements from the
TetraSpar prototype’s INS, the SNR for acceleration was made lower than for velocity and the SNR for
the velocity signal lower than that of position.

Figure 5.29: Introducing noise in the signal for pitch angle.

With an appropriate choice of nodes and by using the data from position, velocity and accelera-
tion for the fitting of the control points, Quintic-Hermite interpolation shows to be a reliable method to
interpolate noisy signals. For a noisy surge for example, its interpolated curve is seen in Figure 5.30.

Figure 5.30: Interpolating a noisy position signal.

Now that the noisy signals have been introduced, it is possible to see how this affects the recon-
struction results of the power-law fitting method. For reference wind speed and reference height, the
outputs are shown in Figure 5.31.

Again for reference wind speed, the two curves seem to merge. For the reconstruction of the ref-
erence height, the spline interpolation method now has better results than the quaternion interpolation
method, even though the difference is extremely low. Finally, the real difference comes in the shear
reconstruction, see Figure 5.32.

With the spline interpolation method, the results are almost exactly the same than without noise.
For the quaternion interpolation method however, the reconstructed shear is higher than without noise.
This artificial increase in shear with quaternion interpolation can be purely attributed to the presence of
noise in the angles and angular velocities. Thus, if the results are better it is merely a coincidence. It
is unfortunate for this project, since a simpler (and less computationally costly) method using Matlab
built-in splines seems to perform better than the more mathematically advanced and theoretically better
quaternion interpolation method. The high performance of the measuring device (high sampling rate
of the INS making the interpolation period short) enables the use of simpler interpolation methods.
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(a) Full correction method on the reconstruction of the reference
height zref with interpolation of noisy motion signals. The lidar’s

velocity interference on the VLOS is corrected.

(b) Full correction method on the reconstruction of the reference
wind speed Uref with interpolation of noisy motion signals. The

lidar’s velocity interference on the VLOS is corrected.

Figure 5.31: Assessing the difference in reconstruction when using two different methods on the interpolation of noisy
orientation and angular velocity: zref and Uref.

Figure 5.32: Assessing the difference in reconstruction when using two different methods on the interpolation of noisy
orientation and angular velocity: α.

Returning to the core issue, this means that the quaternion interpolation method is sensitive to
inaccuracies in the orientation and angular velocity data. Directly, two reasons for this can be thought
of:

• As it was addressed in the second Section, the derivation of the first derivative of the quaternionic
Bézier curve can be faulty. This would cause errors in the interpolation of the angular velocity.
However, as it was shown before, the interference of the lidar’s velocity has low impact and
therefore could not explain such a significant upwards shifting of the reconstructed shear.

• The Bézier quaternion interpolation method interpolates between two time stamps using control
quaternions that depend on the real values of quaternion and angular velocities at the nodes. Due
to noise, the derivatives of the quaternions at the nodes are not exactly linked to angular velocity
by Equation 2.27. This causes faulty control points and thus an interpolated quaternion that does
not satisfy the precision of interpolation defined by theory. This impacts the beam directions and
measurement heights used for the fitting. It is apparent that this is the best explanation on the
sensitivity of quaternion interpolation to noise.

Nevertheless, it is reasonable to conclude that the shown reconstruction of wind field parameters
is reliable in the context of interpolation and moderate noise.
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5.4. Economical impact and system integration
These results shall be used in consideration of other criteria than pure performance. If the aim is only
to obtain the best theoretical reconstruction, then one could argue that an IMU should be installed as
close as possible to the lidar and sampled at matching times to avoid interpolation errors. Then, this will
be used as an input of sophisticated algorithms for mean profile and turbulence reconstruction. Now,
one can also decide that this is not necessary and to neglect some of the lidar motion.

Of course, that will decrease the reliability of the reconstructed parameters, but requires less equip-
ment and time. This also simplifies the whole system for wind field reconstruction using lidar output.
In this case, the system is only made of the lidar and the software functionalities that allow for these
outputs to be stored in a database and accessed by engineers for example. Ramping up in complexity,
one can include inclinometer data inside of the lidar, and even further full inertial data from an advanced
INS. It is understood that each step of complexity adds a layer of equipment, more parts to assemble
to form the final system, and thus more money and time. On the matter of system integration, it can
be defined as ”the process of deliberate assembly of the parts of the system into a functioning
whole” : physical assembly of parts, connecting electronics to power sources and uploading of test
and operational software for example [83].

5.4.1. Economical study
To start with, one can wonder why all this interest on correcting lidar measurements. As for most of
industry-motivated research, there is an economical interest. The first interest is in terms of prototype
certification: power curve and loads validation. The second one is to determine what devices and meth-
ods should be used to correct the measurements. Different equipment and methods for correction will
have a different cost and this will be addressed.

To start with the first point, having a reliable reconstruction of incoming wind field is essential to
validate the power curve of a turbine and the predicted loads. Although this is a well-defined process
in general, in the case of floating wind turbines, it remains a problem due to the complexity of installing
reliable wind measurement devices. First, one can look into the importance of having well-defined
power curves for specific turbines. It essential to measure the power curve in real site conditions. In
fact, it is an IEC standard (61400-12-1) to determine the power curve by simultaneous measurements
of wind speed at hub height and power output at a test site. The guidelines prescribe the use of
anemometers at the relevant sectors [74] but, as it was treated in the report, this is far more challenging
for FOWTs. In this case, lidars are more attractive for several reasons. First, they are cheaper and
easier to install than a met mast equipped with anemometers offshore. But also, being at the height of
the nacelle, they can sense the wind speed close to the hub height. Met masts would typically require
extrapolation at much higher heights than the measurements, due to the hub being particularly large
offshore. However, using lidar measurements as a reliable way to reconstruct the incoming wind field
is still at the stage of research. This is why this project is fully in line with the development of Floating
Offshore Wind Turbines.

Back to the economical side, having an accurate power curve and reliable wind measurements at
a specific site of installation is crucial. Indeed, errors in the wind speed estimation or in the power
curve can lead for example to over-sizing of the wind energy conversion system, which directly causes
money losses. Moreover, power curves can also be the base for sizing large energy systems, made
of batteries and solar panels for example [19]. If the power curve is not well determined, or if the wind
characteristics are not well estimated, this will also cause inevitable cost issues. In conclusion, the
proper estimation of the power curve in real conditions will have a significant impact on the cost of a
project. If the power produced is overestimated, the reliability of the system is endangered and it will
under-perform. On the other hand, if it is underestimated, the sizing of the system will be too large,
leading to unnecessary expenses.

To put this in numbers, an example will be considered where the importance of the nacelle’s motion
will appear. It was shown in literature that the reconstruction of the power curve for FOWTs using
nacelle-based lidars is sensitive to the motion of the nacelle, in particular to the standard deviation
of its acceleration [59]. It is shown that for a quarter of the time, when the standard deviation of the
nacelle’s acceleration is highest, the difference in power on the power curve around the transition
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to rated wind speed is of maximum 4.5% compared to the times when the standard deviation of the
nacelle’s acceleration is the lowest. This means that the motion of the nacelle can affect the lidar
measurements such that the measured power curve is in fact lower above rated wind speed than the
”real” one, which is closest to times when the nacelle has less motion, thus interferes less with the lidar
measurements.
Consider that no interest is payed to the motion of the nacelle-based lidar and that the reconstructed
power curve is measured for a prototype in an environment that corresponds to significant motion of
the nacelle. One will then conclude that at rated wind speed, the turbine is going to produce a certain
power Pmeas, which is 4.5% below the real value Preal. The total energy production of a farm made
with this turbine for a year is aimed to be Eaim. One can then decide, with a capacity factor C, to place
N turbines such that Eaim = N C Pmeas T . That is N = Eaim

C Pmeas T .

However, the real production is going to be closer to Ereal = N C Preal T . By replacing N , it comes
that Ereal =

Eaim

C Pmeas T C Preal T = Eaim
Preal

Pmeas
.

In other words, the farmwill produce 4.5%more energy than it is made to. In consequence, the farm can
be sold for less than what it is worth. Consider an example of a rated 100MW farm with a capacity factor
of around 40%, that is an annual energy production of around 350GWh. Taking NREL’s calculation
on the capital cost of floating offshore wind turbine (∼ 93$/MWh) [76], that represents a unnecessary
expense of millions of dollars. In reality, the difference in production will not be as much, because even
if the wind speed is overestimated by the lidar, at a certain point in wind speed, the rated power will be
reached anyway. This difference happens mostly when the wind speed is close to rated. These are
gross calculations but it shows that given the size of wind energy projects, accuracy in power curves
are immensely valuable.

Next, the importance of loads validation can be addressed. Again, the interest is to have a cor-
respondence between a wind field and a turbine response, but this time with loads instead of power
production. It was shown that nacelle-mounted lidar measurements (for non-floating turbines) are com-
pletely valid to estimate loads due to incoming wind field characteristics [65], with even less uncertainty
than cup anemometers. This has obviously an economical interest, with lidars being cheaper to install.
Additionally, accurate wind speed measurements are needed. Indeed, if the wind speed or the turbu-
lence intensity are overestimated due to the lidar motion, it will give an estimation of loads that actually
correspond to less extreme conditions than predicted. The loads prediction will then not be correct,
which is a risk to the turbine lifetime. Approximately for floating offshore turbines, the production per
year is around 3.3GWh / MW installed [76]. Any loss in lifetime of the turbine will thus cause huge
financial losses.

Finally, another economical aspect is that of the cost of the devices needed for the motion-correction.
The two devices and their cost (estimated with the help of people involved in the TetraSpar project) are
as follows:

• Nacelle-mounted lidar: ∼ e 200 K.

• SBG Inertial Navigation System + GPS dual-antenna: ∼ e 20 K.
The cost of the INS device is around 10% of that of the lidar. Compared the cost of the turbine, this
is even more negligible. It appears that on a financial aspect, it is not an issue to include motion from
such an inertial device. However, if one only wants to reconstruct mean wind speed and Turbulence
Intensity, it was shown that the lidar’s velocity has a low impact on the reconstruction and that the cost
of such a device can be saved. If it is decided to use the INS device, the challenge appears to be more
in terms of system integration than in finances. This will be seen in the next Subsection.

5.4.2. System integration
This subsection will address the motion-correction algorithm itself, considering the lidar and motion-
correction assembly as a whole system that outputs wind field characteristics. According to NASA’s
Systems Engineering Handbook, a system is the combination of elements that function together
to produce the capability required to meet a need. The elements include all hardware, software,
equipment, facilities, personnel, processes, and procedures needed for this purpose; that is, all things
required to produce system-level results. In this case, the system’s results are reconstructed wind field
characteristics.
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Figure 5.33: Elements of a wind field reconstruction system using only the data from the lidar.

To start with, the initial setup of the lidar is examined. The elements of such a system are found in
Figure 5.33.
As shown there, it is a rather simple system. The mode of operation of this system to reconstruct
wind field characteristics for 10-min periods is also rather simple, and it is found in Figure 5.34’. The
calculations of Horizontal Wind Speed, Turbulence Intensity and shear are made internally by the lidar,
using the tilt from the inclinometer so on a system level, there is not much to do. The availability check
for the data is also given by the lidar. It is set to 0 if there is blade blockage or if the Carrier-to-Noise
Ratio is too low, otherwise 1.

Figure 5.34: Process of this first simple system to result to Wind Field Reconstruction.

Now, one can consider a more complex system that uses the data from the INS device. The aim of
adding this device is to have a more accurate, in principle, tracking of the orientation of the nacelle and
to know the lidar’s velocity and height. The components of this new system are shown in Figure 5.35.

Some complexity is brought to the system by the addition of two new components, one being the
INS device itself (hardware) and the second being the database where the data is extracted and stored
(software). For the TetraSpar prototype, the data from the INS and that from the lidar are stored on two
different databases, which do not facilitate their integration.

Now the process is slightly different since the data from the INS is included and used in the Wind
Field Reconstruction. It is shown in Figure A.20. One can see that the process gets significantly larger
in terms of step. The additional complexity compared to the previous system can be decomposed in
several points:
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Figure 5.35: Elements of a wind field reconstruction system using the data from the lidar and from the INS.

• The data from the lidar and the INS are stored on two separate databases and servers (at least for
the TetraSpar prototype) that use different conventions for their time protocol. Therefore, one has
to check that both data are aligned in time such that the timestamps of the lidar’s measurements
can be exactly mapped to a timestamp in the INS’ reference.

• The unavailability of the data can come from the lidar side (as it was written before), but also from
the INS device. Problems can come for example from software updates, maintenance, or from
unavailability of GPS data.

• Data have to be interpolated to match the timestamp of the lidar’s measurements and, in the
rigid-body assumption, extrapolated at the lidar’s position, which is above the INS.

• Reconstructions of the mean wind profile and of turbulence have to be done with separate algo-
rithms (for example in Matlab), which increase the computational time.

On top of this, one can also add the fact that technicians have to intervene on site, not only for the
lidar, but also to calibrate the INS, to measure its position in the nacelle, and for maintenance/repair,
which complicates even more the process in long-term and increases its cost.
Although it is clear that using the INS causes system integration difficulties, both systems presented
are used in post-processing of the data. So for example after a few months of data collection, the
presented processes can be applied for all desired 10-min periods. Because at the same time, loads
and power production are tracked, one can reconstruct real power curves and validate loads prediction.
There is no hard time constraint on these processes, whether the reconstruction takes a minute or a
day should not have a large impact.

However, if the corrected lidar measurements are also used for control, computational time and effi-
ciency of the process play a larger role, given that this system is nowmerged into a much larger system:
the wind turbine and its controller. Consider for example the block diagram in Figure 5.36 representing
how a lidar can be used in a preview based combined feedforward/feedback control routine [72].

If only the lidar is used (first simple system of Figure 5.33 for example), the block corresponding
to the lidar measurements in Figure 5.36 is not expanded and remains as it is. On the other hand, if
the INS is included in the Wind Field Reconstruction system (as in Figure 5.35), the part of the control
between the lidar measurement and the wind evolution model undergoes consequent changes, where
the part between the wind and the controller will resemble the process shown in Figure A.20. In this
case, one is no longer dealing with a post-processing task that can be thoroughly checked and spread-
out in time but with an application of the lidar measurements that will affect the real-time behavior of
the turbine.
Thus, one should be extremely careful in the errors that can happen during the wind field reconstruction
process and make sure that all tasks are completed within a reasonable time window. It is for now clear
that lidar used on the TetraSpar prototype is not aimed at control, but in case it is in the future or for
other prototypes, this is a key aspect.
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Figure 5.36: Block diagram of lidar-assisted wind turbine control [72].

In conclusion, the argument made here is that the main challenge of using an INS to correct for lidar
measurements and reconstruct the wind field on FOWTs is not so much in the price of the equipment
but more in its integration to the wind field reconstruction system. This becomes even more crucial
when considering lidar-assisted control.



6
Conclusions and Recommendations

Throughout this project, many demanding steps had to be completed before being able to get to the
final product: reconstructing a wind field using data from a moving lidar. Among these steps, here are
the most important.

The existing lidar model at Siemens-Gamesa had to be extended to include a specific type of pulsed
lidar model and to accept quaternions everywhere rotation matrices can be used. The mathematical
and algorithmic framework had to be developed for the interpolation of position, velocity and accel-
eration using Quintic Hermite basis functions. Moreover, this also had to be done for orientation and
angular velocity, with a whole new challenging branch of mathematics using quaternions. Then, a study
was conducted on the use of real lidar and IMU data on the TetraSpar prototype, which unfortunately
did not come to fruition given the unavailability of entire data channels. Finally, focusing on simulations,
a coupling had to be found between the wind field used in OpenFAST to extract FOWT dynamics and
that used with the internal lidar module.

The completion of these steps is detailed in the report, for one can judge the quality of the work.
The final results presented will help answer the initial research questions formulated in Introduction.
Generally, the aim of this Master’s thesis project was to develop an approach to take into account the
motion of a nacelle-mounted lidar, to reconstruct incoming wind field. It was also to start looking into
the limitations of such an algorithm, since reality is made of imperfect measuring devices, as well as
non-ideal setups, containing spatial and temporal issues. In conclusion, the answers obtained from this
research are found in Section 6.1. Since so much is left to be done, from uncertainty quantification, to
upgrading of the lidar model and real data validation, recommendations on further work and on the use
of this project’s results are stated in Section 6.2, including flaws that one should consider after reading
the report.

6.1. Conclusions
- Does the lidar simulator constitute a good model of the measurements of a moving lidar in a
turbulent atmosphere?

Considering first a fixed lidar, it was shown that the simulator has expected properties in terms of
pure VLOS measurements in the sense that it gives an accurate measure of the mean wind speed
at the measurement positions, but an underestimation of turbulent fluctuations. The spectrum of the
measurements is affected and a link exists with the Fourier Transform of the Weighting Function.

Regarding the integration of motion, the simulator is able to take into account the own velocity of
the lidar and changes in orientation/position. As expected, the interference from the velocity of the lidar
is negligible for mean quantities. The change in orientation can be seen as a peak in the spectrum of
the VLOS with simple harmonic pitch, as it was shown in research.

- Through simulations and prescribed wind fields, do the lidar measurements and the motion-
correction algorithm enable to reconstruct the wind field? How do other methods perform?
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Simulations have shown the results of different methods for wind field reconstruction when consid-
ering a simulated nacelle-mounted lidar on a FOWT. Before diving into the method that corrects for
the full motion of the lidar, other methods and their performance will be addressed. For a fixed lidar, a
simple method on averaging the measurements from all beams gives the correct order of magnitude
in terms of wind speed at the lidar height. Even when considering a moving lidar, this method remains
in the same order of magnitude, although the motion of the lidar causes an overestimation of the wind
speed at the lidar height (between 1% and 3% increase compared to fixed case). In both cases, the
Turbulence Intensity estimated is not usable.

A more complete method proposed by the lidar manufacturer has better results on the estimation
of Turbulence Intensity. With motion of the lidar, the estimated Turbulence Intensity is lower than in
the fixed case, degrading the reliability of this method for accurate Turbulence Intensity reconstruction
when the lidar has such motion. The reconstructed mean Horizontal Wind Speed is also overestimated
at the measurement positions when some motion is considered, but that is again only by less than
3%. Regarding shear reconstruction, the Vaisala method has a good performance overall, with better
results for a short range.

Finally, the last method corrects for the lidar’s velocity and takes into account the change of coor-
dinates of the measurement points of the lidar, due to its motion. This information is then passed to a
fitting algorithm that reconstructs the mean horizontal wind profile. This method, intially developed by
fellow students (R. Tiphaigne and M. Hitzerd) and used here, is made to reconstruct the parameters of
a power law for the mean wind speed, using non-linear least squares fitting of the VLOSmeasurements.
For simulation, where the mean wind speed is an actual power law, this method has shown encourag-
ing results, enabling to reconstruct the full mean profile within tolerance boundaries. It also allows for
an estimation of the uncertainty of the fitted profile. It is remarkable that this method performs as well in
the fixed case as in the moving case. A limitation is that this requires accurate knowledge on the lidar’s
orientation and height in time. Another limitation seems to be that even in this simulated case using
precise data (without interpolation and noise) and the same incoming wind field parameters, the recon-
struction results are not exactly consistent between different 10-minute periods. This also highlights
the complexity of turbulence modelling. Indeed, even by proper setting of the parameters, the mean
horizontal wind speed can be different than the desired value. Moreover, the mean transverse and
vertical components of the wind are not exactly zero, which the power-law fitting method assumes to
be the case. Nevertheless, the results of such a method that is informed on the position and orientation
of the lidar are promising. The reconstruction of turbulence is not discussed in this report.

- What criteria should be used to draw conclusions on the right method to use (performance,
cost of having an inertial device in the nacelle, cost of storing the data, cost of having this algo-
rithm in place...)?

Not accounting for the lidar’s motion is clearly the easiest and most straightforward method. If the
aim is to only get an order of magnitude of the horizontal wind speed at the hub height, then simulation
results show that this method performs well enough. Using an average of the VLOS measurements at
all beams is however not reliable enough to estimate Turbulence Intensity.
The method proposed by the lidar manufacturer then has the advantage that the mean tilt can be esti-
mated without adding any components to the system, since an inclinometer is already included in the
device. It also has an advantage over the previous method, which is that it accounts for a mean tilt
of the nacelle. If the tilt angle oscillates around a non-zero mean (which has shown to be the case in
simulations and reality), then this method adjusts the mean increase in height of the measurements.
If the aim is to have an order of magnitude of the wind shear and of the mean horizontal wind speed
at different heights, a better representation of Turbulence Intensity (expecting an error of no less than
±0.02 on TI), then this method can be exploited. However, for more precise reconstruction of the mean
wind speed at all heights, accounting for a more complete real-time motion is preferred. For this, two
options can be separated.
The first option would be to account for the change in position, orientation of the lidar and the interfer-
ence of its velocity in the VLOS. Even if the lidar’s velocity has negligible impact on the reconstruction
of mean quantities, it was shown that small (compared to the mean wind speed) interference can affect
significantly the VLOS spectrum and thus perturb the turbulent properties contained in the VLOS signal.
If one hopes to model the small-scales turbulent behaviour, then accounting for the lidar’s velocity inter-
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ference is necessary. This requires a device similar to the INS in the TetraSpar prototype. This device
has a cost, which remains about 10 times lower than the cost of the lidar, so that does not appear to
be an obstacle.

What is more challenging is the integration of the data of this INS to complete the lidar data. The
INS is not placed at the same location as the lidar, and the outputs are not given at the same time.
This requires interpolation, which adds up to the errors of the final results, and to computational time.
If the objectives are such as wind field reconstruction, loads validation or energy prediction, then the
data can be post-processed without real time limits. Having the motion data and the lidar data on two
different databases is, in this case, also not a problem. On the other hand, if an objective is to use
corrected lidar data for real-time control, then the integration of all steps to the controller in real time
will be an obstacle.

The other option would be to neglect the interference of the lidar’s velocity, and to only use the real
height and orientation of the lidar for mean wind field reconstruction. Such outputs can come directly
from the lidar, such as tilt and roll already do. This would lower the cost (less advanced and expensive
device than the current INS) as well as steps to system integration, if this data can be aligned with the
VLOS in time.

-What is the performance of the discussed interpolation methods and motion-correction meth-
ods?

For interpolation of position and translational velocity, the Quintic Hermite interpolation method has
shown to be an excellent candidate, being adjustable to follow more or less the fluctuations of the real
data. Regarding orientation and angular velocity, this is far more challenging, as this report attempted
to describe. Quaternion interpolation methods are theoretically more attractive, since they better encap-
sulate the properties of rotation and enable smoother interpolation. It seems however that the method
developed in this project, using the de Casteljau algorithm, has a high sensitivity on possible errors in
the real data. Given the high sampling rate of the INS, simpler methods on the interpolation of Euler
angles can also be used.
To simulate the VLOS measurements of a lidar, including the spatial-averaging effect has a significant
impact on the result. However, for what consists of correcting the lidar velocity, that in principle affects
the velocity of each particle with respect to the lidar, the point-wise approximation is enough. Moreover,
if the reconstruction of the mean wind profile is required, this velocity interference can be neglected with
low impact on the performance of the reconstruction.It even affects only by little the estimation of Tur-
bulence Intensity.
Besides, it appeared in the course of this project that the frequency filtering method is not necessarily
exploitable, for the simulated FOWT and for the real TetraSpar prototype case. Finally, it should be re-
minded that the performance of the shown motion-correction approach is dependent on the uncertainty
of the motion data, which has been introduced in the report, of the lidar data itself (impact of the SNR),
and of the uncertainty produced by the mean wind speed and turbulence fitting methods to reconstruct
desired parameters.

6.2. Recommendations
The recommendations for future work to follow can be divided into different sections.

- Lidar model

To make the numerical model of the lidar simulator better and computationally efficient, the calcu-
lation of the integral modelling the measurement of the radial velocity can be improved. Knowing the
expression of the Range-Weighting function, the quadrature optimizing the positioning of the sampling
points for the approximation of VLOS integral (in one dimension) should be determined. This will im-
prove the accuracy of the integral and give the possibility of using less points for a better result, thus
reducing computational time.

Then, regarding the Range-Weighting function, its expression should be better determined to make
a good fit with the reality of the WindCube Nacelle lidar model used in the TetraSpar prototype. In this
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report, the matching was made roughly, using the available information. To simulate this type of lidar
and to apply a better wind field reconstruction with real lidar data, this function should be made as close
as possible. Also, as it was mentioned in the report, time was ultimately lacking due to some carried-
through mistakes. Thus, Sections 4.1.2 and 5.3 can be re-performed with the correct Range-Weighting
function that corresponds to the pulsed case.

Finally, another improvement of the lidar model could be to include the temporal variability of the
wind field in the measurement of the VLOS, and to go through the actual end-to-end measurement
process using Doppler Spectra. Indeed, for now, the VLOS is modelled by the Range-Weighting in-
tegral equation. The integral is calculated using the spatial distribution of the wind velocity at a given
and fixed time. However in reality, as the backscattered signals coming from a specific range gate are
integrated, time passes so the wind field also changes. Also in practice, the line-of-sight velocity at a
certain range is calculated by averaging Doppler spectra during the corresponding observation time.
This is done on the lidar post-processing side. Thus, the use of simulated Doppler spectra as a way
to retrieve the VLOS gives room for improvement. The results of this method can be compared to the
results of the current method.

- Further simulations

Further simulations can be ran to verify the validity of the current results in different configurations,
and also to verify the assumptions.

First, the rigid-body assumption in the nacelle should be verified. This can be done using the simula-
tion software BHawC-OrcaFlex and choosing to output angular velocities and Euler angles at different
locations in the nacelle to compare. Also as a comparison, these quantities can be computed at the
tower bottom for example. The values in the nacelle should be reasonably close. They can however
be quite different compared to tower bottom due to tower deformation.

Continuing with OpenFAST (whilst making sure there is a correct match with the lidar simulator),
different sets of wind and waves can be tested. It would be valuable to see how the different recon-
struction methods behave with for example different Turbulent Intensities, random seeds for turbulence
boxes and significant wave heights. Additionally, the dynamics of other platforms can be tested. For
instance, it was found in literature that, with the same inflow wind and wave conditions, the Wind-
Crete and Floatgen platforms impact differently the VLOS time series of a nacelle-mounted lidar. Then,
since cross-checks are always valuable, the same can be done using dynamics outputs from BHawC-
OrcaFlex instead of OpenFAST, using available models.

-Wind Field Reconstruction

The wind field reconstruction aspect was not the focus of this project, it only came as a last step.
Thus, lots of improvement can still be made in this regard.

To start with, the performance of the reconstruction of the mean wind speed profile using Laguerre
basis functions can be assessed when the profile is more skewed than a simple power law. This already
consists a challenge in itself.

Then, for turbulence reconstruction, it would be valuable the see the difference in results when ac-
counting for the lidar’s velocity interference or not. From the study shown in the report, not correcting for
the lidar’s velocity should give erroneous results on the reconstruction of turbulence. Another important
point is the impact of spatial averaging. In fact, for mean wind speed reconstruction, the fitting is made
using the point-wise assumption on the VLOS measurements. In other words, it is assumed that the
VLOS is only the projection of the velocity of one particle at the center of the range gate onto the beam
direction. This is sufficient because for mean quantities, taking into account the spatial averaging of
the measurements has extremely low impact. This is however not the case for turbulence, as it was
shown. Thus, for turbulence reconstruction, an algorithm that considers each VLOS as an average
of different projections should outperform an algorithm that uses the point-wise approximation like the
mean profile reconstruction does. If possible, one should also assess the impact of including radial
particles into the turbulence reconstruction, compared to using only points along the beam axis. Note
that such a level of precision will only matter if, at this level of the reconstruction, the carried-through
and expected uncertainties are low enough.
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- Interpolation

As of position and translational velocity, their interpolation appear to be robust enough using Quintic
Hermite interpolation. The main challenge and interrogation remain on the interpolation of orientation
and angular velocity. The first step would be to verify the derivation of the algorithm that leads to the
estimation of the first derivative of the quaternion Bézier curve.

Then, the impact of noisy orientation/angular velocity on the interpolation should be further quanti-
fied. The main problem is that there exists no known least-squares fitting routine such as in the real
number case, which makes the calculation of the control points so efficient for the Quintic Hermite inter-
polation method. One might have to accept performing the interpolation of Euler angles, since in this
practical case quaternion interpolation may remain idealistic. This is only possible with a device that
has a high sampling rate, condition without which the interpolated Euler angles will behave unexpect-
edly.

- Use of real data

This whole project only has value if somehow applied to real circumstances. To do so, assuming that
all the data becomes available, the wind field should be reconstructed from the VLOS measurements
using the same methods but instead of simulated values of position, orientation and velocity, real data
coming from the INS.

To do so, there remains to make sure that the lidar is correctly fixed on the nacelle sunroof, and
that the lidar’s optical head rotates only with the nacelle and not also due to a ”bad” fixation. On top of
this, thorough uncertainty quantification is immensely valuable, since the uncertainty of the real data
together with the uncertainties caused by modelling assumptions will impact the final errors in wind field
reconstruction.
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A
Appendix

A.1. Detection techniques
Once the backscattered signal returns to the lidar, this return light is isolated and transmitted to a
detector by optical means. The aim is to extract information about the velocities of the backscattering
particles that is carried by the received signal. As depicted in Figure A.1, it is the circulator’s function
to direct the backscattered light from the telescope to the detector. Most circulators use polarization for
efficient transmission and isolation between the laser and the detector ports [64]. From the polarization
of the light wave (s for emitted beam and p for received beam), the circulator transmits it only in the
desired direction. Then, the detector uses one of two techniques to estimate the frequency shift: direct
detection or coherent detection.

Figure A.1: Circulator [64]

A.1.1. Direct detection
Direct detection uses only the frequency of the return signal to determine the line-of-sight velocity,
so it is referred to as homodyne. To understand the principle of direct detection, it is necessary to
introduce the two different types of elastic scattering contributing to backscattering of the light: Mie
scattering and Rayleigh scattering, the latter being a particular case of the former. Rayleigh scattering
is associated with particles small compared with the incident light’s wavelength whereas Mie scattering
refers to scattering by particles with larger or similar diameter to the wavelength [7]. The differences
between the two lie mainly in the light-scattering angular distribution and the scattered irradiance. While

124



A.1. Detection techniques 125

generally, particles scatter light differently at every angle in space (Mie theory), smaller particles show
a symmetrical scattering distribution. Additionally, for an incident wavelength λ, Rayleigh scattering
yields an irradiance proportional to λ−4, whereas no such simple law exists in the general case [84].

Lidars typically use electromagnetic waves with a wavelength in the order of 1.5µm [64]. Thus,
small molecules in the air (composed of mainly Nitrogen and Oxygen) contribute to Rayleigh scattering
while aerosols with a size between 1 and 10µm such as dust (oxides of iron for example) and sea spray
(salt and organic particles) contribute to Mie scattering [7]. Both the signal intensity spectra of molec-
ular scattering and aerosol scattering are centered around the frequency of the backscattered wave,
corresponding to the wind speed through Equation 2.1. This can be visualized in Figure A.2. The fre-
quency distribution of the Rayleigh scattering signal intensity is far wider than that of the Mie scattering
because of the random thermal motion of the molecules, hence the Gaussian shape [53]. Aerosol
particles being heavier, their velocity is much closer to that of the wind so they are more amenable to
measurement of the wind speed [84].

Figure A.2: Typical molecular and aerosol scattered spectra in the atmosphere [53]

Nevertheless, direct detection lidars mainly make use of molecular scattering and calculate the
center of themolecular distribution to get the radial velocity of the wind. To do so, the backscattered light
is filtered using etalons or Fabry-Perot interferometers [84]. Using two different filters and calculating the
light power after transmission through filter 1 and filter 2, the frequency corresponding to the center of
the Rayleigh distribution can be retrieved, and thus the line-of-sight velocity. However, direct detection
Doppler lidars are not ideal for remote wind sensing in the atmosphere because a high concentration
of aerosols, corresponding to a high intensity Mie peak, complicates the measurement of the Rayleigh
signal. Also, the frequency range that needs to be measured is much larger than in the case of aerosol
scattering. This is why coherent Doppler lidars are more widely used.

A.1.2. Coherent detection
In coherent lidars, the incoming Doppler-shifted radiation is optically mixed with a reference Local Oscil-
lator (LO) beam [64]. Since a coherent lidar mixes the frequency of two waves, the detection is called
heterodyne detection. With a sensing beam wavelength of 1.5µm, the carrier frequency is typically
around 200THz. The returning beam is also in the same order of frequency, since wind velocities of
up to 30m/s cause a frequency shift of up to 40MHz. Mixing the LO wave with the return wave in a
square law detector, for example a photodiode, will result in a detectable beat frequency in the order of
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magnitude of their frequency difference (less than 100MHz) [47]. This is more manageable to measure
than a frequency around 200THz [64]. The resulting mixed electric field is converted into a measurable
electrical current by the photodetector. This method is illustrated in Figure A.3 .

Figure A.3: Heterodyne detection mixing principle [47]

Now, signal processing is necessary to output the Doppler shift from the photocurrent. As discussed
in the previous paragraph, the photodiode mixes the LO field with the received backscattered field that
can be expressed as follow in Equations A.1 and A.2 [47]:

ELO(t) = ALO cos(2πfLO t+ ϕLO) (A.1)

Erec(t) =
∑
V

Ai cos(2πfi t+ ϕi) (A.2)

where ALO is the amplitude, fLO the frequency and ϕLO the phase of the LO electric field. For the
received electric field, the backscattered wave is generated from a sensing volume V of i particles.
Consequently, the receiver field is described by a superposition of many particles’ contributions, where
the field scattered from particle i as it arrives on the photodetector has an amplitude Ai, frequency fi
and phase ϕi. Note that fi = fref+fDoppler,i where fref is the frequency of the reference emitted beam
and fDoppler,i is the Doppler shift caused by the velocity of the backscattering particle i (close to the
wind speed for aerosols). The LO has a frequency offset compared to the reference beam, introduced
by an Acousto-Optic Modulator. Thus, fLO = fref + foffset. The signal heterodyne current generated
by the photodiode that also acts as a low-pass filter can then be expressed as a function of:

• the diode responsivity Rdiode

• a receiver loss η
• the collection efficiency of the scatter from particle i Fi

• the backscattered power Pi

• the LO power PLO

• the phase difference between the scattered field and the LO ϕdiff,i

This gives Equation A.3 [47]. One can see that, by choosing an appropriate foffset, the Doppler fre-
quency shift can be steered to a desirable detectable range. The wind signal can then be deduced
since foffset is known. This is done by performing a Discrete Fourier Transform (DFT) of the sampled
signal current, to obtain the desired wind velocity distribution in the sensing volume through the power
spectrum.

i(t) = 2Rdiode

∑
V

√
ηFiPiPLO cos(2π(fDoppler,i − foffset)t+ ϕdiff,i) + RdiodePLO (A.3)

A.2. Quaternion properties
Quaternions were invented by Sir William Rowan Hamilton in 1843, when he was trying to generalize
complex numbers to three dimensions. Ordinary two-dimensional complex numbers can be used to
link algebra and geometry, as for example the addition of two complex numbers can be visualized as
the sum of the two corresponding vectors in the complex plane. Since the motion of most objects
(and in this project, of a FOWT) is best described by a 3D geometry rather than a 2D geometry, it
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seems naturally interesting to develop an algebraic system appropriate in a 3D space, the same as
complex numbers are appropriate for 2D spaces. In Hamilton’s words, the hope was ’to connect, in
some new and useful (or at least interesting way) calculation with geometry, through some extension [of
the association achieved in two dimensions], to space of three dimensions’ [36]. However, the problem
of three-dimensional algebra is that this set cannot be closed under multiplication [16]. Hamilton then
found that it is only possible to define closed multiplication with four-dimensional numbers instead.
This gave birth to quaternion mathematics, which includes addition, non-commutative multiplication
(akin to matrices), subtraction and multiplication with a scalar. Quaternion mathematics is significantly
advantageous in some four-dimensional problems, including rigid-body 3D rotation.

A quaternion is a quadruple that consists of a so-called scalar part, s ∈ R and a so-called vector
part, v ∈ R3 such that the quaternion q can be written q ≡ [s,v] ∈ H, with H the set of quaternions.
The parallel with ordinary complex numbers comes from the vector part, which can be compared to the
imaginary part of a complex number. In fact, in a similar fashion to complex numbers where i2 = −1,
one can define i, j and k where i2 = j2 = k2 = ijk = −1 and write:

q ≡ [s,v] , s ∈ R,v ∈ R3

≡ [s, (x, y, z)] , s, x, y, z ∈ R
≡ s+ ix+ jy + kz , s, x, y, z ∈ R

By convention, the set of quaternions {[s,0]|s ∈ R} will be associated with R and the set {[0,v]|v ∈ R3}
with R3. In what follows, useful properties of quaternion mathematics will be presented for they will be
used in the report. Let us define the main operations between quaternions/scalar :

• Quaternion addition : Let q, q′ ∈ H, with q = [s,v] and q′ = [s′,v′]. Then, q + q′ = [s+ s′,v + v′]
where inside of the brackets, one can find the standard additions in R and R3.

• Quaternion multiplication with a scalar : Let q = [s,v] ∈ H and r ∈ R. Then, rq = qr = [rs, rv]
where inside of the brackets, one can find standard scalar multiplication and multiplication of a
R3 vector with a scalar. This multiplication is commutative whereas multiplication between two
quaternions is generally not. By convention, q

r represents
1
r q

• Quaternion multiplication with another quaternion : Let q, q′ ∈ H, with q = [s,v] and q′ = [s′,v′].
Then, q q′ = [ss′−v .v′,v×v′+sv′+s′v], where . and × are the standard dot and cross products
in R3. Since this is generally not commutative, attention is needed when manipulating quaternion
multiplication.

Then, as for complex numbers, the conjugate of a quaternion can be defined, but also its norm and its
inverse. Let q = [s,v] ∈ H and q′ = [s′,v′] ∈ H:

• Quaternion conjugate : The conjugate q∗ of q is defined as q∗ = [s,−v]. Directly, it comes that
(q∗)∗ = q. Also, q commutes with its conjugate for multiplication, which results in a scalar. Then,
(q′ q)∗ = q∗ q′∗. And, (q′ + q)∗ = q′∗ + q∗

• Quaternion inner product : The inner product · is defined as q · q′ = ss′ + v . v′

• Quaternion norm : The norm of q is defined as ‖q‖ =
√
q q∗ =

√
s2 + v . v. Also, ‖q‖ =

√
q · q,

which makes it a norm in the mathematical sense.

• Quaternion inverse : The inverse of q is defined as q−1 = q∗

∥q∥2 . And qq−1 = I where I = [1, 0, 0, 0]

is the identity quaternion (or neutral element of the quaternion group).

To represent rotations, it is extremely useful to define unit quaternions, since they form the only
subgroup ofH that is needed to represent any rotation, the subgroup of unit quaternion will be referred
to as H1. This set is simply defined by all quaternions q for which ‖q‖ = 1. Their properties will now be
presented.
Let q, q′ ∈ H1. Then, ‖qq′‖ = 1 and q−1 = q∗. It can be shown that for any unit quaternion q, there exists
θ ∈]−π;π] andn ∈ R3 with ‖n‖ = 1 such that q = [cos(θ), sin(θ)n]. This property will be highly practical.
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From this, one can also define the exp and log functions of quaternions. Let q = [cos(θ), sin(θ)n] ∈ H1.
Then,

log(q) = [0, θn]

It can be considered that log maps from H1 to R3. Next, let q′ = [0, θ′ n′] with θ′ ∈]− π;π] and n ∈ R3,
‖n‖ = 1. Then,

exp(q′) = [cos(θ′), sin(θ′)n′]

It can be considered that exp maps from R3 to H1 and one should note that log and exp are mutually
inverse functions. Another way of defining exp and log function can be seen below, with assimilating
quaternions with null scalar part to R3.

exp :R3 −→ H1

v 7 −→ [cos(‖v‖), sin(‖v‖) v

‖v‖
]

log :H1 −→ R3

[s,v] 7 −→ [arccos(s)
v

‖v‖
]

Finally, exponentiation is defined as Equation A.4.

∀ (q, t) ∈ H1 × R, qt ≡ exp(t log(q)) (A.4)
Regarding differential calculus, some general results will also be used, in particular the fact that the
general product rule and chain rule also apply to quaternionic functions, where the order of the terms
matter because of the non-commutativity of quaternions.

A.3. Quaternion-Euler angles correspondence
A.3.1. From Euler angles to quaternion
Given Euler angles γ, β and α in ZYX convention, the corresponding quaternions q and q−1 are given
by Equation A.5 (they are unit quaternions) [21]:

q =


cos(α2 ) cos(

β
2 ) cos(

γ
2 ) + sin(α2 ) sin(

β
2 ) sin(

γ
2 )

sin(α2 ) cos(
β
2 ) cos(

γ
2 )− cos(α2 ) sin(

β
2 ) sin(

γ
2 )

cos(α2 ) sin(
β
2 ) cos(

γ
2 ) + sin(α2 ) cos(

β
2 ) sin(

γ
2 )

cos(α2 ) cos(
β
2 ) sin(

γ
2 )− sin(α2 ) sin(

β
2 ) cos(

γ
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(A.5)

A.3.2. From quaternion to Euler angles
Given the unit quaternion q = [s, x, y, z], the corresponding rotation matrix in ZYX convention is given
by Equation A.6 [21]:

R =

s2 + x2 − y2 − z2 2(xy + sz) 2(xz − sy)
2(xy − sz) s2 − x2 + y2 − z2 2(yz + sx)
2(xz + sy) 2(yz − sx) s2 − x2 − y2 + z2

 (A.6)

And the set of Euler angles follows (ZYX convention) as Equation A.7. See that there are some forbid-
den values, showing

α = tan−1
( 2(yz + sx)

s2 − x2 − y2 + z2

)
β = sin−1

(
2(sy − xz)

)
γ = tan−1

( 2(xy + sz)

s2 + x2 − y2 − z2

) (A.7)
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A.4. Visualizing quaternions
The principle of quaternion visualization relies on stereographic projection, that is the projection of an
hypersphere in a space of dimension N onto a space of dimension N-1. For quaternions, the objective
is to have a way to visualize them since they exist in a 4-dimensional space. In lower dimensions,
stereographic projection is for example used to represent the globe on a planisphere. To understand
better, consider the case of the unit sphere (so in R3). The aim is to be able to represent it onto a plane,
so from coordinates [x, y, z] to some coordinates [x′, y′]. This can be done because the unit sphere is
actually a surface, so a 2-dimensional object. Indeed, one of its coordinate is constrained by the two
others since the relation x2 + y2 + z2 = 1 holds.

Figure A.4: Ray tracing and stereographic projection of the unit sphere onto the plane. This can be generalized to any
hypersphere in a N - dimensional space and a N-1 - dimensional hyperplane. Adapted from [79].

To project the unit sphere onto the plane, stereographic projection uses the position of all the sphere
points with respect to a pole, for example the south pole S = [0, 0,−1]. The projection of a pointP [x, y, z]
of the sphere is obtained by the intersection of the ”ray” that goes from the south pole S to the P and
the 2D plane π, for which z = 0, see Figure A.4. The ray r(t) is a straight line between [x, y, z] and
[0, 0,−1] so its equation is given by:

r(t) = [x, y, z] t+ (1− t) [0, 0,−1] = [tx, ty, tz − 1 + t] (A.8)

For the last coordinate to be null, there needs to be tz − 1 + t = 0 so t = 1
1+z . By replacing t in the

expression of the ray, it comes that [x′, y′] = [ x
1+z ,

y
1+z ].

Now that the principle has been explained, it can be generalized to quaternions, this time using
as a south pole [0, 0, 0,−1]. The stereographic projection of a unit quaternion [s, x, y, z] in R3 with
coordinates [x′, y′, z′] is given by Equation A.9 [79] :

x′ = s
1+z

y′ = x
1+z

z′ = y
1+z

(A.9)

Note that the south pole itself cannot be shown on the new map (division by 0 in Equation A.9). It
is mapped to infinity, whereas for all other points, the correspondence is 1-to-1 : to one unit quater-
nion corresponds only one 3D point, this is because the ray intersects one and only one point of the
hypersphere. Now, another transformation will be made so that unit quaternions can be seen on the
surface of a 3D sphere. For now, because [s, x, y, z] is an unit quaternion, ‖[x′, y′, z′]‖ =

√
s2+x2+y2

(1+z)2 =√
1−z2

(1+z)2 =
√

1−z
1+z . One can see that the more z approaches -1, the further the projected points are

from the origin (norm goes to infinity).

Because this distribution of the points is not practical to visualize, it is preferable to do another projec-
tion of these points. For example, it was decided to project the first projected 3D points as, once again,
the intersection between the ray passing through the south pole [0, 0,−1] and the first projected point
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and the unit sphere in R3, it now comes some second projected points that belong to the unit sphere.
Some information is lost because all the points belonging to the same ray will be represented by the
same point (loss of 1-to-1 correspondence) on the sphere but for this case, it is sufficient. In Figure
A.5, the representation of several quaternions is shown. They have the same angle of rotation [1, 1, 1]
(normalized) and angles of rotation range between 0 and 2π. The blue dot is the first stereographic
projection and the red dot is the second projection onto the unit sphere of R3. Notice that all rays,
depicted in green, originate from the south pole [0, 0,−1]. There is now a way to visualize quaternions,
which will be useful to visualize interpolation.

Figure A.5: Non-bijective projection of some quaternions onto the unit sphere of R3.

Additionally, a zoom and a part of the plane created by two of the rays is shown in Figure A.6. There
are 2 unit quaternions involved there. The blue dots are simply the stereographic projection points of
the unit quaternions by applying Equation A.9 to find the coordinates in R3. Notice how the blue dots
do not belong to the surface of the unit sphere of R3. This is because the surface of the sphere is in
fact a 2D space and because a single stereographic projection only allows to reduce the dimension of
the visualizing space by 1 (so here from 4 dimensions to 3). This is why a second projection is made
because it is much simpler to have all visualized points on the surface of a sphere. This projection is
made by considering the lines (in green) that go from the blue dots to an arbitrary point (here the ”south
pole”, black dot). Then, the final projections (red dots) are the intersection points between these lines
and the unit sphere (gray sphere). The problem discussed before is that if the first projection of two
unit quaternions, represented here by blue dots, happen to be on the same line tracing to the south
pole, represented here in green, then they will have the same final projection, here the red dots. This is
why this projection is non-bijective. In other words, while one blue dot can only correspond to one red
dot on the sphere, one red dot could correspond to an infinity of blue dots, along the same green line.
Nevertheless, because this case is rare, it is acceptable to lose the bijective property of the projection,
to win in simplicity and aesthetic of visualization.

A.5. Results of Quintic Hermite translation interpolation
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Figure A.6: Zoom-in for two of the rays and corresponding projections.

Figure A.7: Position for harmonic test case

Figure A.8: Linear velocity for harmonic test case Figure A.9: Linear acceleration for harmonic test case
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Figure A.10: Display of the interpolated curve, N=55.
Slight differences visible

Figure A.11: Display of the interpolated curve, N=230.
The difference cannot be seen anymore
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A.6. Cumulative basis quaternion curve
A.6.1. Expression of the first derivative of the curve

∂q̂

∂t
(t) = q0

(
exp(log(q−1

0 q1) β̃1(hi)) log(q−1
0 q1)

∂β̃1(hi)

∂t
exp(log(q−1

1 q2) β̃2(hi))

exp(log(q−1
2 q3) β̃3(hi)) exp(log(q−1

3 q4) β̃4(hi)) exp(log(q−1
4 q5) β̃5(hi))+

exp(log(q−1
0 q1) β̃1(hi)) exp(log(q−1

1 q2) β̃2(hi)) log(q−1
1 q2)

∂β̃2(hi)

∂t

exp(log(q−1
2 q3) β̃3(hi)) exp(log(q−1

3 q4) β̃4(hi)) exp(log(q−1
4 q5) β̃5(hi))+

exp(log(q−1
0 q1) β̃1(hi)) exp(log(q−1

1 q2) β̃2(hi)) exp(log(q−1
2 q3) β̃3(hi))

log(q−1
2 q3)

∂β̃3(hi)

∂t
exp(log(q−1

3 q4) β̃4(hi)) exp(log(q−1
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0 q1) β̃1(hi)) exp(log(q−1
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2 q3) β̃3(hi))

exp(log(q−1
3 q4) β̃4(hi)) log(q−1

3 q4)
∂β̃4(hi)

∂t
exp(log(q−1

4 q5) β̃5(hi))+

exp(log(q−1
0 q1) β̃1(hi)) exp(log(q−1

1 q2) β̃2(hi)) exp(log(q−1
2 q3) β̃3(hi))

exp(log(q−1
3 q4) β̃4(hi)) exp(log(q−1

4 q5) β̃5(hi)) log(q−1
4 q5)

∂β̃5(hi)

∂t

)

(A.10)

A.6.2. Derivation of control points
For this task, the values of the cumulative basis function and their first/second derivatives at the nodes
are needed. For the function values, it is given in Table A.1. The angular velocities used are in the
local frame.

β̃1 β̃2 β̃3 β̃4 β̃5
ti 0 0 0 0 0
ti+1 1 1 1 1 1

Table A.1: Values of the cumulative basis functions

For the first derivative of the basis functions, it is given in Table A.2.

˙̃
β1

˙̃
β2

˙̃
β3

˙̃
β4

˙̃
β5

ti
5

∆ti
0 0 0 0

ti+1 0 0 0 0 5
∆ti

Table A.2: Values of the cumulative basis functions first derivative

Finally, for the second derivative of the basis functions, it is given in Table A.3.

¨̃
β1

¨̃
β2

¨̃
β3

¨̃
β4

¨̃
β5

ti
−20
∆t2i

20
∆t2i

0 0 0

ti+1 0 0 0 −20
∆t2i

20
∆t2i

Table A.3: Values of the cumulative basis functions second derivative

Using the expression of Equation A.10 and the values of the first derivative of the cumulative basis
functions, it comes that:
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˙̂q(ti) = q0 Ω1
5

∆ti
1

2
q0 ωb(ti) = q0

5 Ω1

∆ti

So, Ω1 =
∆ti ωb(ti)

10

On the right node, the same principle applied gives:

˙̂q(ti+1) = q0 q
−1
0 q1 q

−1
1 q2 q

−1
2 q3 q

−1
3 q−1

4 q5 Ω5
5

∆ti
1

2
q5 ωb(ti+1) = q5

5 Ω5

∆ti

So, Ω5 =
∆ti ωb(ti+1)

10

Then, for the two last parameters, one needs that

¨̂q =
1

2
( ˙̂q ωb + q̂ ω̇b)

¨̂q =
1

2
q̂ (

ωb
2

2
+ ω̇b)

By using the second derivative of the basis functions at the left node, it comes that:

q0
2

(
ωb(ti)

2

2
+ ω̇b(ti)) =

q0
∆t2i

(
Ω1(25Ω1 − 20) + 20Ω2

)
Using the results on Ω1 found previously, further derivation shows that

Ω2 =
∆ti
10

(
ωb(ti) +

∆ti ω̇b(ti)

4

)
And similarly at the right node,

Ω4 =
∆ti
10

(
ωb(ti+1)−

∆ti ω̇b(ti+1)

4

)
Since Ωk = log(q−1

k−1 qk), the results of the control points are then obtained from these four expres-
sions.

A.7. Results for the derivative of the cubic Bézier curve
The function d exp is necessary to get the derivative of the cubic Bézier curve. Applying d exp to a 3D
vector gives a 4-by-3 matrix. And when multiplying this matrix with another 3D vector, one gets a 4D
vector, that will be assimilated to a quaternion. Find below in Equation A.11 the definition of this matrix,
with as argument v = (x, y, z) ∈ R3 [43]. For lighter notation, the parameters A and B will be defined
such that:

A =
sin(‖v‖)

‖v‖

B =
(cos(‖v‖)

‖v‖2
− sin(‖v‖)

‖v‖3
)
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d exp(x, y, z) =


−A . x −A . y −A . z

B . x2 +A B . xy B . xz
B . xy B . y2 +A B . yz
B . xz B . yz B . z2 +A

 (A.11)

Some proof is also needed for the formula of the derivative of the logarithm of a quaternion function.
Let g : t 7 −→ log(q(t)) where q(t) is a parametrized unit quaternion curve.
First, one has that exp(log(q(t)) = q(t). So, d

dt
(exp(log(q(t))) = q′(t), where q′(t) is the derivative of

the parametrized quaternion curve.

Also, because of the chain rule and the property of the exp function in this case, one has that d
dt

(exp(log(q(t))) =

(exp(log(q(t))) g′(t) = q(t) g′(t).
Thus finally, g′(t) = q−1(t) q′(t)

A.8. Examples for quaternion interpolation

Figure A.12: Path of the vector [1, 1, 1] being rotated by the harmonic quaternion sequence defined

Figure A.13: Example of the 6 control quaternions for the quintic cumulative basis. Notice how they follow the curve
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A.9. Simulated rotation of the lidar: pitch motion

(a) Uniform wind. (b) Power law profile.

Figure A.14: Low-pass filtered PSD spectra of the VLOS measurements with harmonic pitch motion of the lidar on the
measurements in two simple cases.

Figure A.15: PSD spectra in case of two different amplitudes of the harmonic pitch motion. Higher amplitude induces higher
amplitude of the peaks.
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A.10. Reference frames of the Inertial Navigation System
The Inertial Navigation System device uses numbers of different coordinates frames to express the
motion data. Here, two different reference frames are introduced, see Figure A.16. Figures come from
the INS’ manufacturer online knowledge base [70]. The first is the sensor body frame in Figure A.16a.
This reference frame is used extensively in this report, it is the local reference frame that is attached to
the INS device and that moves exactly the same as the device does.
The second reference frame shown is the Ship Motion reference frame in Figure A.16b. The difference
is that the axes are not exactly aligned with the orientation of the device but aligned with the ”vessel”
the sensor is placed in. This device is mostly used for ships, hence the maritime lexicon. The z-
axis (heave) is always pointing downwards (same direction as gravity). The x-axis (surge) is pointing
towards what is called the ”vessel bow” and the y-axis (sway) is pointing towards what is called the
”vessel starboard”. As can be seen in the figure, the x and y axis do not follow exactly the orientation
of a device that would be placed on the ship. This is why outputs coming from this reference frame are
not suited for a mapping to a global reference frame.

(a) Sensor body frame [70]. (b) Ship motion reference frame [70].

Figure A.16: Two different existing coordinate frames for the INS device.
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A.11. Power law fitting and uncertainty
This section will address the performance of the power-law fitting method in the case of data coming
from a fixed lidar, from a moving lidar without correction of the lidar’s velocity, and from a moving li-
dar with application of the correction algorithm. It serves as a study of what really happens when one
reconstructs the mean wind speed profile from data of a floating lidar. It is also useful to assess the
impact of the lidar’s velocity interference on the uncertainty of the reconstruction.

There are different kinds of interval discussed here that relate to the concept of uncertainty. The first
is the confidence interval of a model. It is a measure of how confident one can be that an estimate falls
in between two values. Here, the confidence interval at 95% of the modelled mean wind speed will be
calculated, as well as the confidence intervals at 95% of the parameters of this model (power law). In
this case, the horizontal wind speed at a given height is seen as a stochastic process, that has a mean
and standard deviation. In fact, turbulence not being normally distributed, these two quantities are not
enough to determine entirely how the wind speed is distributed. It is however standard to represent
wind speed with its mean and standard deviation (or Turbulence Intensity). This mean is precisely
what is being estimated with the power law model, by fitting the measurements to it. Having a 95%
confidence interval on the mean wind speed at a given height amounts to having great confidence (up
to the 95%-level), that the true mean wind speed at this height lies within the interval. Evidently, the
narrower this interval, the more precise (and thus better) the estimated value is. The same reasoning
applies for the parameters of the fitted power law.

On the other hand, a prediction interval is an estimate of the interval in which a future observation
will fall. In this case, the often used 68% prediction interval will be considered. In this case, for a given
height, one can ensure that 68% of the time, the next measured wind speed (not the mean) will remain
in this interval. Again, the narrower this interval is, the more precisely one can predict the wind speed.
Now, how does one calculate the confidence interval (or the uncertainty) of the fitted power law model?

Consider a non-linear function that depends on parameters and that gives an output based on the
value of a given input. For example here, the power law’s input is the height, its output is the wind
speed and its expression depends on the parameters: reference height, reference wind speed and
shear exponent. Then, the standard deviation of this function (seen as the uncertainty) at a given height
is a function of the variance-covariance matrix of the parameters (or the uncertainty of the parameters)
and the Jacobian matrix of the non-linear function at this height. The Jacobian basically contains the
values of the partial derivatives of the function with respect to its parameters. The Jacobian matrix is
easily obtained by knowing the expression of the modelling function (here the power law). To relax
the condition number of this Jacobian matrix, the reference height is fixed to 150m, thus reducing the
number of the parameters from 3 to 2.

Figure A.17: Uncertainty when reconstructing mean profile with a fixed lidar. The period considered is the first 10 minutes of
the simulation.

Starting with the fixed lidar case, the data used for the fitting, the reconstructed power law, the
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confidence interval for this mean profile and the prediction interval are shown in Figure A.17. This is
for the period between 0 and 10 minutes. The data used for the fit are simply:

ufit =
VLOS
cos(θ)

This has two main problems: it neglects the spatial averaging effect of the VLOS measurements
and it neglects the contribution of the transverse and vertical components of the wind velocity. The fit
is then only as good as these assumptions, which are sufficient when reconstructing the mean profile.
The bounds of the confidence interval (CI) for the reconstructed profile and that of the prediction interval
(PI) are visible in Figure A.17, calculated with Matlab function nlinfit. As expected, the bounds for the
confidence interval are narrower given that it is easier to predict the true value of the mean wind speed
than that of the non-mean (i.e. turbulent) wind speed. One can also see that roughly 2/3 of the data
are inside of the prediction interval and 1/3 outside, which comes from the fact that the 68% prediction
interval is considered. The fact that this interval seems quite large is not really a defect of the model
and of the fitting, but more an intrinsic property of turbulence. It corresponds to what can be expected
when fixed measurement devices are used to probe the wind speed. What would be interesting

Regarding the shown confidence interval, the tighter regions correspond to low values of the Ja-
cobian. The mean uncertainty of this reconstructed mean profile (averaged in terms of heights) is of
around 0.15ms−1. As a first estimation, one can then consider that the mean wind profile is recon-
structed with an accuracy of ±0.15ms−1. For the prediction interval, its mean half-width (averaged in
terms of heights) is of around 1.1ms−1. Uncertainties will be rounded up. Both these two values are
useful for comparison with the floating case. Then, one can also compute the standard errors of the
parameters of the model, that is shear and reference wind speed at 150m in the power law. These
uncertainties are linked to the uncertainty of the mean profile by the Jacobian matrix. In that case, the
fitting gives that:

• Uref = 12.10± 0.06ms−1

• α = 0.19± 0.02

Now the focus is made on the simulation when considering a moving lidar in the simulations for
the same period. The first case will be considering VLOS measurements for which the lidar’s velocity
interference is corrected. The 6 lines corresponding to all the measurement heights defined by the 3
ranges of the upper beams and the 3 ranges of the lower beams are not visible anymore, due to the
motion of the lidar. The result is shown in Figure A.18.

Figure A.18: Uncertainty when reconstructing mean profile with a moving lidar, using corrected VLOS. The period considered
is the first 10 minutes of the simulation.

Now, the vertically-averaged uncertainty of the mean profile is 0.16ms−1, and the mean half-width
of the prediction interval is 1.1m. Regarding the parameters, it is found that:
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• Uref = 12.09± 0.05ms−1

• α = 0.18± 0.02

Moving onto the case with uncorrected VLOS, the result is found in Figure A.19

Figure A.19: Uncertainty when reconstructing mean profile with a moving lidar, using uncorrected VLOS. The period
considered is the first 10 minutes of the simulation.

The scatter of the point cloud is more expanded than with corrected VLOS, with more outliers. How-
ever, the points still remain largely clustered around some mean value. Again, the vertically-averaged
uncertainty of the mean profile without velocity correction is 0.17ms−1, and the mean half-width of the
prediction interval is 1.2m. In terms of parameters, the fit gives:

• Uref = 12.07± 0.06ms−1

• α = 0.18± 0.03

In conclusion, the lidar’s velocity interference creates outliers in the data used for the fitting of the
mean wind profile. Nevertheless, from this study it is not apparent that it causes significantly larger
uncertainties on the wind field reconstruction. One should bear in mind that this is only an example for
one time period of one simulation (which is still quite extreme in terms of velocity interference).

What remains to be evaluated is the errors that can be carried through neglecting the non-horizontal
wind components and neglecting spatial averaging effect of the beam. These uncertainty calculations
come from numerical methods that only consider the raw data given, without considering previously
propagated uncertainties. Also, results are expected to be different when accounting for the time-
averaging of the measurements.

Finally, it is also important to assess how much the uncertainty of the fitting is affected when using
noisy data for orientation, position and for the lidar’s velocity.

A.12. System Integration



A.12. System Integration 141

Figure A.20: Process of a more complex system that includes the INS data for the Wind Field Reconstruction.
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