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A B S T R A C T

The electrochemical conversion of CO2 is a promising method of carbon-neutral chemical production. However,
commercial realisation in aqueous electrolytes is challenging, due to competition with the hydrogen evolution
reaction (HER), and the propensity for CO2 to participate in the carbonate equilibrium reactions. These two
phenomena are linked through OH− ions, as both the by-product of the catalytic reactions and the culprit
behind the parasitic carbonate reactions. By reducing the local catalyst loading where the CO2 concentration
is low, the HER is decreased more than the reactions that are dependent on CO2 as a reactant. Therefore, it
is possible to improve reaction selectivity and reactant utilisation while reducing the capital cost of catalyst.
We demonstrate this theory through an analytical solution of a 1D flow electrolyser model. We extend this
to a comprehensive model of a contemporary gas-diffusion electrode (GDE) setup. We find that the operation
costs are dominated by the electrolyser power consumption and, to a lesser degree, the cost of CO2 and its
recovery at the anode. We numerically obtain the catalyst loading profiles that maximise operating profit.
The optimisation process reveals that profits are maximised for high gas flow rates, and consequently, low
single pass conversions, where the CO2 concentration is as high as possible. However, when lower gas flow
rates are used for practical reasons, variable catalyst loadings are shown to lead to significant operational
improvements, especially in the production of higher C products that require a greater number of electrons
transferred. The model is made freely available in MATLAB and its use is encouraged in determining the
applicability of variable catalyst loading to future experimental setups.
1. Introduction

As improvements in the fundaments of CO2 electroreduction
(CO2ER) shift the field closer to industrial readiness, the focus on
groundbreaking new insights naturally gives way to a focus on delicate
optimisation and pragmatism. Catalysts are expected to be tested in
less forgiving conditions [1–4], cells are expected to be stable even in
the presence of feedstock impurities [5,6], electrolysers are expected
to be scalable to industrial sizes [7–9], and techno-economic assess-
ments (TEAs) are taking centre stage for their insights on realistic
limitations [10]. Even at the laboratory scale, CO2 electrolysers can
exhibit non-uniformity. Simonson et al. showed a significant change in
product selectivity over the reactor path in a gas-diffusion electrode
(GDE) [11], and computational models have investigated these effects
in limiting cases [8,12]. These non-uniformities are potentially due
to a number of changes to the environments of the electrolyte, the
catalyst layer, and the diffusion media, as well as due to the inherent
reduction in reactant availability in high single-pass conversion setups.
Circumventing these issues usually comes at some great cost; reductions
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in conductivity, reactant utilisation, faradaic efficiency (FE), mass
transport, and current density are seldom greater detriments to cell
performance than the non-uniformities.

Noting the insights of Kulikovsky into polymer electrolyte fuel
cell (PEFC) catalyst optimisation [13,14], we propose that CO2 elec-
troreduction can benefit greatly from catalyst loading optimisation.
While Kulikovsky’s work elegantly homogenises local current along
the oxygen channel of a PEFC [15], the CO2ER is complicated by the
bicarbonate buffer system, a variable product spectrum, and an often
unwanted hydrogen evolution (HER) side reaction. These effects are
susceptible to modification through changes in local catalyst loading,
and we propose a surprisingly efficacious model and method of catalyst
loading optimisation for CO2ER.

Many literature studies focus on a single aspect of a system, and
often the improvement of such an aspect comes at the great cost of
another aspect outside of the scope of that study. This is often the
case in CO2ER, with studies that optimise FE, conversion, cell potential,
or reactant utilisation, but only by sacrificing their complementary
https://doi.org/10.1016/j.electacta.2024.145177
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aspects. For instance, a high single pass conversion necessarily involves
reactant depletion, which will lead to a drop in FE. One must consider
whether the improvement in one aspect is worth the trade-off in
another. This is the core of the idea behind variable catalyst loading, as
local reducing the amount of available catalyst will clearly reduce the
ability of the system to convert reactant in that region, but in return
it can produce a more favourable environment in terms of selectivity
and reactant utilisation. There are a large number of interacting aspects
relevant when considering a GDE system, so we first lay out the basic
idea before continuing.

2. 1D flow cell model

In the case of a well-mixed, flow-driven electrochemical reactor
with a flow channel of length L, we can approximately model the
system with a 1D first-order reaction-advection equation on the interval
[0,L],

U 𝜕𝑐
𝜕𝑥

+ 𝑘𝑐 = 0, 𝑐(0) = 𝑐0, (1)

where U is flow velocity, 𝑐 is reactant concentration, 𝑐0 is initial reac-
tant concentration, and 𝑘 [s−1] is the (effective, volumetric, first order)
reaction rate. To transform this into an equation for CO2ER we must
make some assumptions. We first note that the reaction usually takes
place in neutral or alkaline media, so we will henceforth assume only
the alkaline pathways of reactions. We take 𝑐 to be the concentration
of CO2 and assume reactions of the form:

CO2 + 𝑛e−
𝑘
←←←←←←→ 𝑛OH− + P, (2)

where 𝑛 is the number of electrons transferred per CO2 molecule, 𝑘 is
the first order reaction rate and P denotes the products and, with a
negative sign, other reactants like water. While only considering first
order reactions may appear to strongly limit the generality, generally
𝑛 is an integer multiple of two for each product pathway. Therefore,
we can safely treat reactions to C2+ products that involve two CO2
molecules by halving the reaction terms to preserve the form in (2).
Furthermore, we note that there is also a parallel hydrogen evolution
reaction in the form of

2H2O + 2𝑒−
𝑘H2
←←←←←←←←←←←←←←←←←→ 2OH− + H2, (3)

where it is assumed that the concentration of the H2O reactant remains
constant and uniform and 𝑘H2

[mol m−3 s−1] is the zeroth order
reaction rate.

Due to the production of OH− in (2) and (3), the local environment
will be in the neutral to alkaline pH range. The buffer reactions,

CO2 + OH−
𝑘1

←←←←←←←←←←←←←←←←←⇀↽←←←←←←←←←←←←←←←←←
𝑘−1

HCO−
3 , (4)

HCO−
3 + OH−

𝑘2
←←←←←←←←←←←←←←←←←⇀↽←←←←←←←←←←←←←←←←←
𝑘−2

H2O + CO2−
3 , (5)

convert CO2 to bicarbonate (HCO−
3 ) and carbonate (CO2−

3 ) in an attempt
to reduce the pH. The forward and backward reaction rate constants
𝑘1,−1 and 𝑘2,−2 pertain to conversion to HCO−

3 and CO2−
3 , respectively.

The rate constants 𝑘2 and 𝑘−2 are relatively large, so it is almost always
the case that HCO−

3 , OH−, and CO2−
3 are in equilibrium, but 𝑘1 and 𝑘−1

are much smaller, so it is often the case that CO2 is out of equilibrium
with OH− and HCO−

3 . Moore et al. exploited this disparity to develop
simplified models for the buffer system at varying pH ranges [16].

2.1. Catalyst loading

Catalyst loading is usually expressed in units of mg cm−2, but here
the focus is on the relative catalyst loading. We will exclusively use
a dimensionless catalyst loading 𝜃 ∈ [0, 1], where 𝜃 = 1 corresponds
to the maximal catalyst loading at the inlet of the reactor. We assume
that the electrochemical reaction kinetics are linear in catalyst loading
2 
and express the (effective, volumetric) electrochemical reaction rates
[mol/m3/s] as

𝑅CO2
= 𝜃𝑐𝑘, (6)

𝑅H2
= 𝜃𝑘H2

=
𝜃𝑐0𝑘
𝑞

. (7)

Here, 𝑞 ≡ 𝑐0𝑘∕𝑘H2
is the ratio between the CO2 and H2 reaction rate

constants at the inlet CO2 concentration, 𝑐0. As Kulikovsky notes, this
assumption of linear scaling with 𝜃 is valid for an ideally constructed
orous catalyst medium [14]. We herein assume that the medium
s ideal, but not that in a realistic medium it is impossible to vary
atalyst loading without also varying the porous structure, affecting
ass transfer, and potentially reducing the effective available cata-

yst surface area per unit catalyst through pore blockage or overlap.
onetheless, if the maximal catalyst loading 𝜃0 is small compared to

the capacity for catalyst in the porous matrix, the relationship with
exchange current density will explicitly be linear with 𝜃, but reaction
rate will still implicitly depend nonlinearly on 𝜃 in Eq. (6) through its
dependence on 𝑐, which is a function of 𝜃. Larrazábal et al. noted that
if the OH− produced in (2) is to immediately and fully react with CO2
through (4) and (5), then maximum conversion efficiency is governed
by the stoichiometry of the product [4]. That is to say, one mole of
CO2 reactant participating in an electrochemical reaction with 𝑛 moles
of electrons transferred will subsequently cause 𝑛

2 moles of CO2 to
react with the 𝑛 moles of electrochemically produced OH−, limiting
conversion efficiency to a maximum of 2

𝑛+2 , with lower values to be
expected once the HER is included. Moore et al. cleanly showed that
collapsing (4) and (5) into a single irreversible reaction is valid at high
pH, and detailed a simplified model similar to our approach [16]. We
still wish to include the effect of OH− production from the HER (3) on
the CO2ER reaction rate. Therefore, we rewrite (1) for the evolution of
the CO2 concentration 𝑐 to

U 𝜕𝑐
𝜕𝑥

⏟⏟⏟
advection

+ 𝜃𝑐𝑘
⏟⏟⏟
reduction

+ 𝑛
2
𝜃𝑐𝑘

⏟⏟⏟
OH− f rom (2)

+
𝜃𝑐0𝑘
𝑞

⏟⏟⏟
OH− f rom (3)

= 0. (8)

Here, the 𝑛
2 term comes from the assumption that each CO2 electro-

hemically converted will produce 𝑛OH−, half of which will react with
O2 via (4) and half via (5), consuming a total of 𝑛

2 additional CO2
molecules. Nondimensionalising gives

𝜕𝑐
𝜕�̄�

+ Da 𝜃
(

(

1 + 𝑛
2

)

𝑐 + 1
𝑞

)

= 0, 𝑐(0) = 1 (9)

where 𝑐 ≡ 𝑐
𝑐0

, �̄� ≡ 𝑥
𝐿 , and Da ≡ 𝑘L

U . Da is the initial Damköhler number,
representing the ratio between the reaction rate at the inlet (i.e. the
reaction rate if the entire channel would have uniform catalyst loading
equal to that at the inlet) and convective mass transport. In Ref. [17]
an extension of (8) is discussed, including the effect of a laminar flow
profile and mass transfer resistances between the flow channel and the
catalyst layer. The latter can be included by adding to the inverse of 𝑘,
in the second and third term, the inverse of a mass transfer coefficient
𝑘t .

The two dimensionless metrics of primary interest are the faradaic
efficiency or selectivity, S, and the inlet-normalised yield, Y,

S ≡
∫ L
0 𝜃𝑛𝑘𝑐 𝑑𝑥

∫ L
0 𝜃(𝑛𝑘𝑐 + 2𝑘H2

) 𝑑𝑥
≡

∫ 1
0 𝜃𝑛𝑞𝑐 𝑑�̄�

∫ 1
0 𝜃(𝑛𝑞𝑐 + 2) 𝑑�̄�

(10)

Y = 1
U𝑐0 ∫

L

0
𝜃𝑘𝑐 𝑑𝑥 = ∫

1

0
Da𝜃𝑐 𝑑�̄�. (11)

In the second expression of (10) the rate constants 𝑘 and 𝑘H2
are

assumed to be constant. A figure of note is the cumulative catalyst
loading, 𝛩(�̄�), defined by

𝛩(�̄�) ≡
�̄�
𝜃(𝜉)𝑑𝜉, or 𝛩 ≡

1
𝜃(𝜉)𝑑𝜉. (12)
∫0 ∫0



J.W. Blake et al.

X

w
n
X

𝑐

𝑐

𝑐

w
a
I

s
f
𝛩

2

w
m
i
(
Y
i
s
S

a
i
b

c
𝑞
d
i
i

I
T
C
O
a

t
c
c
o
s
u
l
l
i

w
a
(
r
t

(

a

Electrochimica Acta 507 (2024) 145177 
The yield, Y, is not to be confused with normalised CO2 conversion X,

= 1
U𝑐0 ∫

L

0
𝜃𝑘

(

(

1 + 𝑛
2

)

𝑐 +
𝑐0
𝑞

)

𝑑𝑥 = Da∫
1

0
𝜃
(

(

1 + 𝑛
2

)

𝑐 + 1
𝑞

)

𝑑�̄�,

(13)

hich includes the unwanted buffer reactions. The astute observer may
ote that by the fundamental theorem of calculus and (9), it holds that
= 1 − 𝑐(1).
The solution to (9) for 𝜃 ≡ 1 (uniform loading) is

̄ =

(

1 +
(

1 + 𝑛
2

)

𝑞
)

e−
(

1+ 𝑛
2

)

Da �̄� − 1
(

1 + 𝑛
2

)

𝑞

𝑞→∞
←←←←←←←←←←←←←←←←←←←←←→ e−

(

1+ 𝑛
2

)

Da �̄� 𝑛=2
←←←←←←←←←←←←←←←→ e−2Da �̄�.

(14)

While in the limit of no side-reactions, 𝑞 → ∞, the concentration stays
non-negative, this is not guaranteed for general 𝑞. Therefore (14) only
holds when it gives a positive value and should be replaced by 0 for
negative outcomes. Equivalently an additional requirement of X ≤ 1
can be made to ensure that we remain within the domain of validity of
the approximation.

As an example case we consider 𝑛 = 2, corresponding to CO2
reduction to CO. For 𝜃 ≡ 1

̄ = 1
2𝑞

((1 + 2𝑞)e−2Da �̄� − 1). (15)

For a linearly decreasing loading, 𝜃 = 1 − A�̄�, the solution is given by

̄ = 1
2𝑞

(

(1 + 2𝑞) e−Da�̄�(2−A�̄�) − 1
)

, (16)

here A ∈ [0, 1]. A full description and derivation of these solutions,
nd solutions of additional cases can be found in the Supplementary
nformation, Section SI 1.

We note again that the Damköhler number referred to in (9) is
pecifically for the catalyst loading at the entrance of the channel: the
inal Damköhler number will depend on the total catalyst loading as
Da, with more explanation found in SI 1.4.

.2. Results

To determine the effectiveness of a proposed catalyst loading profile
e must decide on an effectiveness metric. It is clear from (10) that
aximising the FE is equivalent to maximising 𝑐, which requires min-

mising 𝜃 (see (S4) or (S15)). However, maximising yield, Y, defined in
12), will likely require maximising 𝜃. We thus propose a metric E =
S, the product of yield and FE, which combines how much product

s made with how efficiently it was attained. This is a necessarily
implistic metric, but a much more in-depth metric is discussed in
ection 3.2.

Fig. 1 shows the solution of (15) for a homogeneous catalyst loading
nd 𝑛 = 2. As the ratio 𝑞 between CO2 and H2 reaction rate constants
ncreases, the CO2 concentration increases due to a decrease in parasitic
uffer reactions.

Figs. 2 (a) and (b) show the solution of (16) for a linearly decreasing
atalyst loading and 𝑛 = 2 without homogeneous reactions (𝑛 = 0 and
→ ∞), similar to Kulikovsky [15]. The solutions for this case are

iscussed in the SI. A maximum effectiveness of 1 can be obtained
n this case, for high 𝑞 and Da. At lower 𝑞 a maximum arises at
ntermediate Da.

Figs. 2(c) and (d) include the effect of the homogeneous reactions.
t may be noted that the maximum effectiveness does not surpass 0.5.
his is due to the maximum yield of 0.5, with OH− produced by
O2ER consuming at least half of the CO2 through the buffer reactions.
therwise, the results are qualitatively quite similar to those in the

bsence of buffer reactions.

3 
Fig. 1. The dependency of the normalised concentration 𝑐 in (15) on the ratio 𝑞 of
CO2 and H2 reaction rates for an 𝑛 = 2 electron reaction with uniform catalyst loading.
As 𝑞 increases, the solution collapses onto the stoichiometry limited solution proposed
in Ref. [4].

No direct general improvement in the effectiveness, E, can be ob-
ained by reducing the catalyst loading, but for a fixed Da a decreased
atalyst loading can increase the effectiveness. An equal effectiveness
an always be obtained using a flat catalyst loading, by choosing the
ptimal value of Da, and the derivation of optimal values in SI 1.4
hows that the reverse is possible too. Any local optimum achieved
sing a flat catalyst loading can be matched by reducing catalyst
oading in a system with a higher fixed Da. Note that, unless 𝑞 is very
arge, this optimal Da is typically around or slightly above 1. The reason
s that at low Da the concentration varies little and the S is highest.

However, at high Da, the conversion and yield are much higher, giving
an optimum at intermediate values.

In SI 1.4 we also analytically determine the location of the optimal
value of the product Da𝛩 in terms of 𝑞. The solution for the case
without buffer reactions can be approximated with a maximum relative
error of 11% by

(𝛩Da)opt ≈ 1 + ln
(

1.2923𝑞
ln (1 + 𝑞)

)

(17)

hich is exact in the limit 𝑞 → 0. However, in this limit E → 0
nd for 𝑞 ≫ 1 a better approximation is the simple approximation
𝛩Da)opt ≈ ln (𝑞). For the cases with homogeneous reactions, similar
esults can be found with approximations accurate to about 7% for low
o moderately high 0 ≤ 𝑞 ≲ 103, and exact in the limit of low 𝑞,

𝛩Da)opt ≈
2
3
W (𝑞) ≈ 4

3
1 + 𝑞∕2
1 + 𝑞

ln
(

𝑞
ln (1 + 𝑞)

)

, (18)

nd an accurate simple approximation for 𝑞 ≳ 102 with (𝛩Da)opt ≈
1
2 ln

(

2𝑞
3

)

Using (17) and (18) the optimal flow velocity can be chosen
based on the channel length and reaction rates.

As shown, this approach can reap some benefits in a simple flow
reactor. In the most realistic case, Fig. 2(d), it is seen that the same
effectiveness can be attained with reduced catalyst loading at a higher
Damköhler number, representing a reduction in both capital cost of
catalyst and operational pumping costs. We extend the model to a sys-
tem more suited for industrial CO2ER to determine the improvements
that can be made in the more extreme conditions found in a GDE
electrolyser.

3. GDE model

To overcome the prohibitively low solubility and diffusivity of CO2
in aqueous electrolytes, GDEs are commonly used to supply gaseous
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Fig. 2. A comparison of effectiveness, E = YS, for linearly decreasing catalyst loadings for the system without homogeneous reactions with high 𝑞 → ∞, 2(a), and relatively low
𝑞 = 10, 2(b) and for the system with approximate homogeneous reactions with high 𝑞 → ∞, 2(c), and relatively low 𝑞 → ∞, 2(d), for an 𝑛 = 2 electron reaction. Red, blue and
green colours indicate 𝐴 = 0, 0.5 and 1, corresponding to 100%, 75% and 50% cumulative catalyst loading, respectively. For the low 𝑞 = 10 case, dotted lines show the respective
selectivities, S, and dashed lines show the respective yields, Y. In 2(c) and 2(d) the CO2 buffer reactions lower the maximum yield and hence maximum effectiveness to 0.5,
although 2(c) still exhibits behaviour similar to 2(a). In the most realistic system, 2(d), effectiveness remains low throughout due to reaction with OH− sourced from both the
CO2ER (2) and HER (3).
CO2 as close to the reaction sites as possible, minimising diffusive path
length. This means that reactant depletion occurs in a parallel gas
channel, and we must consider the transport of this depleted reactant
to the reaction site. Furthermore, employed electrolytes are commonly
optimised for high conductivity (e.g. KOH) or CO2 saturation and buffer
capacity (KHCO3), both of which can affect the local buffer reaction and
break the stoichiometric limit of Fig. 1. The diagram in Fig. 3 shows
the normal operation of such an electrolyser, in which gas phase CO2
is transported from the gas channel through the diffusion medium to
dissolve in the electrolyte in the catalyst layer (CL), where it reacts
at the catalyst sites. This, along with the undesired HER, produces
OH− ions that then aggressively react with the remaining aqueous CO2
molecules, forming HCO−

3 and then CO2−
3 . Depending on the choice

of electrolyte, there are additional sources, or sinks, of CO2 and OH−

from the electrolyte. If a high pH electrolyte such as KOH is used, the
concentration of OH− in the bulk electrolyte will exceed that in the
CL and act as a source, but a lower pH electrolyte can act as a OH−

sink, and in the case of CO2 saturated KHCO3, even act as a source
of reactant CO2. The extremely high CO2 mass transfer rate offered
by the GDE means that within the CL the CO2 concentration is often
out of equilibrium with the OH− concentration, although equilibrium
is still assumed in (5) with CO2−

3 . Thus, to model the behaviour upon
reducing catalyst loading, as illustrated in Fig. 4, we are also required
to independently consider the balance of OH− and gaseous CO .
2

4 
The effective utilisation of catalyst in GDEs has been investigated
in the context of exchange current density. Sun et al. noted that
reports of exchange current densities vary wildly between practical
GDEs and rotating-disc electrodes (RDEs), and endeavoured to con-
struct extremely well-defined mass transport conditions with a thin
catalyst layer RDE setup and varying catalyst mass loadings while
holding catalyst wt% constant [18]. Across each wt% bracket, they
found results consistent with linear correlation coefficients of 0.99,
0.97, and 0.92 for 0.02wt%, 0.1w%, and 0.5wt% respectively, and
conclude that erroneously low reports of exchange current density are
due to failure to correct for mass transport limitations. We posit that the
assumption of a linear explicit dependence of reaction rate on 𝜃 remains
valid in this model so long as the CL structure remains unchanged
for each value of 𝜃, as mass transport limitations are independently
included. We concede that a large increase in catalyst loading could still
affect the porous structure, but note that we only consider a selective
reduction in catalyst loading, so the porous structure should remain
largely unchanged, provided 𝜃0 is not already extremely large.

3.1. Theory

First, we note that the system is governed by the spatial develop-
ment of three correlated species: OH− , CO , and CO . We also
(aq) 2(aq) 2(g)
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Fig. 3. A typical GDE flow electrolyser with uniform catalyst loading. High OH− production leads to high parasitic consumption of CO2 through buffer reactions and severe
depletion of both aqueous and gaseous reactants.
Fig. 4. A GDE flow electrolyser with progressively decreasing catalyst loading. Lower reduction reaction rates lead to improved CO2 utilisation and reaction selectivity due to
lower buffer reaction rates, at the cost of lower single-pass conversion.
note that there is little variation in the flow-perpendicular in-plane
direction, and the characteristic in-plane length scales are far greater
than the through-plane length scales, so it is pertinent to reduce the
system from 2D to a 1D system with additional relations capturing the
through-plane effects. The gas phase is flow-driven and is modelled
by a simple ODE. It practically always has a sufficient Péclet number
to neglect diffusion in the flow direction, so gas concentration 𝑐g is
modelled by

−ULGC
𝜕𝑐g
𝜕𝑥

= 𝑘tGC(H
cc𝑐g − 𝑐), (19)

with 𝑐 the average concentration [CO2](aq) in the catalyst layer. U is
the average flow velocity [m/s] in the gas channel of width LGC and
𝑘tGC is the mass transfer coefficient [m/s] between the gas channel
(GC) and catalyst layer (CL). Here, t stands for transport, to make the
distinction with reaction rate constants that lack this superscript. H cc

is the dimensionless concentration-to-concentration Henry’s constant,
which for an ideal gas can be related to the more common partial
pressure-to-concentration Henry’s constant through H cc = H RT, where
R is the molar gas constant and T is temperature. Introducing an
aqueous-equivalent concentration c ≡ H cc𝑐g gives

−
ULGC
H cc

𝜕c
𝜕𝑥

= 𝑘tGC(c − 𝑐), (20)

We will write the equilibrium concentration in the aqueous phase at
the partial pressure of the gas inlet 𝑐 = H 𝑝 = H cc𝑐 . Using this,
0 CO2 ,0 𝑔,0

5 
(19) can be nondimensionalised as

−
DaGC
H cc

𝜕c̄
𝜕�̄�

= c̄ − 𝑐, (21)

where �̄� ≡ 𝑥
L , c̄ ≡ c

𝑐0
, 𝑐 ≡ 𝑐

𝑐0
. DaGC ≡ ULGC

𝑘tGCL
can be interpreted

as a gas channel Damköhler number. Within the catalyst layer there
is negligible flow, and the effect of diffusion parallel to the flow
channel is minuscule compared to the through-plane interaction with
the electrolyte and gas channels. Therefore, we let the spatial variation
of the aqueous species along the CL be entirely determined by their
local reaction rates and interactions with neighbouring channels. If we
again restrict ourselves to the case of 𝑛 = 2, this leads to the following
local species balances for CO2(aq) and OH−

(aq) respectively,

𝑘tGC(c − 𝑐)
⏟⏞⏞⏞⏟⏞⏞⏞⏟

transfer from gas channel

+ 𝑘tCO2
(𝑐B − 𝑐)

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
transfer from electrolyte channel

= LCL𝜖𝑘𝑐
⏟⏟⏟

CO2ER reaction

+ LCL𝜖𝑘r𝑐OH− 𝑐,
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

homogeneous reaction

(22)

𝑘tOH− (𝑐BOH− − 𝑐OH− )
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

transfer from electrolyte channel

+ 2LCL𝜖𝑘𝑐
⏟⏞⏟⏞⏟

CO2ER reaction

+ 2LCL𝜖𝑘H2
⏟⏞⏞⏟⏞⏞⏟
H2 evolution

= 2LCL𝜖𝑘r𝑐OH− 𝑐
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

homogeneous reaction

, (23)

with 𝑐OH− the concentration [OH−](aq) at the catalyst layer (see Fig. 5).
The constants we will use in our model calculations are listed in
Table 1. Here, 𝑘t refers to the mass transfer coefficients [m/s] of CO
CO2 2
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Fig. 5. Diagram of the numerical system (not to scale). Explicit variation in the flow-wise direction only occurs in the development of c, through (20), and in the development of
the boundary layer dependent mass transfer coefficients, 𝑘tOH− and 𝑘tCO2

. The concentrations 𝑐 and 𝑐OH− , governed by (22) and (23) respectively, depend on these parallel streams,
as well as each other and 𝜃.
𝑐

𝑐

from the bulk of the electrolyte channel to the CL. The bulk concentra-
tions in the electrolyte channel are given by 𝑐B and 𝑐BOH− , with the B
superscript referring to bulk concentration. In each case, mass transfer
from neighbouring channels is equated to volumetric sources/sinks due
to reactions, averaged across the CL. In (22), CO2 is being supplied by
or lost to the electrolyte channel, depending on the value of 𝑐B relative
to 𝑐, and similarly for 𝑐BOH− and 𝑐OH− in (23). We note that we will likely
see 𝑐BOH− > 𝑐OH− and 𝑐 > 𝑐B in high pH electrolytes, like KOH, with the
reverse being true for neutral pH electrolytes, like KHCO3. The CO2
then reacts through the thickness of the CL, LCL, both electrochemically
and with OH−. A similar balance is in (23), but with no gas channel
transfer. The same homogeneous reaction sink of CO2(aq) on the right-
hand side of (22) appears for OH−

(aq) on the right-hand side of (23). It
is doubled due to the second OH− ion consumed in converting HCO−

3
to CO2−

3 in (5). The CO2ER reaction sink CO2(aq) appears doubled and
as a source of OH−

(aq), because we consider 𝑛 = 2 in (2). Finally, also
in the HER source of OH−

(aq) a factor 2 appears, because through (3)
two OH−

(aq) ions are produced for each H2.

In non-dimensionalising (22) and (23) we elect to divide by a
characteristic value 𝜖LCL𝑘r𝑐0𝑐BOH− of the homogeneous term giving

�̄�tGC(c̄ − 𝑐)
⏟⏞⏞⏞⏟⏞⏞⏞⏟

transfer from gas channel

+ �̄�tCO2
(𝑐B − 𝑐)

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
transfer from electrolyte channel

= �̄�𝑐
⏟⏟⏟

CO2ER reaction

+ 𝑐OH− 𝑐,
⏟⏟⏟

homogeneous reaction

(24)

�̄�tH2
(1 − 𝑐OH− )

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
transfer from electrolyte channel

+ �̄�𝑐
⏟⏟⏟

CO2ER reaction

+ �̄�H2
⏟⏟⏟

H2 evolution

= 𝑐OH− 𝑐,
⏟⏟⏟

homogeneous reaction

(25)

where 𝑐OH− ≡ 𝐶
𝑐BOH−

, 𝑐B ≡ 𝑐B
𝑐0

, �̄�tGC ≡
𝑘tGC

LCL𝜖𝑘r 𝑐BOH−
, �̄�tCO2

≡
𝑘tCO2

LCL𝜖𝑘r 𝑐BOH−
,

�̄�tH2
≡

𝑘tOH−

2LCL𝜖𝑘r 𝑐0
, �̄� ≡ 𝑘

𝑘r 𝑐BOH−
, and �̄�H2

≡
𝑘H2
𝑘r 𝑐0

. Note the division by two
in the definition of �̄�tH2

, as this will always be a two electron transfer
reaction. It is worth noting that �̄�tCO2

and �̄�tH2
are determined by the

development of the electrolyte flow channel, and may also be functions
of �̄� if required, as shown in (S39).

So far, we have refrained from including the effect of catalyst load-
ing on �̄� and �̄�H2

. This is due to the fact that not all of the HER reaction
necessarily takes place on catalyst particles, and some may instead take
place on the CL substrate. Yang et al. showed that for catalyst deposited
directly onto the GDL, a substantial portion, if not the majority, of
HER takes place on the substrate [19]. However, they also showed that
for a PTFE-based CL this effect is much less pronounced. HER on the
6 
GDL does remain an issue in the case of electrolyte breakthrough and
flooding.

We implement the effect of catalyst loading by taking �̄� → 𝜃�̄�
for CO2ER but �̄�H2

→
𝜃+𝜃0
1+𝜃0

�̄� for HER. Here 𝜃0 represents the ratio
of substrate-based HER to total HER at full catalyst loading. A brief
investigation of the impact of nonzero 𝜃0 is given in SI 3.3. Here we
will assume that the PTFE content of our CL is sufficient to give 𝜃0 ≈ 0
and so rearrange (24) and (25) to

̄ =
�̄�tGCc̄ + �̄�tCO2

𝑐B

�̄�tGC + �̄�tCO2
+ 𝜃�̄� + 𝑐OH−

, (26)

̄OH− =
�̄�tH2

+ 𝜃�̄�𝑐 + 𝜃�̄�H2

�̄�tH2
+ 𝑐

. (27)

Solving (26) and (27) for 𝑐 and inserting that into (21), we arrive at

− 𝜕c̄
𝜕�̄�

= ac̄ + b −
√

𝛼c̄2 + 𝛽c̄ + 𝛾, (28)

where the coefficients are given in (S47). This equation is solved
numerically in MATLAB. Our addition of the additional flow channels
requires a more nuanced performance metric, which we will consider
now.

3.2. Performance metric

Although the reduction in total catalyst usage will save on electrol-
yser costs, we focus only on continuous operation efficiency. Factoring
in catalyst values would necessitate bold assumptions about total cell
material costs and lifespans, both of which are out of the scope of this
work. We note that 𝑛 = 2 corresponds to production of CO and consider
the following,

𝜈CO2
, the price of CO2 in $ mol−1, (29a)

𝜈CO, the price of CO in $ mol−1, (29b)

𝜈P, the price of electrical energy in $ J−1. (29c)

We propose the following rough profit metric in units of $ s−1 m−2

Y$ = 𝜈COY∗ − 𝜈CO2
X∗ − 𝜈P(Pe + Psep), (30)

which includes the power input per unit area of electrode towards elec-
trolysis Pe and separation Psep, in J s−1 m−2. The dimensional product
yield and conversion per unit electrode area, Y∗ and X∗ respectively,
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in mol s−1 m−2:

Y∗ =
LHLCL

A ∫

L

0
𝜃k𝑐𝑑𝑥 = X∗

maxY
LCL
LGC

, (31)

∗ =
ULHLGC

A
(

𝑐0 − 𝑐 (L)
)

= X∗
maxX, (32)

where LH is the cell height in the direction normal to the current and
the flow and each quantity is normalised by cell area, A = LHL. Here
∗
max = ULHLGC𝑐0

A = ULGC𝑐0
L is the maximum conversion per unit area.

he faradaic efficiency S remains equal to that in (10), inserting 𝑛 = 2.
ote that in this 𝑛 = 2 case, producing only CO and H2, the total rate
f electron charge transferred per unit area, C s−1 m−2, or the average
urrent density, can be written as

=
2FLHLCL

𝐴 ∫

L

0
𝜃(k𝑐 + kH2

)𝑑𝑥 =
2FLCL𝑐0k

𝑞 ∫

1

0
𝜃 (𝑞𝑐 + 1) 𝑑�̄� = 2FY

∗

S
,

(33)

where F is Faraday’s constant. For a cell potential V, the power per unit
area required for electrolysis is

Pe = 𝑗V = 2FY
∗

S
V. (34)

Note that separation is currently routinely done through non-electrical
means, but we assume future separation equipment will also be elec-
trified. Although the produced H2 has a value comparable to CO2 per
kg, the low molar mass of H2 means the market value of the amount
produced by HER is almost always negligible (≈1%). We include the
functionality in the MATLAB code and in the general case of the model,
described in SI 2.5, but henceforth neglect H2 in the profit metric. This
general case also includes options for non-catalytic HER, electrolyte
recombination and recirculation, crossover fractions, and user-defined
liquid product separation costs. Often, besides the reactant CO2 also
other species are present at the gas channel inlet. However, for the
sake of simplicity, we consider only reactants and products in our outlet
gas stream. Therefore, we can approximately consider the energy cost
of separation per mole of outlet gas, and then normalise the value by
inlet flow rate to get a cost of separation per second. The minimum
thermodynamic energy requirement of separation per second and unit
area is thus given by

P∗sep = −X∗
sepRT

∑

𝑖
𝑥𝑖 ln 𝑥𝑖 (35)

here X∗
sep =

(

ULHLGC
A 𝑐0 (1 − X) + 𝑗

2F

)

= X∗
max (1 − X) + Y∗

S is the total
oles per second to be separated per unit electrode area. The first term

epresents the amount of CO2 not converted, and the second term the
mount of CO produced, both per second and per unit electrode area.
ere 𝑥𝑖 are the mole fractions in the outlet gas stream. Note that in
I 3.4, where we consider 𝑛 > 2 for multiple product reduction, some
raction of the products may be liquid and thus remain in the liquid
tream rather than the gas outlet, see SI 2.5. We dampen this ambitious
inimum separation energy with an efficiency parameter 𝜇 through

sep =
P∗sep
𝜇 and note that for 𝑛 = 2 reduction to CO and H2

𝑥CO2
=

X∗
max (1 − X)

X∗
sep

, 𝑥CO = Y∗

X∗
sep

, 𝑥H2
= Y∗ − Y∗S

SX∗
sep

. (36)

n addition, we consider the possibility of CO2 crossover in the form
f HCO−

3 and CO2−
3 . While often impeded by selective membranes, CO2

rossover is difficult to fully prevent and leads to high recovery costs
s it evolves into the anodic O2 stream. Average costs are given by
∗
A ≈ 4 MJ kg−1 [20,21]. We can determine the carbonate production
ate by subtracting yield from conversion, and we can also introduce 𝜇c,
he crossover efficiency, to describe the fraction of produced carbonates
hat cross over, react back to CO , and evolve at the anode. Using this
2

7 
in (30), along with (34) and (35), gives a profit per second per unit
area of

Y$ =𝜈COY∗ − 𝜈CO2

(

X∗ − 𝜇c
(

X∗ − Y∗))

− 𝜈P

(

2VFY
∗

S
+ 𝜈A𝜇c

(

X∗ − Y∗) −
X∗
sepRT

𝜇
∑

𝑥𝑖 ln 𝑥𝑖

)

. (37)

By subtracting the crossed-over carbonate from X∗ in the second term,
we assume that from it the CO2 will be fully recovered. However,
we note that in the case of high anodic separation costs or low-cost
reactant, it could occur that 𝜈CO2

< 𝜈P𝜈A, in which case it would be
referable to neglect the anodic separation step and simply pay for
ore reactant, as shown in SI. S2.

This metric is easily generalisable by replacing 𝜈COY∗ with 𝜈𝑖Y𝑖

where 𝑖 are each of the respective products, as is seen in SI. 3.4. We
further note that the value of the produced H2 is neglected from the
analysis here for a fair comparison between reduction on Cu and Ag,
as a likely output of an Ag-based electrolyser would actually be syngas
rather than CO. An interested reader can enable the contribution of H2
to the metric, as is shown in SI. 2.5, but herein we focus on CO alone,
as a focus on syngas would lead to less clear conclusions due to varying
outlet mole fraction price and as well as a neglection of H2 separation
ost.

.3. Numerical method

In optimising the catalyst loading 𝜃 we will use (37) as the objective
unction. We will require as a constraint that the loading function, 𝜃(�̄�),
ust return a value on the interval (0, 1], that is to say not including

ero, must initially be unity, that is 𝜃(0) = 1, must be nonincreasing,
hat is 𝑥 > 𝑦 ⟹ 𝜃(𝑥) ≤ 𝜃(𝑦), integrates to some total catalyst loading
alue 𝛩 = ∫ 1

0 𝜃(�̄�)𝑑�̄�. For the sake of optimisation we will assume this
unction either takes a polynomial form,

(�̄�) =
𝑁
∑

𝑛=0
𝑎𝑛�̄�

𝑛, (38)

with coefficients 𝑎𝑛 and 𝑎0 = 1, or an equally spaced step function form
with

𝜃 (�̄�) =
𝑁
∑

𝑛=0

(

𝑎𝑛 − 𝑎𝑛−1
)

H
(

�̄� − 𝑛
𝑁

)

, (39)

with 𝑎−1 = 0 and where H (�̄�) is the Heaviside function. This allows us
to optimise for 𝑁 coefficients describing the catalyst loading profile.
We use a nonlinear optimiser in MATLAB with the above constraints to
determine the optimal values of 𝛩 and 𝑎𝑛 by solving (28) numerically.
Functional optimisation of (38) is simple due to the smoothness of
polynomials, but the discontinuities presented by (39) necessitate stiff
ODE solvers and spatial mesh refinement in the vicinity of steps, so
we use ode15s. The resulting code can be freely downloaded as a
supporting information file.

3.4. Results and discussion

3.4.1. Experimental comparison
While experimental works categorising the effects of undesired

inhomogeneity in CL design exist [22], none to date selectively load
the CL to balance mass transport and selectivity limitations. Nonethe-
less, Qi et al. [23] performed experiments with increasing numbers of
layers of NPAu leaf catalyst. They found that at low current densities,
where mass transport is unlikely to be an issue, the highest loading
showed good selectivity, but at higher current densities, at which mass
transport becomes more limited, the lower loading of 5 layers has the
highest selectivity and lowest cell potential. This supports the claim
that the excess catalyst present in the 10 layer case may be performing
HER more than CO electroreduction.
2
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Table 1
Table of model parameters based on Kenis group flow electrolysers [25–28]. For a full description of the parameters, refer to S1, and table S1.
Symbol Parameter Value Unit

L Channel length 2 × 10−2 m
LH Channel height 5 × 10−3 m
LGC Gas channel width 2 × 10−3 m
LEC Flow channel width 1.5 × 10−3 m
LCL CL width 8 × 10−6 m
X∗

max Gas flow rate 17 ml min−1

𝑄L Liquid flow rate 0.5 ml min−1

𝜀 CL porosity 0.4 –
H CO2 Henry constant 31.097 mol m−3 atm−1

p0 Initial pressure 1 atm
𝜈CO2

Price of CO2 3.1 × 10−3 $ mol−1

𝜈CO Price of CO 1.7 × 10−2 $ mol−1

𝜈P Price of electrical energy 1.4 × 10−8 $ J−1

V Cell potential 3 V
T Temperature 293.15 K
t
t
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l
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Similarly, Löwe et al. found that for their high performance opti-
isation, the medium catalyst loadings performed best [24]. Excessive

atalyst loadings led to high selectivity towards H2, which we would
predict is again due to excess catalyst being used for HER with in-
sufficient CO2 present due to mass transport limitations. Extremely
low loadings, by contrast, simply struggled to attain sufficient current
densities, due to a low effective exchange current density. Compared to
0.5 mg cm−2, 5 mg cm−2 showed much better activity, but much higher
tability and selectivity than 10 mg/cm−2. Interestingly, at high current

densities it also showed better selectivity than the 0.5 mg cm−2 case,
giving credence to the claim that some substrates allow enough HER to
have a significant effect on selectivity as the low-loading selectivity is
also reported to be a function of the Nafion/PTFE ratio.

3.4.2. Reference gas flow rate
To date, there are no experimental studies on the effect of flow-

wise catalyst loading variation in CO2ER, so our comparison must be
between the model with and without optimising catalyst loading. To
accurately predict current densities from cell potentials would require
additional closure relations in the forms of polarisation curves for
each species and electrolyte current distributions. These are outside
of the scope of this model, and seldom attain passable experimental
matches, due in some degree to the difficulty in attaining exchange
current densities as previously noted in the work of Sun et al. [18].
We instead aim to extract valid data from existing experimental setups
and apply the optimisation using those derived kinetics. To determine
geometric parameters, we take a generic microfluidic setup [26–28]
and its operation conditions. In addition to the parameters in Table 1
we take the experimental total current density of 𝑗 = 477 mA cm−2 with
n FE of 91.2% at a gas flow rate of 17 ml min−1 in 3M KOH [28]. We
hen fit the reaction rate 𝑘 and ratio 𝑞 to the reported FE and current
ensity and determine the maximum partial CO2ER current density

CO2 ,0 = 𝑛F𝑘𝑐0𝐿CL (40)

hat would be obtained in case the concentration would be 𝑐0 =
CO2

∕RT through the whole CL. Using this fictitious, but non-arbitrary,
igh current density, we can write a reference value for flow rates as

ref =
𝑗CO2 ,0A
𝑛F𝑐0

. (41)

This maximum conversion of all inlet concentration 𝑐0 is completely
nattainable, so this flow rate should be seen more as an impartial
eference flow rate. For the values in Table 1, 𝑄ref ≈ 24 ml min−1,
nd we note that this is in practice quite a high flow rate, so in Fig. 6
e consider flow rates of 𝑄 = 𝑄ref

2 and 𝑄 = 𝑄ref
4 .

3.4.3. Optimised profiles for Ag
We see that, following (22), the aqueous concentration is far lower

than the equilibrium concentration, due to the high electrochemical
8 
and homogeneous reactions being at comparably high rates to the GDL
mass transfer. By reducing the catalyst loading 𝜃, the optimisation
process decreases HER rate and thus pH in regions nearer to the outlet,
permitting higher CO2 concentrations. As the CO2 electroreduction rate
is first order in concentration, this increase mostly compensates for the
reduction in catalyst availability. For example, in Fig. 6(b), 𝑐 more
han doubles and 𝜃 drops to a third of its initial value, meaning that
he CO2 electroreduction rate is reduced by less than a third while the
ER is reduced by two thirds. Note that the optimised catalyst loading

owers the partial CO current density and also leads to a reduction in
ffectiveness metric E = YS of Fig. 2. However, the metric laid out
n (37) is increased by roughly 0.6% and 4.5% in Fig. 6(a) and (b)
espectively, as detailed in Section 3.4.5.

.4.4. Optimised profiles for Cu
The efficacy of the optimisation is sensitive to reaction kinetics and

as flow rate, so we further investigate the optimisation process on a Cu
atalyst cell, with reduction to multiple products with differing values
f 𝑛. We replace these different reactions with one reaction with an
ffective 𝑛 and 𝑘, in which different products are disambiguated by
heir respective experimentally fitted faradaic efficiencies. The value
f 𝑛 is then calculated as an average of electrons transferred for each
roduct, weighted by each the respective faradaic efficiency of that
roduct among CO2ER products. A bold yet necessary assumption for
he model is that reaction rates for each of the products remain first
rder in concentration. Using this assumption, we extract results from
he work of Hoang et al. [29] kinetic parameters for the new system.
hey measured a total current density of 311 mA cm−2 and FE towards
O2 products of 90.2% at a gas flow rate of 7 mL min. The observed
roducts CO, HCOOH, CH3OH, CH4, C2H4, and C2H5OH on average
sed 𝑛 ≈ 5 electrons transferred per CO2 converted. Notably, some of
hese products enter the liquid phase, but liquid separation is a less
traightforward process to scale and is neglected from the metric. See SI
.4 for more details. This lower current density and greater 𝑛 combine
o give a value of 𝑄ref ≈ 0.91 mL min−1, far lower than that of the
g based cell. This is relevant, as Fig. 7 shows that the Cu based cell
lready reaches near full conversion of the gas supply at this reference
low rate in KOH, primarily due to the non-electrochemical conversion
o carbonates, while the Ag cell does not reach full conversion at flow
ates even as low as 𝑄ref

4 .
A Cu catalyst based system encounters more issues with reactant

utilisation than Ag in KOH as the high 𝑛 means that the stoichiometric
limit of (14) instead using 𝑛 ≈ 5 becomes

lim
𝑞→∞

𝑐 = e−
(

1+ 5
2

)

Da �̄� = e−3.5Da �̄�. (42)

The relatively high average number of electrons transferred, 𝑛, used
in (2) means there are more OH− ions to parasitically consume the
CO . This manifests as an extremely high single pass conversion but low
2
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Fig. 6. Solutions to the numerical system showing normalised gas phase concentration CO2 (c̄), aqueous phase concentration CO2 (𝑐), catalyst loading (𝜃), and pH, for reduction
on an Ag catalyst in KOH. In Fig. 6(a), the single pass conversion is only slightly greater than 50% and a slight reduction of 12% in total catalyst loading increases selectivity
from 90.4% to 91.3%, at the cost of reducing total current density from 436 mA cm−2 to 424 mA cm−2. In Fig. 6(b), the single pass conversion now exceeds 70% and a large
reduction of 26% in total catalyst loading roughly doubles the aqueous CO2 concentration at the outlet and increases selectivity from 87.1% to 89.8%, at the cost of reducing
total current density from 326 mA cm−2 to 303 mA cm−2. In each case a reduced catalyst near the outlet improves selectivity at the cost of current density. The reduction in pH
due to decreased HER current and the higher local aqueous CO2 concentration combine to create a more favourable environment for electrochemical reaction of CO2, despite a
lower availability of catalyst in that region.
Fig. 7. Local plots of normalised gas phase CO2 (c̄), aqueous phase CO2 (𝑐), catalyst loading (𝜃), and pH for reduction on a Cu catalyst in KOH. In Fig. 7(a) the relatively low
electrochemical reaction rate permits a higher aqueous CO2 concentration near the inlet, but the high value of 𝑛 means that this still constitutes a large OH− source. A reduction
of 52% in catalyst loading greatly increases the selectivity from 78.8% to 87.4%, with a relatively small reduction in total current density from 141 mA cm−2 to 113 mA cm−2.
n Fig. 7(b) the effect of the high 𝑛 and high pH of KOH are sufficient that all reactant is depleted early in the channel, despite 𝑄ref being ostensibly sufficient. The optimiser

responds by completely removing catalyst in the depleted regions, fully eliminating the unnecessary HER and greatly improving selectivity from 63.9% to 85.3% with a reduction
in total current density from 82 mA cm−2 to 55 mA cm−2. High OH− production from the CO2 reduction as well as HER means that the local pH increases to extreme levels in
the unoptimised system, even exceeding the high KOH pH in the latter regions. It becomes preferable for the optimiser to remove large amounts of catalyst to reduce electricity
cost from HER, as it is practically impossible for the electrochemical reaction rate to compete with the homogeneous reaction rate and yield more product.
yield, motivating the optimiser to drastically decrease 𝜃 in the reactant
depleted regions. We can track CO2 in the model to find that in Fig. 6
roughly 45% of the reactant that enters the CL is converted to CO, but
in each case in Fig. 7 only around 15% is converted to products. This
means that of the almost unity single pass conversion, around 80% is
simply converted to carbonates, representing a large cost in reactant
loss and anodic separation.

3.4.5. Cost breakdown for Ag
The relevant costs for the Ag and Cu cases discussed above are

shown in Figs. 9(a) and (b), respectively. From Fig. 9(a) we see the
change in cost distribution after optimisation is subtle. Despite signifi-
cant catalyst removal, the distribution and the total costs only slightly
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change. The majority of the cost comes from electrolysis energy, with
reactant and anodic separation costs playing a smaller yet significant
role. It is noted that this anodic separation step is to recover CO2 that
has crossed over, so can be viewed as an additional reactant cost.
Furthermore, as this process depends on the price of electricity 𝜈P
rather than the price of CO2, 𝜈CO2

, so we must be careful to ensure
that the step remains feasible. In fact, if 𝜈CO2

were to drop by roughly
20%, it would be cheaper to simply purchase more CO2 rather than
waste electricity recovering it from the anode stream. To some extent,
this anodic separation cost can be seen as an energy cost due to poor
reactant utilisation rather than a direct reactant cost. Improvements in
profit margins are 0.6% and 4.5% respectively after optimisation for
the used lower and higher flow rates. To these modest improvements a
small saving in catalyst costs can be added.
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Fig. 8. Profiles after optimisation, denoted by dashed lines, show that the selectivity towards CO2 reduction products is significantly increased, the selectivity towards H2 is
significantly reduced, and the normalised current density is relatively unchanged. The effects are far more pronounced in Fig. 8(b), in which the gradient of 𝜃 is far steeper and
the average number of electrons transferred, 𝑛, is much higher.
Fig. 9. Bars representing the costs of electricity, Pe, reactant, PCO2
, anodic separation, Psep,A, cathodic separation, Psep,C and product chemicals, and the revenues PCO and Pprod

are shown for each system, in units of dollars per square metre of electrolyser area per day. The net profits are labelled above the dashed lines. In every case, electricity costs
dominate, and profit margin is improved by decreasing costs while attempting to maintain high product yield.
3.4.6. Cost breakdown for Cu

Fig. 9(b) shows a more tempered picture of reduction on Cu. Despite
higher normalised flow rates, the profit margins are much smaller (note
the different 𝑦-axis scaling), and even negative in the unoptimised case
using 𝑄ref . Due to the higher value of 𝑛, the fraction of cost from
converted CO2 is far smaller and electrolysis energy cost remains dom-
inant. The lower profit is clearly not due to a decrease in conversion,
as Fig. 7 shows near unity conversion, but is actually due to a low
portion of CO2 being converted to products. The high anodic separation
costs represent the overwhelming fraction of CO2 being converted to
carbonates and crossing over. Notably, the cathodic separation costs are
small, for a number of reasons: low outlet CO2 concentrations, due to
high single pass conversion; decreased product concentrations for non-
CO products, due to higher 𝑛 values yielding fewer moles of products;
and the fact that for reduction on Cu a significant portion of products
remain in the liquid phase, so they have no impact on the cathodic gas
stream separation cost. The improvements due optimising the catalyst
loading in this case are large, from a tripling in profit margin in the
higher flow rate case to a recovery from severe loss to minor profit in
the lower flow rate case.
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3.5. Discussion

Across all of Fig. 9, we see that a system with a lower gas flow
rate is more strongly optimised with a lower value of 𝛩 and a larger
improvement in profit margin. However, we also see that simply a
higher flow rate leads to a greater profit margin, despite the increase
in reactant cost, increase in separation cost, and decrease in single pass
conversion. Despite being a serious, even titular, focus in literature
studies, single-pass conversion is not always a good metric for CO2
electroreduction performance. In concurrence with more recent techno-
economic analyses, we find that anodic separation costs dominate
cathodic separation costs [21], but more importantly, electrolyser
energy dominates both [30]. Moore et al. neatly show that the energy
optima frequently lie at low single pass conversions of less than 10%,
and we can similarly show our agreement with this conclusion by
manipulating flow rate rather than current density to attain various
single pass conversions. Fig. 10 shows that indeed, low single pass
conversions, achieved by high flow rates, exhibit the highest profit
margins, and the largest cost is always Pe by a significant margin.

When additional products are considered the number of electrons
transferred is vital, as noted in Eq. (42). In Fig. 11 the primary product
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Fig. 10. Low flow rates correspond to high single pass conversions and low optimised 𝛩, to alleviate reactant shortages, whereas high flow rates yield low single pass conversions,
higher optimal 𝛩, and, in agreement with Moore et al. higher profit margins. At low single pass conversions, or equivalently very high gas flow rates, 𝛩 reaches unity, meaning
that the reactant supply is high enough that the electrolyser is operating effectively along its entire length.
is continuously varied from 55% FE towards C2H4 to 55% FE towards
HCOOH, with 𝑛 values of 6 and 2 respectively. It shows that HCOOH is
preferable not only due to its higher value per transferred electron, but
also leads to a lower anodic separation cost, Psep,A as less electrochem-
ically produced OH− is available to convert CO2 to carbonates. This
increased ratio between PCO2

and Psep,A is also indicative of a higher
CO2 utilisation, allowing higher single pass conversions to remain
feasible and thus optimal values of 𝛩 to be higher.

A recommendation following from this information is to simply
make the electrolyser shorter or to increase gas flow rate, both of
which have a similar positive effect. Indeed, this is the conclusion
found for the simple model in Section 2. However, from a practical and
economical perspective longer electrolysers may be preferred and there
are also limitations to the maximum gas flow rate that can be used.
High flow rates lead to turbulence and high pressure drops that can
lead to pressure-balancing problems that can cause catalyst drying or
electrode flooding. Therefore, often sub-optimal flow rates are used in
practice for which a variable catalyst loading can generate significant
benefits as shown in this work. In some systems that exhibit 𝛩 < 1
even at extremely low single pass conversions, the optimisation process
can be degenerate. This can correspond to systems that are limited by
insufficient mass transfer through the GDL or systems that are always
economically infeasible. In the former case, 𝛩 becomes independent of
flow rate and instead depends on GDL mass transfer rate. This change
can be reverted by simply lowering the current density, similar to the
conclusion of the 1D model, or by improving mass transfer through the
GDL or increasing 𝑐0 by increasing 𝑝CO2 ,0.

3.5.1. Limitations and extensions
The model presented here is generalisable to a wide range of

systems, but there are some boundaries to what is achievable. Firstly,
it is important to consider that the reaction order of CO2 at the
catalyst may vary for different catalysts and reduction products. Dif-
ferent rate-limiting steps lead to different order dependencies on CO2
concentration, pH, and even HCO−

3 as a reactant in neutral pH [31].
The model assumes first order dependence in CO2 concentration for
electroreduction, but similar equations can be derived for second order
or even fractional dependence on CO2 concentration. However, if mul-
tiple products have different order dependencies, as is possible for a Cu
catalyst producing C1 and C2+ products simultaneously, then Eq. (22)
and (23) would require additional terms and it would become more
expedient to solve the entire system numerically. This is generally the
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case across all different catalysts and products, and is merely a limita-
tion to the model used in this work, not to variable catalyst loading
in general. Another consideration is that the range of dimensionless
loadings, 𝜃 ∈ (0, 1], must roughly lie within the range where increased
loading does not significantly affect the structure of the CL.

Furthermore, the assumption required for Eq. (8) is that the pH is
sufficiently high that the carbonate buffer reaction can be collapsed
into a single 2OH− reaction, and this theoretically precludes the use
of the model with neutral or acidic electrolytes. However, Bernasconi
et al. showed that even in strongly acidic (pH 1) electrolytes, the local
environment at the CL can still become so alkaline at high current den-
sities that carbonate precipitation still becomes an issue [32]. As this
assumption in Eq. (8) only actually requires a high pH within the CL, it
will thus be true when operating at sufficient current density, regardless
of the choice of electrolyte. At lower current densities however, both
assumptions in Eq. (8) of single step buffering and of zeroth order HER
will break down, as the low pH will lead to the majority of HER being
first order in H+ concentration, as well as additional contribution of
direct reduction from HCO−

3 [33]. It is thus recommended to only use
the provided model at high current densities when considering acidic
or neutral media. Nonetheless, reduction in acidic media usually comes
at the cost of high HER due to H+ abundance, and aims to achieve high
single-pass conversion due to reduced buffer reactions, both of which
could lead to the outlet regions having poor FE. As electrolysis, and by
extension FE, is the predominant cost even when crossover is severe,
we predict that variable catalyst will be similarly useful in electrolysers
implementing acidic electrolytes.

3.5.2. Future prospects
We have shown that variable catalyst loading can yield solid results

in lab-scale electrolysers, but we also show that systems that already
operate efficiently are likely to gain little benefit from it. In many
cases, simply using a shorter electrolyser, higher gas flow rate, or lower
current density, is sufficient to circumvent these issues without the
need for selective loading. Nonetheless, it is important to reiterate that
this proposed method of selective catalyst loading lacks a significant
opportunity cost: even if a small or negligible effect on performance
is achieved, the capital cost of catalyst is reduced. While this might
only consist of a small saving for Sn and Ni based electrodes, highly
selective future cathodes could depend on expensive Cu-based metallic
organic frameworks and extremely expensive anodic Ir catalysts [34],
for which the reduction in capital cost from variable catalyst loading

would be considerable.
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Fig. 11. Plots comparing a selectivity bias towards C2H4, as seen in the reduction on a Cu catalyst in the setup of Fig. 7(a), with an equivalent setup with a biased selectivity
towards HCOOH. The initial selectivities seen in Table S2, are scaled from 3% FE to 55% FE towards HCOOH, and the opposite for C2H4, while maintaining the same first order
reaction rate. While the large increase in revenue can be attributed to the greater value of HCOOH per mole, it is also worth noting that PCO2

significantly increases and Psep,A
decreases, as a much greater portion of reactant CO2 is converted to product than carbonates. This is due to the much lower value of 𝑛 = 2 for HCOOH, compared to 𝑛 = 6 for
C2H4, which means two-thirds less OH− is electrochemically produced per reduced CO2, and much less CO2 is buffered away into carbonates. The low 𝑛 value also means that for
the same initial current density more CO2 is reduced per transferred electron, and along with the high price of HCOOH a high 𝛩 and high single pass conversion are possible.
The ideal form of CO2 reduction would be the direct reduction of
flue gas, due to its abundance and low cost, but the high O2 content
would necessitate high current densities to overcome the competitive
O2 reduction reaction [35], and combined with the relatively low CO2
content this would likely lead to the same high single-pass conversions
for which variable catalyst loading showed the greatest improvement.
Also, considering that lab-scale electrolysers often struggle with long-
term stability, it is likely that industrial scale electrolyser will have
to make significant concessions to ensure that salt precipitation, elec-
trolyte breakthrough, and flooding are mitigated. These phenomena
are often correlated, as a high local pH leads to carbonate super-
saturation, precipitation, and subsequent substrate damage, causing
loss of hydrophobicity, crack formation, and eventually differential
pressure imbalance and flooding [36]. Variable catalyst loading can
both mitigate the effects of suboptimal flow rates necessary to balance
pressure drops between the flow channels, and can aid in reducing the
local CL pH to prevent salt precipitation.

Another note is that the concentration boundary layer in an indus-
trial flow electrolyser could be broken up by periodic static mixers,
increasing the influence of the electrolyte boundary transfer terms in
Eqs. (22) and (23). The impact this would have on variable catalyst
loading depends on the choice of electrolyte and current density, as
it would be beneficial in reducing CL pH with neutral or acidic pH,
but would actually serve to increase CL pH in low-to-medium current
densities in alkaline media, while also permitting higher carbonate
crossover. As improved flow architectures, such as serpentine or inter-
digitated flow channels, are simulated to locate and minimise reaction
dead-zones, the impact of variable catalyst loading will decrease [37].
However, simulations showing the location and intensity of reaction
dead-zones can show exactly the regions and regimes in which a
selective reduction in catalyst loading would be useful, and can ideally
work together to further improve catalyst utilisation.

4. Conclusion

We considered first-order reaction systems with competitive sec-
ondary reactions, showing how these can be optimised with selective
reduction in catalyst. We first derived an analytical solution for simple
1D electrochemical flow cells, in which secondary reactions produce
reactant annihilating species. Using analytical solutions for different
catalyst loading profiles we show that improvements are possible at
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higher Damköhler numbers, corresponding to lower gas flow rates
or longer channels. Variable catalyst loading yields greater results in
systems with prevalent buffer reactions.

We further the investigation by developing a model of a GDE
based CO2 electrolyser, with a more comprehensive cost metric to
consider more realistic operation. In doing so, we find that many typ-
ical electrolyser setups can benefit from carefully engineered catalyst
distribution, and while some systems may not receive a large benefit it
must be reiterated that this benefit is effected by, in fact, a reduction in
catalyst capital cost. This means that this optimisation should always be
considered. Furthermore, we find agreement with recent literature that
a singular focus on single pass conversion or reactant utilisation may be
misguided, as electrolyser energy is the predominant cost in such cells,
and peak performance is reached at low single pass conversions. We
further find that, while variable catalyst loading has the greatest impact
on high single pass conversion systems, there are parameter spaces in
which variable catalyst loading will have a large impact regardless of
single pass conversion. As such, we recommend that interested readers
use and adapt the provided MATLAB code to investigate the potential
benefits of this optimisation process in their own systems.
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