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Summary

Experimentally investigating the nanoscale behavior at oxide-electrolyte interfaces
has proven to be extremely challenging. Molecular Dynamics (MD) simulations have
arisen as a potential computational alternative to gain atomic level insights at these
interfaces. But how accurately do these simulations represent the physics and chem-
istry at the interface? In many situations we do in fact not know. Validation at the
interface remains challenging. The force fields used in MD simulations, that describe
the inter-particle interactions, are generally optimized for purposes deviating consid-
erably from interfaces. Yet, these same force fields are blindly used to model surface-
fluid interactions, yielding wildly varying results of for example ion adsorption. This
dissertation tackles the problem of simulating interfaces by critically looking at MD
simulations and proposing novel solutions, both for MD simulations in general and
specifically targeting their validity and limitations with regards to modeling interfaces.

In Ch. 2, various water and ion force field parameters are combined in order to
give a perspective of the typical mix-and-match approach that is frequent in the lit-
erature, and to determine unambiguously, from the chosen selection of force fields,
the best combination of ion and water force fields for a given set of properties. In
particular, the combinations were assessed on hydration properties, ion dynamics,
and finite concentration effects such as solubility and ion pairing. Having determined
the best combinations of parameters for the fluid electrolyte phase, a realistic silica
surface is prepared by heating and cooling a 𝛽-cristobalite and functionalizing the sur-
face as described in Ch. 3. Subsequently, the amorphous silica surface and the fluid
electrolyte are put in contact to investigate the effect of surface roughness on elec-
trolyte mixtures. Specifically, in Ch. 3 the ion-specificity of a the surface is assessed
with respect to the ion hydration properties. For example, Ca2+ is expected to adsorb
preferentially at a surface compared to Na+, owing to their higher coulombic charge.
However, the surface roughness is found to be able to pose steric hindrances to the
ion hydration shells, such that some surface sites display preferential adsorption of
Na+ ions. While this exact mechanism cannot be observed in experiments owing
to its complexity and small time and length scales, several studies have suggested
such counter intuitive ion-specificity. These results thus provide a viable hypothesis
to shed light on these experiments.

In an attempt to bridge the gap between experiments and simulations in a more
tangible way, in Ch. 4, we explore opportunities within an electrokinetic framework.
In particular, we find that the conditions at which 𝜁-potential is zero serves as an ideal
control point due to its unique definition. Following the Helmholtz-Smoluchowski
theory, the conditions at which a zero 𝜁-potential is obtained are independent of the
solvent dielectric permittivity and viscosity and the functional form relating to each
electrokinetic measurement technique, thereby, providing a control point that is un-
ambiguously defined, while at the same time eliminating errors and uncertainties

vii



viii Summary

from the modeled solvent and/or confinement effects in experiments and/or simula-
tions. Exploiting this fact, we then show how the experimental conditions at which
𝜁 = 0 can be reproduced for a CaCl2 electrolyte in contact with amorphous silica by
a simple adjustment of the Lennard-Jones ion-surface interactions. While the work
here is limited to a single pH and concentration at which 𝜁 = 0, an infinite number of
conditions can be created at which 𝜁 = 0 by changing the pH and/or concentration
accordingly. This work thus provides the stepping stone to optimize and/or validate
the electrokinetic properties of MD simulations directly with experiments over a large
pH and concentration range.

Finally, in Ch. 5 limitations of MD simulations regarding surface proton exchange
reactions are investigated. Typically, these reactions can only be modeled by reac-
tive MD simulation, but their computational cost limits the properties that can be
studied. To overcome this limitation, we first develop a novel framework to include
surface reactions in MD simulations at no additional computational cost, and second
investigate their impact on the interfacial fluid structure and dynamics. The surface
reactions are mimicked in our approach by turning on (protonation) and off (depro-
tonation) the proton interactions without explicitly adding or removing the atom, nor
creating and breaking a bond. Using this simple, yet robust approach, we then show
that reaction rates in the same order of magnitude as predicted by more computa-
tionally expensive dissociative MD simulations can have a non-negligible impact on
the electric double layer structure and dynamics. In particular, we observe a shift
from specific to non-specific ion adsorption and a reduction of ion residence times
as the reaction rate increases. We then discuss the limiting cases of a non-reactive
and a very reactive surface in the framework of the Boltzmann equation, providing a
framework to rationalize the observed impact of protolysis reactions.



Samenvatting

Experimenteel onderzoek naar het gedrag van oxide-elektrolyt-oppervlakken op na-
noschaal is een grote uitdaging. Moleculaire dynamica (MD) simulaties lijken een
kansrijk computationeel alternatief voor het verkrijgen van nieuwe inzichten over
wat er gebeurt op atomair niveau aan deze oppervlakken. Maar hoe nauwkeurig is
de fysische en chemische weergave van deze simulaties? In veel situaties hebben we
geen idee, het valideren blijft een uitdaging. De krachtvelden die gebruikt worden in
MD simulaties om interacties tussen deeltjes te beschrijven zijn vaak geoptimaliseerd
voor andere systemen dan oppervlakken. Toch worden deze krachtvelden vaak direct
overgenomen voor het modeleren van oppervlak-vloeistofinteracties. Dit resulteert
in sterk afwijkende resultaten voor bijvoorbeeld de adsorptie van ionen. In dit proef-
schrift wordt kritisch gekeken naar het simuleren van interfaces met MD simulaties
en worden nieuwe oplossingen geboden voor zowel simulaties in het algemeen als
hun betrouwbaarheid en beperkingen voor oppervlakken.

In Hoofdstuk 2 worden verschillende krachtvelden voor water en ionen gecom-
bineerd om een overzicht te geven van de typische mix-en-matchaanpak die vaak
gebruikt wordt. Op die manier wordt de beste keuze gemaakt van krachtvelden voor
het voorspellen van bepaalde verzamelingen van eigenschappen. In het bijzonder
wordt daarbij gekeken naar hydratie-eigenschappen, dynamica van ionen en de ef-
fecten van de eindige concentratiegrootte zoals oplosbaarheid en ionenassociatie.
Met de gekozen krachtvelden voor de elektrolytische vloeistof wordt vervolgens een
silica-oppervlak gecreëerd door het verhitten en afkoelen van een 𝛽-cristobaliet zo-
als beschreven in Hoofdstuk 3. Daarna worden het amorfe silica-oppervlak en de
elektrolytische vloeistof samengebracht om onderzoek te doen naar het effect van
de ruwheid van het oppervlak op elektrolytische vloeistoffen. Bovendien wordt in
Hoofdstuk 3 gekeken naar het verband tussen de ion specificity van het oppervlak
en de hydratie-eigenschappen van het ion. Zo zou men verwachten dat Ca2+ makke-
lijker adsorbeert aan het oppervlak dan Na+ vanwege de grotere lading van het ion.
Het blijkt echter dat de ruwheid van het oppervlak sterische hindering kan veroorza-
ken in de hydratieschillen van het ion waardoor sommige sites makkelijker Na+-ionen
adsorberen. Hoewel het precieze mechanisme achter dit gedrag lastig waar te ne-
men valt in experimenten vanwege de complexiteit en kleine tijd- en lengteschalen,
wordt in een aantal onderzoeken dit principe wel als verklaring gegeven voor deze
onverwachte adsorptie-eigenschappen. De resultaten van het onderzoek dat hier
wordt gepresenteerd dragen dus bij aan de onderbouwing van de verklaring voor
het waargenomen gedrag.

In Hoofdstuk 4 wordt een poging gedaan om de parallel tussen experimenten
en simulaties tastbaarder te maken door gebruik te maken van een elektrokinetisch
framework. Wanneer de 𝜁-potentiaal nul is, zien we dat de thermodynamische om-
standigheden zich prima lenen als controlepunt vanwege de unieke definitie. Vanuit
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x Samenvatting

de Helmholtz-Smoluchowski theorie volgt dat die omstandigheden onafhankelijk zijn
van de diëlektrische permitiviteit en viscositeit van het oplosmiddel en de functionele
vorm met betrekking tot elke elektrokinetische meettechniek. Daardoor wordt een
eenduidig controlepunt vastgelegd en worden tegelijkertijd fouten en onzekerheden
weggenomen van het gemodelleerde oplosmiddel en/of eindige grootte-effecten in
experimenten en/of simulaties. Met gebruik van deze kennis wordt dan aangetoond
hoe de omstandigheden van een experiment met 𝜁 = 0 kunnen worden gereprodu-
ceerd voor CaCl2 en amorf silica door een eenvoudige aanpassing van de Lennard-
Jones parameters voor de ion-oppervlakte-interacties. Hoewel het werk hier gebon-
den is aan één enkele pH-waarde en concentratie, zodat 𝜁 = 0, kunnen er oneindig
veel situaties worden gecreëerd door de pH-waarde en concentratie op de juiste
manier te kiezen. Er wordt hier dus een eerste stap gezet voor het optimaliseren
en/of valideren van elektrokinetische eigenschappen in MD simulaties direct vanuit
experimenten met verschillende pH-waarden en concentraties.

In hoofdstuk 5 worden tenslotte de beperkingen van MD simulaties onderzocht op
het gebied van oppervlakte-proton reacties. Deze reacties kunnen typisch alleen ge-
modelleerd worden met reactieve MD simulaties. De eigenschappen die hiermee on-
derzocht kunnen worden zijn echter beperkt vanwege de hoge rekentijd die hiervoor
nodig is. Daarom ontwikkelen we een nieuw framework om de oppervlaktereacties
te simuleren zonder extra rekentijd, en onderzoeken we de invloed van deze reacties
op de vloeistofstructuur aan het oppervlak en de dynamica. De oppervlaktereacties
worden gemodelleerd door de protoninteracties aan te zetten (protonering) en uit te
zetten (deprotonering) zonder het atoom te verwijderen of bindingen te verbreken.
Met deze methode laten we zien dat de reactiesnelheden, die van dezelfde orde-
grootte zijn als bepaald in dissociatieve MD simulaties die meer rekenkracht vereisen,
een niet-verwaarloosbaar effect hebben op de elektrische dubbele laag structuur en
dynamica. In het bijzonder nemen we een verschuiving waar van specifiek naar niet-
specifieke ion-adsorptie en een kortere duur van ion-opname als de reactiesnelheid
hoger is. We bekijken dan de limietgevallen, niet-reactieve en sterk reactieve op-
pervlakken, in het licht van de Boltzmann-vergelijking die ons handvatten biedt voor
een beter begrip van het waargenomen gedrag in protolyse.



1
Introduction

After another rainy day in The Netherlands, the people and animals, the trees and
houses, and the cars and streets, are all wet. Yet, it was a day of light rain. No pud-
dles or water streams are found anywhere. Also not on the stone tiles in my garden
(Fig. 1.1). The tiles adsorbed all the water in a more or less sponge-like fashion. The
same rain water however, forms droplets on the Hedera Helix leaves in my backyard,
as if an invisible layer was keeping the water inside a balloon (Fig. 1.1). The differ-
ence between the tiles of the footpath and Hedera leaves are their surface properties.
The stone tiles are hydrophilic, which derives from the greek hydro, meaning water,
and philic meaning love. As a result, water molecules feel attracted to the surface
wetting the tiles, making them look wet. In contrast, the Hedera Helix leaves are
hydrophobic, which translates to water-fearing, resulting in water molecules feeling
repelled and forming droplets on the surface. While the effects of water on tiles
and Hedera leaves are visible to the naked eye, the hydrophilicity/hydrophobicity
of a surface is determined by the surface chemistry at the nanoscale. In particu-

Figure 1.1: Photo of a Hedera Helix leave on stone tiles taken in my backyard after a rainy day.
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2 1. Introduction

lar, the atomic interactions between surface atoms and water molecules. Studying
and understanding these interactions however, is not trivial. Experimental tech-
niques generally lack the spatial and/or temporal resolution, while the realism of
many computational methods is questionable [1]. For example, particle-based sim-
ulations can shed light onto time and length scales not available in experiments, but
their parametrization typically requires the difficult to obtain representative experi-
mental data. A symbiotic relationship between experiments and simulations should
thus yield a very promising prospect to better understand interfaces. Yet, two severe
bottlenecks are found that currently hinder a harmonious relationship:

1. a lack of detailed insights from experiments complicates the development and
parametrization of computational methods that can capture the intricacies of
interfaces,

2. the available computational power limits the level of detail and system size that
can be modeled.

In this dissertation, we will tackle both these bottlenecks focusing on Molecular Dy-
namics (MD) simulations by first establishing the state of the art in simulating inter-
faces (Chs. 2 and 3), second defining a framework to validate the modeled interface
(Ch. 4), and third expanding the level of detail modeled at no additional computa-
tional cost (Ch. 5).

But first, a few key concepts will be introduced and discussed in this introduction
followed by a more detailed outline of the present work.

1.1. The Solid-Liquid Interface
Solid-liquid interfaces are omnipresent in nature and central to many scientific fields
such as colloid and materials science, phase separation and catalysis, and electro-
chemistry and energy harvesting. A better understanding of interfaces can thus
potentially lead to improved designs of many devices including batteries, osmotic
power membranes, drug delivery capsules or nuclear waste disposal sites. For ex-
ample, consider that nuclear waste is typically disposed of in metal bins that are sub-
sequently stored underground, often in old salt mines or in especially constructed
concrete bunkers. The idea of this approach is obviously to avoid our ecosystem
from being exposed to nuclear waste. Unfortunately, both the metal containers and
the underground storage facilities corrode, posing serious environmental and health
risks. It is thus of paramount importance to design the nuclear waste bins and
disposal sites to minimize dissolution. For drug delivery capsules the problem may
occasionally be reversed. Imagine a drug designed to be taken orally and to dis-
solve in the stomach. In this case, the capsule needs to be designed to dissolve
in specific environments (stomach). Finally, consider a lithium ion battery, in which
lithium moves from one side (anode) to the other (cathode), and vice-versa, when
charging/discharging the battery. This repeated motion of ions over time, leads to
so called dendrite growth, where the ions slowly build up on the anode. As a result,
fewer mobile ions are left reducing the battery performance, and on top of that if the
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Figure 1.2: Schematic of an idealized solid-liquid interface. The solid in this case is negatively charged

dendritic lithium reaches the cathode a short circuit occurs, essentially killing the bat-
tery. Improving our understanding of solid-liquid interfaces is thus hugely important
for the scientific community, with impacts reaching our every day lives. But how do
these interfaces look like at the nanoscale? Typically, the solid surface will assume
a given surface charge, which depends on the material and surrounding conditions,
such as temperature and pH, and the fluid will layer itself at the interface. Water
molecules will either orient themselves towards or away from the surface, and ions
will feel attracted or repelled, depending on their charge. The resulting interface is
thus the surface with a surface charge, layered water molecules, and layered ions as
shown in Fig. 1.2.

The fluid particles within the interface, can further be divided into layers [2, 3].
The layer nearest to the surface is called the Stern layer, and is considered to consist
of immobile particles, that are tightly connected to the surface. The layer to the
right of the Stern layer in Fig. 1.2 is the diffuse layer. In this layer particles are
mobile, but experience a certain impact from the surface. For example, in the case
as shown in Fig. 1.2, the amount of cations will exceed the amount of anions in this
layer, resulting in a charge imbalance, and the water molecules will still experience
an orientational preference. Additionally, it is often argued that the fluid properties
in this layer are neither those of the mobile bulk fluid, nor those of the immobile
Stern layer, but somewhere in between [1]. Finally, the fluid particles further away
from the surface are considered to be part of the bulk. In other words, the particles
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within the bulk are not influenced by the presence of the surface, i.e. the number
of anions and cations is similar, and the generally known fluid properties such as the
viscosity are assumed to reign in this layer.

The drawing in Fig. 1.2 might lead the uninitiated reader to believe that the in-
terface is fairly understood, but nothing could be further from the truth. The picture
presented in Fig. 1.2 is quite idealized. The surface is flat, and both anions and
cations are of the same valency and size. In real life however, surfaces are not per-
fectly flat. Consider for example the stones in Fig. 1.1, which when touched by a
human finger feel rough. This roughness also continues for most materials on the
nanoscale. The layering as described in Fig. 1.2 thus starts to break down, and
locally the layers may overlap. Additionally, most aqueous solutions contain a multi-
tude of different salts, with different sizes and valencies, which compete to adsorb at
the surface. Which salt will adsorb however, depends on many factors, which are not
all known and/or understood. Despite these clear shortcomings however, most the-
oretical models that interpret the interface are based on the idealized interpretation
as given in Fig. 1.2. But how can we then obtain a better picture of the interface,
including the all the intricacies of the interface?

Starting from a classical approach, a scientist would start by observing the in-
terface. For example the scientist may put the interface under a microscope or use
his/her own finger to feel any properties at the interface. This empirical approach also
leads to the most common experimental methods, which broadly can be classified
into optical methods, touch based methods, and electrokinetic methods.

In optical methods, specific properties are observed using imaging devices. In
the most basic form, cameras are used to record water droplets on a surface. To gain
insights at the nanoscale however, more advanced methods are needed. These can
broadly be defined as reflecting light beams on a surface as shown in red in Fig. 1.3,
and measuring for example the wavelength, frequency, intensity and/or angle of the
reflected beams [4]. From these measurements, for example the surface structure,
as well as the orientation of water molecules near the surface can be inferred. The
reflected beams however essentially only provide information about the vibrations of
atoms, and thus cannot provide full atomistic positions as given in Fig. 1.2.

As mentioned above, contact methods work in a similar manner as when our
fingers touch an object such as the stones or leaf of Fig. 1.1 However, our fingers
are fairly large, and cannot provide any details of the interface below a few mm. In
order to study interfaces, a sort of needle is thus used that is passed over the surface
to measure all the individual hills and ravines of the surface as shown in Fig. 1.3.
This approach is known as Atomic Force Microscopy (AFM) [5], in which a needle
with a tip radius in the order of a few nm (1 nm = 1×10ዅዀ mm) is typically used. As
becomes obvious when passing a needle over one’s skin, this method is however quite
intrusive, the surface feels the needle, and the needle may thus alter the interface
at every pass, such that some scientist consider that only transient properties can be
measured. As a result, the properties that can be obtained using AFM, are limited to
for example determining the surface charge and/or calculating the dissolution rate.
Additionally, the scientific community is at odds whether the AFM tip (needle) is in
contact with the surface, or one of the first layers of water molecules. Think for
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Figure 1.3: Simplified schematic of a surface when exposed to a light beam (red) to be reflected in an
optical experimental method such as non-linear spectroscopy and an Atomic Force Microscopy tip passing
over the surface.

example of the humidity on our fingers when touching the brick. Do we really touch
the brick, or only the water between the brick and our fingers?

The last class of experimental methods discussed here are the electrokinetic
methods [6]. In essence, these methods exploit the fact that a surface tends to
attract either positive or negative ions, and repel the other ones. This in turn gener-
ates a charge imbalance in the diffuse layer as shown in Fig. 1.2, where more cations
than anions are found near the surface. When applying an external force to the fluid
tangential to the surface, such as a pressure gradient, the fluid will move parallel to
the surface, and drag ions along. Owing to the distribution of mobile and immobile
ions (see for example Fig. 1.2 where in the diffuse layer more cations are mobile),
more cations than anions will move along with the fluid inducing an electric current.
Finally, this current is measurable, and can be used to infer various properties of
the interface, such as the charge within the diffuse layer and/or the surface charge.
Thus again, individual atomic positions cannot be determined with these methods.

As an alternative to classical experimental methods based on empiricism and
observations, simulations have presented themselves as a viable alternative to inter-
pret and observe nature. This is also the case for solid-liquid interfaces, which at
a nanoscale can be studied best using molecular modeling, a technique employed
to model and/or mimic the behavior of particles/molecules. Within Molecular Model-
ing, a distinction can further be made between quantum chemistry [7] and classical
molecular mechanics methods. Within quantum chemistry, the smallest individual
units are typically electrons surrounding lumps that include protons and neutrons.
Within classical molecular mechanics [8], which involves the use of classical Newto-
nian mechanics, atoms or molecules are typically treated as the smallest individual
units. It is within the second group, classical molecular mechanics, that the length-
and time-scales relevant for this dissertation (from angstrom to nanometers and from



1

6 1. Introduction

femtoseconds to nanosecons) are generally studied, using so-called Molecular Dy-
namics (MD) simulations. It is these simulations, that will also be used throughout
this work and are therefore introduced in the next section.

1.2. Molecular Dynamics Simulations
Molecular Dynamics (MD) is a particle-dynamics based computational technique that
analyzes the interactions between particles (can be atoms and/or molecules) follow-
ing classical Newtonian mechanics [8]. It falls within the big picture of computational
methods between quantum and meso-scale approaches as shown in Fig. 1.4. Based
on the interactions between particles, these will experience a certain force F። that
causes a motion following Newton’s second law F። = 𝑚።a። (𝑚። being the mass or par-
ticle 𝑖 and a። being the acceleration of particle 𝑖), giving rise to the dynamic evolution
of the system or trajectories:

𝑑r።
𝑑𝑡 = u። (1.1)

𝑑u።
𝑑𝑡 =

F።
𝑚።
. (1.2)

From these trajectories (particle positions r። and velocities u። for each particle 𝑖 over
time 𝑡), various thermodynamic, structural and dynamic properties can be calculated
with the help of statistical mechanics. For example, ion adsorption can be determined
based on the ion position with respect to surface atoms, the temperature is derived
from particle vibrations and the pressure is given by the particle density within a
given region as explained in more detail below. Equivalently, system conditions such
as the temperature and pressure can be controlled by scaling the particle velocities
and positions as will be discussed later. MD simulations thus provide a powerful
bottom-up approach to attain detailed atomic level insights, where global properties
at a macroscopic level result directly from the interactions at the microscopic level.

Integrating the system of Eqs. (1.1) and (1.2) numerically in time advancing time
𝑡 with a time step Δ𝑡 𝑂(fs)) using a truncated Taylor series expansion and leapfrog
integration yields the famous velocity-Verlet algorithm

r።(𝑡 + Δ𝑡) = r።(𝑡) + u።(𝑡)Δ𝑡 +
F።(𝑡)
2𝑚።

(Δ𝑡)ኼ (1.3)

u።(𝑡 + Δ𝑡) = u።(𝑡) +
F።(𝑡) + F።(𝑡 + Δ𝑡)

2𝑚።
Δ𝑡, (1.4)

where the force is given by

F። = −
𝑑𝑈
𝑑r።

, (1.5)

with 𝑈 being the potential energy determined by the inter-particle interactions.
Two main types of inter-particle interactions can be defined, bonded and non-

bonded interactions. Non-bonded interactions are those that occur between par-
ticles that are not linked by covalent bonds, for example, between different water
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Figure 1.4: Schematic of computational techniques at different time and length scales. The acronyms
are as follows: Molecular Dynamics, Lattice Botlzmann Method, Finite Difference Method, Finite Volume
Method, Finite Element Method.

molecules or ions, and bonded interactions are those that result from covalent bonds,
for example, the interaction between oxygen and hydrogen within the same water
molecule. The most common types of non-bonded interactions are the van der Waals
attraction and Pauli repulsion, expressed together by the Lennard Jones (LJ) poten-
tial, and Coulombic (electrostatic) forces. The most common bonded interactions are
spring-like constraints on bonds and angles. The addition of both non-bonded and
bonded interactions results in the potential energy

𝑈 = ∑
non-bonded,።፣

{4𝜖።፣ [(
𝜎።፣
|r።፣|

)
ኻኼ
− (

𝜎።፣
|r።፣|

)
ዀ
]

⏝⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⏝
LJ

+
𝑞።𝑞፣

4𝜋𝜀ኺ𝜀፫|r።፣|
}

⏝⎵⎵⎵⏟⎵⎵⎵⏝
Coulomb

+ ∑
bonds

1
2𝑘 (𝑟 − 𝑟ኺ)

ኼ + ∑
angles

1
2𝑘᎕ (𝜃 − 𝜃ኺ)

ኼ

⏝⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏝
bonded

.
(1.6)

In this expression, the summation ∑non-bonded,።፣ indicates that non-bonded interac-
tions of a particle 𝑖 with respect to all other particles 𝑗 ≠ 𝑖 are pairwise additive.

The LJ potential (first term in Eq. (1.6)) describes the distance dependent at-
traction (van der Waals) and repulsion (Pauli) that occurs between 2 non-covalently
bonded atoms/molecules due to their electron clouds. At short distances electron
clouds overlap resulting in a strong repulsion, while as the distance increases, par-
ticles attract each other as shown in Fig. 1.5. 𝜖 and 𝜎 represent respectively the
depth of potential or dispersion energy and distance at which the particle potential
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is zero.
The Coulombic interaction between 2 charged and non-covalently bonded parti-

cles 𝑖 and 𝑗 is given by the second term in Eq. (1.6), with 𝜀ኺ and 𝜀፫ being the vacuum
and relative dielectric permittivity, respectively. Equally charged particles will repel
each other and differently charged particles will attract each other as shown in Fig.
1.5.

Bonded interactions (third and fourth term in Eq. (1.6)) follow the principle of
harmonic springs (other possibilities exist, but are not used throughout this work).
A corrective energy is applied based on the deviation from an equilibrium position,
(𝑟 − 𝑟ኺ)

ኼ for bonds and (𝜃 − 𝜃ኺ)
ኼ for angles, and a given spring constant 𝑘 (sub-

script 𝑏 for bonds and 𝜃 for angle).
From the inter-particle interactions described above, 𝜖, 𝜎, 𝑞, 𝑘, 𝑟ኺ, 𝑘᎕ and 𝜃ኺ

are all parameters that need to be described per particle 𝑖, particle pair 𝑖𝑗 and in the
case of an angle per group of 3 atoms. This description is typically encompassed in
so called force fields. These are sets of parameters for these parameters optimized to
reproduce a specific set of properties. For example the SPC/E water model specifies
these parameters to reproduce typical water properties at ambient conditions, for
example density, pressure and temperature. Specifically, the SPC/E water model
specifies 𝜎, 𝜖 and 𝑞 parameters per atom type 𝑖, 𝑘 and 𝑟ኺ for the OH bond and
𝑘᎕ and 𝜃ኺ for the HOH angle. Non-bonded 𝑖𝑗 pair interactions are resolved using
combination rules. While the use of combination rules is not universal and some
force fields describe non-bonded 𝑖𝑗 interactions explicitly, they are used in a lot of
force fields. The most common combination rules are the Lorentz-Berthelot and
geometric combination rules

Lorentz-Berthelot: {𝜎።፣ = ᑚዄᑛ
ኼ

𝜖።፣ = √𝜖።𝜖፣
(1.7)

Geometric: {𝜎።፣ = √𝜎።𝜎፣
𝜖።፣ = √𝜖።𝜖፣ .

(1.8)

More details on the force fields used throughout this dissertation will be disclosed in
the individual chapters.

Finally, for computational efficiency, simulations only model a limited number of
particles to represent an infinite system. This is achieved by using so-called periodic
boundary conditions. In essence this means that a primary simulation cell as shown
in 2D in Fig. 1.6, is surrounded by identical replicas. Any motion that occurs in the
primary cell, will thus also occur in the replicas. Leading to the fact that when a par-
ticle leaves the primary cell on one edge, it re-enters on the opposing edge as shown
for the magenta particle in Fig. 1.6. Additionally, since calculating inter-particle in-
teractions with an infinite number of replicas would be computational madness, the
minimum image convention is applied. In other words, for every interaction between
2 particles, only the nearest replica is considered. This is shown in Fig. 1.6 between
the full magenta and green particles by a green tick and a red cross. The tick sig-
naling the distance used computationally, and the cross signaling the distance that
is discarded.
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Figure 1.5: Typical non-bonded interactions in Molecular Dynamics simulations. In red are the Lennard-
Jones interactions. In black the Coulomb interactions, continuous line for Coulomb interactions between
equally charged particles and dashed line for Coulomb interactions between differently charged particles.

Figure 1.6: Schematic to display the workings of periodic boundary conditions.
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Thus far, the presented framework would only allow simulations in the micro-
canonical or NVE ensemble. Meaning the number of particles 𝑁, volume 𝑉 and
total energy 𝐸 of the system are conserved. When reproducing real experimental
conditions however, these are not always the most favored and representative con-
ditions. In such cases conserving and/or controlling the temperature and/or pressure
is preferred. This is achieved by for example scaling the velocities to control the tem-
perature yielding the canonical or NVT ensemble, and/or the particle positions and
simulation volume to control the pressure yielding the isothermal-isobaric or NPT en-
semble. Note that other ensembles exist, but these are not relevant for the present
dissertation.

In the NVT ensemble the number of particles 𝑁, volume 𝑉 and temperature 𝑇 of
the system are conserved. In its most basic form, the velocities u። are scaled by

𝛾 = √𝑇ኺ/𝑇 (1.9)

where 𝑇ኺ is the target temperature, set by the user, and 𝑇 is the current temperature
determined from the particle vibrations following

𝑇 = 1
𝑛𝑘ፁ𝑁

∑
ፍ
𝑚።uኼ። , (1.10)

with 𝑘ፁ being the Boltzmann constant and 𝑛 indicating the dimensionality (1D, 2D
or 3D) [9]. This direct scaling however, leads to unrealistic fluctuations, i.e. instan-
taneous scaling of the velocity to the right temperature, such that the Nosé-Hoover
thermostat is typically preferred. Rather than scaling the velocities directly and in-
stantaneously, in the Nosé-Hoover thermostat [10] the velocities are scaled slowly
by including the coupling factor 𝛾

𝑑𝛾
𝑑𝑡 =∑

ፍ
𝑚።uኼ። − (𝑛𝑁 + 1)𝑘ፁ𝑇ኺ, (1.11)

into the equations of motion

𝑑r።
𝑑𝑡 = u። , (1.12)

𝑑u።
𝑑𝑡 =

F።
𝑚።

− 𝛾
𝑄ፓ

u። . (1.13)

Here, 𝑄ፓ is an effective coupling mass that determines the intensity of the oscillations
(scales with 𝑑𝑘ፁ𝑇).

The most common approach to control the pressure (ideal gas or kinetic contri-
bution plus internal forces between atoms)

𝑝 = 𝑁𝑘ፁ𝑇
𝑉 + 1

𝑛𝑉 ⟨∑𝑟።፣F።፣⟩, (1.14)

is via a Nosé-Hoover style barostat [10]. This method is quite similar to the Nosé-
Hoover thermostat, by introducing a coupling parameter 𝛼 to the equations of motion
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(5.4) to scale the particle positions, velocities and box size, resulting in

𝑑r።
𝑑𝑡 = u። +

𝛼
𝑄፩
𝛼r። , (1.15)

𝑑u።
𝑑𝑡 =

F።
𝑚።

− 𝛼
𝑄፩

u። , (1.16)

𝑑𝑉
𝑑𝑡 = 𝑛𝑉

𝛼
𝑄፩
. (1.17)

with

𝑑𝛼
𝑑𝑡 = 𝑛𝑉(𝑝 − 𝑝ኺ) (1.18)

(1.19)

and 𝑄፩ being an effective coupling mass that determines the oscillation intensity
(scales with 𝑛𝑁𝑘ፁ𝑇), 𝑝 is the current pressure and 𝑝ኺ is the desired pressure.

When combining the Nosé-Hoover thermostat and barostat, the following equa-
tions are obtained:

𝑑r።
𝑑𝑡 = u። +

𝛼
𝑄፩

r። , (1.20)

𝑑u።
𝑑𝑡 =

F።
𝑚።

− 𝛼
𝑄፩

u። −
𝛾
𝑄ፓ

u። , (1.21)

𝑑𝑉
𝑑𝑡 = 𝑛𝑉

𝛼
𝑄፩
. (1.22)

with

𝑑𝛼
𝑑𝑡 = 𝑛𝑉(𝑝 − 𝑝ኺ) −

𝛼𝛾
𝑄ፓ
, (1.23)

𝑑𝛾
𝑑𝑡 =∑

ፍ
𝑚።uኼ። − (𝑛𝑁 + 1)𝑘ፁ𝑇ኺ +

𝛼ኼ
𝑄፩
. (1.24)

The toolbox to carry out relevant MD simulations is now complete, and the work
as carried out in this dissertation can begin.

1.3. Outline
In this dissertiation, the limitations and possibilities of modeling interfaces within
a MD framework are discussed. Particularly, the effects of surface roughness are
highlighted, a novel framework to validate electrokinetic properties is presented,
and a method to account for surface reactions is developed. As a case study a
silica-electrolyte interface is selected due to its omnipresence in nature and rele-
vance in many scientific fields such as colloid and materials science, phase separa-
tion and catalysis, and electrochemistry and energy harvesting. Yet, the observed
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phenomenology and newly developed approaches presented here are more broadly
applicable.

Before investigating the interface itself, in Ch. 2, MD simulations of electrolytes
are performed and assessed [11]. The most common rigid water models (SPC/E
[12, 13], TIP3P [14], TIP4P/Ew [15] and TIP4P/2005 [16]) are combined with the
many different ion parameters available in literature (Smith and Dang [17], Joung and
Cheatham [18], Mamatkulov et al. [19], Li et al. [20], Benavides et al. [21], Zeron
et al. [22]), and the validity of a mix-and-match approach that has become the norm
when combining water and ion force fields is investigated. The metrics used include
the ion solvation free energy, the ion-oxygen (water) distance, the ion self-diffusivity,
ion-pairing, density variations and the mean ionic activity coefficient. The solvation
free energy and ion-oxygen distance are standard metrics used when deriving ion
force fields, while the effects at finite concentrations, such as ion pairing, density
variations and mean ionic activity coefficients are often ignored. In fact only in the
development of 2 out of the 6 ion force fields mentioned above, finite concentration
effects were considered. These 2 force fields, also perform best on these metrics.
They underperformed however in terms of solvation free energy. In conclusion, it
is shown that while in some instances the mix-and-match approach is justified, in
other instances fluid properties vary widely depending on the force fields that are
combined.

Having carefully analysed combinations of water and ion force fields, in Ch. 3,
the interplay between an amorphous silica surface and an electrolyte is studied [23].
First, amorphous silica is formed starting from a 𝛽-cristobalite using the annealing
and quenching technique [24]. Second, a surface is generated by performing a cut
through the amorphous silica and functionalizing the surface groups. In other words,
the single bonded oxygens are protonated, and the silanol (SiOH) density is adjusted
based on experimental results. Third, the surface is put in contact with an elec-
trolyte mixture containing NaCl-CaCl2, and the surface charge is set in accordance
with the concentration and pH by deprotonating silanols to form SiO– groups [25].
Fourth, MD simulations are performed in which the interface is investigated, with
focus on the differences between Na+ and Ca2+ adsorption. It is found that the sur-
face roughness resulting from the cut, directly influences the specific ion adsorption.
In particular, Na+ ions are capable of penetrating deeper into the surface, owing to
their smaller hydration shell compared to Ca2+ ions. As a result, some surface sites
present preferential adsorption of Na+, whereas the adsorption of Ca2+ ions would
be expected from theoretical calculations owing to their greater coulombic charge. It
is thus hypothesized, that the surface roughness can pose steric hindrances that fa-
vor ions based on their hydration properties (size, coordination-number and energy).
Unfortunately, experimental data to validate this finding was not available.

In an attempt to bridge the gap between simulation and experimental results,
in Ch. 4, an approach is proposed to optimize simulations to experimental results,
while at the same time minimizing errors arising in both, experimental and computa-
tional set-ups [26]. The concept is derived from combining electrokinetic theory and
the iso-electric point (IEP) (pH at which the 𝜁-potential is zero). Owing to the lin-
ear relationship in the Helmholtz-Smoluchowski theory between measured quantity
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and the 𝜁-potential, it is found that at the IEP, the 𝜁-potential is zero irregardless of
the experimental set-up (electro-osmosis, streaming current, streaming potential, ...)
and fluid properties such as viscosity and/or dielectric permittivity [27, 28]. The IEP,
thus serves as an ideal comparison point between experiments and simulations while
eliminating errors from the experimental set-up and the water force field. However,
varying the pH in a simulation and for most interfaces simulating at the IEP is not
straightforward. In order to overcome this issue, in an analogy to the IEP, we intro-
duce and define the iso-electric concentration (IEC), as the concentration at which
the 𝜁-potential is zero (for a fixed pH). We then optimize the interaction parameters
between ion and surface atoms, successfully reproducing the experimentally found
IEC for a CaCl2 electrolyte in a silica nanochannel. It is found that the determin-
ing factor to reproduce the IEC successfully is finding the right distribution between
specifically and non-specifically adsorbed ions.

Having proposed a method to optimize simulations to reproduce more accurately
the interfacial behavior, a method to include surface reactions at the interface is
developed. In particular, a numerical scheme is designed and presented in Ch. 5
to include protolysis reactions in classical MD simulations at no additional compu-
tational cost [29]. Protolysis reactions are selected due to their relevance on most
oxide surfaces [30, 31], but the method developed here is no way limited to pro-
tolysis reactions, and may easily be adapted to include any other type of surface
reactions. Importantly, our approach differs from reactive MD simulations as it does
not require the explicit definition of bond breaking and bond making. Instead, the
hydrogen atom interactions of SiO–/SiOH groups are turned on/off at a user defined
rate, while adjusting the oxygen parameters accordingly. Setting the reaction rate to
values found in literature [32, 33], we were then able to demonstrate that reactions
have a non-negligible effect on ion adsorption and dynamics at the interface. Partic-
ularly, ion adsorption shifted from specific adsorption to non-specific adsorption, ion
diffusion coefficients near the surface increased, and ion adsorption residence times
decreased. This newly developed method, thus provides an important step for future
developments, by on the one hand showcasing the importance of surface reactions
on interfacial fluid phenomena, and on the other hand serving as a manual to include
surface reactions in a computational cost effective manner, thus potentially leading
to new scientific discoveries and/or products and product improvements.

Finally, concluding remarks to this dissertation are provided in Ch. 6.
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2.1. Introduction
Aqueous electrolyte solutions have been studied extensively using Molecular Dynam-
ics (MD), for applications ranging from water desalination to osmotic power harvest-
ing [34–36]. These simulations rely strongly on the selection of force field param-
eters. To simulate an aqueous electrolyte, one needs a force field to describe the
interactions between water molecules, at least one to describe the interactions be-
tween ions, and a combination rule or parameters to describe interactions between
water and ions. In principle, any set of water and ion parameters could be combined,
but this is not guaranteed to produce physically meaningful results. Ion parameters
are optimized in combination with a specific water model and for certain physical
properties, which are not necessarily conserved with a different water model. The
focus in this chapter, is on the transferability of ion parameters between water mod-
els, leaving the combination rules aside. However, the reader should be aware that
many shortcomings in ionic systems have also been attributed to combination rules
[37, 38]. A variety of force fields optimized to reproduce different properties of water
exist. These water models range from polarizable to rigid force fields, each with their
own benefits and disadvantages. Our focus will be on rigid water force fields, since
these are most commonly used to represent water in aqueous electrolyte solutions.

Some of the most common rigid water force fields are the SPC/E [12, 13], TIP3P
[14], TIP4P/Ew [15] and TIP4P/2005 [16] water models. The TIP4P/2005 model has
emerged as one of the best all-around models [16, 39, 40]. Despite this, many of
the widely used ion parameters are optimized with TIP3P or TIP4P/Ew, since these
water models are used in the AMBER [41] and CHARMM [42] force fields. Even
when ion parameters optimized in combination with TIP4P/2005 are available, ions
optimized with other water models might represent some physical properties more
accurately, depending also on the optimization criteria of the parameter set. As
a result, many studies [23, 43–64] used ion parameters optimized for other water
models in combination with TIP4P/2005, hoping to leverage the strengths of both
the ion and water parameter sets.

One of the first studies combining ions and the TIP4P/2005 water model was per-
formed by Alejandre et al. [43]. In this study, crystal formation in water was studied
using 8 NaCl force field models combined with SPC/E, SPC/Fw [65], TIP4P/2005
and SPC/Fh [43] water models. Despite not using ion parameters optimized for
TIP4P/2005, it was found that cluster formation was best predicted by the TIP4P/2005
water model and by a water model introduced in the same study (SPC/Fh). Two years
later, Pérez and Rubio [46] studied droplet nucleation of a supersaturated vapor us-
ing the TIP4P/2005 water model combined with OPLS [66] ion parameters. While
transferability to TIP4P/2005 water was not directly studied, the authors noted that
the ion parameters would require reparametrization. Shortly after, Moučka et al.
[47] used the Joung and Cheatham (JC) [18] TIP4P/Ew-optimized ion parameters
combined with TIP4P/2005. The choice was justified by finding good agreement of
the predicted and experimental chemical potential of NaCl. In the following years,
a variety of studies have followed suit, combining the JC TIP4P/Ew-optimized ion
parameters or other ion parameters with the TIP4P/2005 water model [23, 48–64].

Following the increased use of TIP4P/2005 and demand of ion parameters specif-
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ically optimized for TIP4P/2005, the Vega group started working on obtaining pa-
rameters for NaCl in terms of solubility [67, 68]. The final parameters are presented
in [21]. Recently, additional ion parameters were published for Li+, Na+, K+, Mg2+,
Ca2+, Cl– and SO 2–

4 [22]. However, their performance considering hydration free en-
ergies, relies on a scaling parameter in order to account for the reduced charges as
will be shown in Sec. 2.4. Furthermore, modeling of many applications such as waste
water treatment, nuclear waste disposal, or heavy metal removal, require modeling
of for example RbCl, SrCl2 or LaCl3. Higher valency ions remain rare in literature,
and also cannot be combined easily with the Benavides et al. [21] and/or Zeron et
al. [22] ions due to the use of ±0.85𝑒 and ±1.7𝑒 as partial charges for monovalent
and divalent ions, respectively. This choice of partial charges, known as Electronic
Charge Correction (ECC), was argued to be necessary in a non-polarizable model to
account for the electronic contribution to the dielectric constant [69, 70]. ECC has
received increased attention in recent years [52, 57, 71–73], but remains unusual
for most ion force fields.

Because of the large body of studies combining various ion parameters with the
TIP4P/2005 water model, we aim at providing a comprehensive transferability study
of the most commonly used ion parameters in combination with TIP4P/2005 water in
terms of solvation properties. The here presented results can thus serve as a baseline
for safely combining ion parameters with the TIP4P/2005 water model in cases where
no suitable ion parameters are available. It will be shown that in some situations,
even though parameters optimized combined with TIP4P/2005 are available, mixing
force fields may yield better performance in terms of specific properties of interest.

We focus on the Hydration Free Energy (HFE or Δ𝐺solv), Ion-Oxygen Distance
(𝑟IO) and Coordination Number (CN) of the first hydration shell, ion self-diffusion co-
efficient (𝐷።,self), chemical potential (𝜇), and mean ionic activity coefficients (𝛾), of
which Δ𝐺solv and 𝑟IO are commonly fitted in the parametrization procedure of ions
in water. For many parametrization studies, Δ𝐺solv is used as the first step in the
optimization, with 𝑟IO generally being provided as an independent check of quality
and validity of the parameters [17–20, 66, 74–76]. For example, Smith and Dang
[17] optimized Na+ and Cl– ions for SPC/E water by fitting to experimental gas-phase
binding energies for small ion-water clusters and to solvation energies, Δ𝐺solv, of ionic
solutions. The 𝑟IO was provided as an independent check to match the experimental
data. The parameters of Smith and Dang [17] have been used frequently, and the
corresponding ion properties have been evaluated in combination with a multitude
of water models, from the prediction of mean ionic activity coefficients to thermody-
namic transport properties [77–79]. Joung and Cheatham [18] performed a thorough
optimization by first mapping Δ𝐺solv for a range of Lennard-Jones (LJ) length 𝜎 and
energy 𝜖 parameters, assuming a unitary partial charge. Second, they computed
the lattice constant and energy of salt crystals by varying 𝜎 across the LJ parame-
ter space, while keeping Δ𝐺solv constant. Finally, quantum mechanical simulations
were used to tune 𝑟IO of various ion-water structures. Mamatkulov and coworkers
[19, 76] followed a similar strategy for divalent cations, first mapping Δ𝐺solv for a 𝜎-𝜖
parameter space, but as a second step they fitted the mean ionic activity coefficients
using Kirkwood-Buff theory. The radii of first hydration shell were computed with the
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final parameters and shown to be in good agreement with experimental results. The
JC and Mamatkulov ions have gained popularity in MD studies and many properties
have also been investigated for these ions [53, 67, 68, 77]. Trivalent and quadrivalent
cations were parametrized by Li et al. [20], who fitted ion parameters to experimen-
tal Δ𝐺solv and 𝑟IO values. However, for these highly charged ions, it was found that
the standard 12-6 LJ potential (see Eq. (1.6)) could not simultaneously reproduce
both properties accurately. Therefore, a 12-6-4 LJ potential was introduced, with
which both Δ𝐺solv and 𝑟IO could be reproduced reasonably well. Because this 12-6-4
LJ potential is not implemented in common MD packages, Nikitin and Del Frate [73]
recently optimized monovalent and multivalent ion parameters using the standard
12-6 LJ potential and ECC. However, these ions were optimized in combination with
the TIP3P water model and were shown to be poorly transferable to the TIP4P/Ew
water model. Finally, Benavides et al. [21] and very recently Zeron et al. [22] pro-
duced the only ion parameters known to us specifically optimized for the TIP4P/2005
water model. Benavides et al. [21] adjusted Na+ and Cl– LJ parameters and charges
to reproduce electrolyte properties at finite concentrations, such as the solubility and
mean ionic activity coefficients, whereas Zeron et al. [22] optimized Li+, Na+, K+,
Mg2+, Ca2+, Cl– and SO 2–

4 parameters in terms of solution densities and structural
properties at multiple finite ion concentrations.

In this work, we took ion parameters from Smith and Dang [17], Joung and
Cheatham [18], Mamatkulov et al. [19], Li et al. [20], Benavides et al. [21] and
Zeron et al. [22], and calculated the Δ𝐺solv, 𝑟IO, CN and 𝐷።,self at infinite dilution (no
ion-ion interactions are considered) and standard atmospheric conditions combined
with the TIP4P/2005 water model. We also computed the density, ion pairing, chemi-
cal potential and mean ionic activity coefficients for selected ion parameters to assess
their performance at finite concentrations. These properties are often neglected dur-
ing parameter optimization. An exception to this are the studies of Benavides et al.
[21] and Zeron et al. [22], which considered these properties during their parameter
optimization, obtaining good agreement with experiments. We verified our simula-
tion approach by reproducing the results obtained from these ion parameters with
the water model that they were originally optimized for. Additionally, some of the
properties calculated here, such as the CN and 𝐷።,self, have not been published pre-
viously for many ion parameters. As such, our results provide an extensive overview
and analysis that will assist in the selection of ion parameters for the TIP4P/2005
water model by providing a clear overview of their performance and transferability.
It will be shown that TIP4P/Ew optimized ion parameters can be used safely com-
bined with the TIP4P/2005 water model, benefiting from the ability of TIP4P/2005
to accurately represent water properties.

The remainder of this chapter is organized as follows: The methodology is de-
scribed in Sec. 2.2 and its implementation verified in Sec. 2.3. The results are
presented in Sec. 2.4, and the conclusions provided in Sec. 2.5.
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2.2. Methods
The systems simulated can be divided into two types: 1) infinite dilution systems
with a single solvated ion, and 2) finite concentration systems with a finite number
of ion pairs.

In the infinite dilution systems, a single ion was placed in a cubic periodic box
containing 523 water molecules, whereas in the finite concentration systems between
1 and 60 ion pairs were placed in a cubic periodic box containing either 555 or 1,110
water molecules (0.05, 0.1, 0.5, 1, 2, 4 and 6 mol/kg). Each system was energy
minimized using the conjugate gradient method, followed by an initialization phase
in the NPT ensemble at 1 atm and 298 K to eliminate overlaps between molecules.
During the initialization, the time step was increased in consecutive runs of 10,000
steps from 𝑑𝑡 = 0.001 fs to 0.01, 0.1, 0.2, 0.5, until reaching a time step of 1 fs,
which was used in all subsequent simulations. The systems were then equilibrated
in the NPT ensemble, for 100 ps in the case of infinite dilution systems, and 500 ps
in the case of finite concentration systems.

Two types of production simulations were performed: 1) Thermodynamic Inte-
gration cycle from which the Δ𝐺solv was obtained, and 2) a bulk simulation from
which the density, ion pairing, Radial Distribution Functions (rdf) and the 𝐷።,self were
obtained.

All simulations were performed with the LAMMPS simulation package [80] using
the Nosé-Hoover thermostat and barostat where appropriate, with coupling constants
of 100 𝑑𝑡 and 1000 𝑑𝑡, respectively [81, 82]. A cut off of 10 Å was used for LJ and
Coulombic interactions, and long range electrostatic interactions were computed with
the particle-particle particle-mesh (pppm) method with a relative precision of 10ዅዀ.
In all simulations the Lorentz-Berthelot mixing rule was used (see Eq. (1.7)), except
for the simulations including the Benavides et al. [21] or Zeron et al. [22] ions, for
which cross-species interactions were given explicitly.

2.2.1. Hydration Free Energy

The HFE was obtained using a two-stage thermodynamic integration method [83].
In the first stage (annihilation), the charge of the ion was slowly neutralized in water,
followed by the second stage (decoupling) in which the van der Waals interactions
were slowly removed. For the annihilation phase 6 integration windows from 1 to 0
with equal spacing were used, and for the decoupling phase unequal spacing with
𝜆። = 1.0, 0.8, 0.6, 0.5, 0.4, 0.35, 0.3, 0.25, 0.2, 0.15, 0.1, 0.05, 0.0 was used. This
number and spacing of integration windows was found to be sufficient for accurate
results as shown in Fig. 2.1, which shows that identical results for Δ𝐺solv are obtained
for the annihilation with 12 and 6 𝜆። states, and for the decoupling with 26 and 13
𝜆። states. Each integration window was equilibrated for 100 ps, followed by 500 ps
production run in the NPT ensemble. Furthermore, for the decoupling phase a soft
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Figure 2.1: Change in solvation free energy ጂፆsolv at the respective lambda states ᎘.

core potential (𝑈 being the potential energy) of the form

𝑈 = 𝜆፧4𝜖
⎧⎪
⎨⎪
⎩

1

[𝛼LJ (1 − 𝜆)
ኼ + ( ፫)

ዀ
]
ኼ −

1

𝛼LJ (1 − 𝜆)
ኼ + ( ፫)

ዀ

⎫⎪
⎬⎪
⎭

, (2.1)

was used to avoid singularities [84]. 𝜖 and 𝜎 have the usual LJ potential meanings
and 𝑟 represents the distance between two particles. 𝑛 = 1 and 𝛼LJ = 0.5 are fitting
constants chosen to produce the smallest variance in the results [85–88].

For each integration window, ⟨𝜕𝑈/𝜕𝜆⟩᎘ᑚ was calculated using the perturbation
method

𝜕𝑈(𝜆።)
𝜕𝜆 = ⟨𝑈(𝜆። + 𝛿) − 𝑈(𝜆።)𝛿 ⟩

᎘ᑚ

, (2.2)

with a perturbation of 𝛿 = 0.002 [89]. This method calculates the Gibbs free energy
at 𝜆። and 𝜆። +𝛿 without changing the particle positions. The obtained 𝜆። states were
fitted with a cubic spline and finally Δ𝐺solv was obtained integrating over the spline.
Path independence was verified by reversing the annihilation and decoupling phases
to go from 𝜆 = 0 to 𝜆 = 1.

Some studies [19, 75, 90] have suggested that Δ𝐺solv needs to be corrected by
accounting for various effects such as finite size effects

Δ𝐺fs = −𝑧ኼ
NA𝑒ኼ
4𝜋𝜀ኺ

1
2𝐿 [

𝜉Ew
𝜀፫

+ (1 − 1
𝜀፫
)(4𝜋3 (𝑟IO𝐿 )

ኼ
− 16𝜋

ኼ

45 (𝑟IO𝐿 )

)] , (2.3)

the hypothetical transfer of ions from ideal gas to ideal solution

Δ𝐺press = NA𝑘ፁ𝑇 ln𝑝ኻ/𝑝ኺ = 1.9 kcal/mol, (2.4)
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and/or the surface potential at the air-water interface

Δ𝐺surf = −𝜈። × 12.1415 kcal/mol. (2.5)

Here 𝜈። is the ion valency of ion 𝑖, NA is the Avogadros constant, 𝑘ፁ the Boltzmann
constant, 𝑇 the temperature, 𝑝 the pressure, 𝑒 the electron charge, 𝜀ኺ the dielec-
tric permitivity of vacuum, 𝜀፫ the dielectric permitivity of the water model used,
𝜉Ew = 2.837297 the Wigner constant, 𝐿 the box side length, and 𝑟IO the Ion-Oxygen
Distance. However, to maintain consistency between all literature results and our
results, the transfer of ions from ideal gas to ideal solution and the surface potential
at the air-water interface, were not considered in the present study. Additionally, in
simulation boxes with 66, 523 and 4,179 SPC/E water molecules (12.5, 25 and 50
Å box side lengths) and a single Smith and Dang [17] Na+ ion, we have shown the
finite size effect to be negligible. Without finite size-corrections hydration energies
of 88.3, 87.5 and 87.5 kcal/mol were obtained, whereas with the correction 90.8, 88
and 87.7 kcal/mol were obtained, respectively.

Finally, results obtained with force fields that use ECC, need to be corrected fol-
lowing [69, 70]

Δ𝐺solv = Δ𝐺MD + Δ𝐺el (2.6)
where Δ𝐺MD is obtained from the MD simulations and Δ𝐺el is given by

Δ𝐺el =
𝑞ኼ
2𝑅 (1 −

1
𝜖el
) , (2.7)

with 𝑅 representing the spherical cavity radius of the first hydration shell. Assuming
a continuum solvent, Δ𝐺MD can furthermore be rewritten to

Δ𝐺MD =
𝑞ኼ
2𝑅𝜖el

(1 − 1
𝜖MD

) , (2.8)

which when combined with Eq. (2.7) yields

Δ𝐺el = Δ𝐺MD [
𝜖el

1 − ኻ
ᎨMD

(1 − 1
𝜖el
)] . (2.9)

In the limit of 𝜖MD >> 1, Eq. (2.9) can further be simplified to

Δ𝐺el = Δ𝐺MD [
𝜖el
1 − 0 (1 −

1
𝜖el
)] = Δ𝐺MD (𝜖el − 1) . (2.10)

Inserting Eq. (2.10) into Eq. (2.6), then yields

Δ𝐺solv = Δ𝐺MD + Δ𝐺MD (𝜖el − 1) = Δ𝐺MD𝜖el, (2.11)

with 𝜖el being the scaling factor 𝜖el = 𝑞ኼ/𝑞ኼECC such that Δ𝐺solv = Δ𝐺solv,ECC𝑞ኼ/𝑞ኼECC.
Uncertainty quantification was performed for a single Joung and Cheatham [18]

SPC/E optimized Na+ ion in SPC/E water using 5 independent simulations with dif-
ferent starting conditions. HFE values were found to be almost identical for the
independent simulations (Δ𝐺 = (89.1, 89.1, 89.1, 89.0, 89.0)). Therefore, we did not
run independent simulations for other ion-water combinations for computational ef-
ficiency.
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2.2.2. Ion-Oxygen Distance and Coordination Number
The 𝑟IO and CN were obtained from 4 independent 2 ns simulations with a single sol-
vated ion in the NVT ensemble. The simulations were started as described previously,
followed by 100 ps equilibration before every production run.

The RDF given by the fraction of local density 𝜌(𝑟) over global density 𝜌

𝑔(𝑟) = 𝜌(𝑟)
𝜌 (2.12)

was sampled every 1 fs up to a distance of 10 Å with 2000 bins. The radii of first
hydration shell, 𝑟IO, were obtained by identifying the location of the first peak of the
RDF. The CN of the first hydration shell was computed by integrating over the RDF
up to the first minimum following that peak.

Finite size independence of the RDF was verified for simulations with 66, 523 and
4,179 SPC/E water molecules (12.5, 25 and 50 Å box side lengths) and a single Smith
and Dang [17] Na+ ion. The obtained 𝑟IO and CN were respectively: 2.36, 2.37 and
2.36 Å, and 5.7, 5.7 and 5.8.

2.2.3. Self-Diffusion Coefficient
The self-diffusion coefficient was obtained from 4 independent simulations with a
single solvated ion. The simulations were started as described previously, followed
by 100 ps equilibration and 2 ns production runs in the NVT ensemble. During the
production runs the Mean Squared Displacement (MSD= (𝑟፣,።(𝑡) − 𝑟፣,።(0))

ኼ
) was sam-

pled, from which the self-diffusion coefficient was obtained following

𝐷።,sim = lim
፭→ጼ

1
6𝑡𝑁።

⟨
ፍᑚ
∑
፣ኻ
(𝑟፣,።(𝑡) − 𝑟፣,።(0))

ኼ⟩ , (2.13)

where 𝑡 indicates the time, 𝑁። the number of atoms of species 𝑖 and 𝑟፣,። the position
of the 𝑗-th atom of species 𝑖 [91]. The MSD was sampled every 1 ps using the OCTP
LAMMPS plugin from Jamali et al. [92], which calculates the MSD on the fly using
the order−𝑛 algorithm [93]. The self-diffusion coefficient then follows from the linear
regime in a loglog plot as shown in Fig. 2.2 and Eq. (2.13).

For the diffusion coefficient, a finite-size correction was found to be necessary.
For simulation boxes with 66, 523 and 4,179 SPC/E water molecules (12.5, 25 and
50 Å box side lengths) and a single Smith and Dang Na+ ion, diffusion coefficients
of 0.9, 1.1 and 1.4 ×10ዅዃ mኼ/s were obtained without finite-size correction and 1.6,
1.5 and 1.6 ×10ዅዃ mኼ/s with finite size correction. In order to account for the finite
size effects, the correction of Yeh and Hummer [94]

𝐷።,self = 𝐷።,sim +
𝜉𝑘ፁ𝑇
6𝜋𝜂𝐿 , (2.14)

is applied, where 𝜂 stands for the viscosity.
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Figure 2.2: MSD obtained for a single SD Na+ ion in TIP4P/2005 water. Ballistic regime is found at at
፭ ጺ ኻኺ, and linear regime at ፭ ጻ ኻኺ ps. Linear regression was done from 10 to 50 ps obtaining the slope.
Coefficients of determination for the regression were above 0.999 for all simulations.

2.2.4. Mean Ionic Activity Coefficients
Mean ionic activity coefficients, henceforth referred to as activity coefficients, were
obtained from the solvation energies at various molalities following the approach
presented by Mester and Panagiotopoulos [78]. In short, the activity coefficient 𝛾 as
a function of molality 𝑚 can be expressed in terms of the chemical potential 𝜇 as:

𝜇 = 𝜇ጷ + 2𝑘ፁ𝑇 ln𝑚 + 2𝑘ፁ𝑇 ln 𝛾

= 𝜇ጷ + 2𝑘ፁ𝑇 ln𝑚 + 2𝑘ፁ𝑇 ln 10(−
𝐴√𝑚

1 + 𝐵√𝑚
+ 𝑏𝑚 + 𝐶𝑚ኼ + 𝐷𝑚ኽ) ,

(2.15)

where 𝐵, 𝑏, 𝐶 and 𝐷 are fitting parameters, 𝐴 is given by

𝐴 = 1.824 × 10ዀ
(𝜀ኺ𝜀፫𝑇)ኽ/ኼ

, (2.16)

and 𝜇ጷ is Henry’s law standard chemical potential, which can be obtained combining
the Debye-Hückel limiting law activity coefficient

ln 𝛾 = 𝜈ኼ። 𝑒ኼ𝑘
8𝜋𝜀ኺ𝜀፫𝑘ፁ𝑇

, (2.17)

with the chemical potential obtained from a simulation at low molality (𝑚 = 0.05
kg/mol in our case). Here 𝑘 is the inverse of the Debye length

𝑘ኼ = 2𝐼𝑒
𝜀ኺ𝜀፫𝑘ፁ𝑇

, (2.18)
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with 𝐼 being the ionic strength as a function of the molar concentration 𝑐። of species
𝑖

𝐼 = 1
2

፧

∑
።ኻ
𝑐።𝑧ኼ። . (2.19)

The chemical potential 𝜇 can furthermore be split up into the ideal gas contribution
𝜇ig and the contribution from the interactions of the ion pair 𝜇ex as

𝜇 = 𝜇ig + 𝜇ex (2.20)

with

𝜇ig = 𝜇ፚ፭።፨፧ኺ + 𝜇ፚ፧።፨፧ኺ + 2𝑘ፁ𝑇 ln
𝑘ፁ𝑇𝑁።፨፧ዅ፩ፚ።፫፬

NA𝑃⟨𝑉⟩
(2.21)

and
𝜇ex = Δ𝐺solv (2.22)

The standard chemical potentials 𝜇ኺ are obtained from the NIST-JANAF thermochem-
ical tables [95].

The solvation energies Δ𝐺solv of an ion pair at multiple molalities were obtained
following the approach described in Sec. 2.2.1 with some modifications. For better
resolution, the 𝜆። steps were increased and spaced uniformly from 0 to 1 in steps
of 0.05 for annihilation and decoupling. Furthermore, each integration window was
extended to 300 ps equilibration and 1500 ps production.

2.3. Verification
Our simulation and analysis protocol was verified by reproducing the results from
Smith and Dang [17], Benavides et al. [21], Joung and Cheatham [18] and Ma-
matkulov et al. [19], as shown in Fig. 2.3. The results from the HFE calculations are
shown on the left and for the 𝑟IO calculations on the right.

For the SD and Benavides ions, the single ion Δ𝐺solv were combined following
Δ𝐺NaCl = Δ𝐺NaᎼ +Δ𝐺Cl

Ꮍ
to form the ion pair Δ𝐺solv reported in the original papers. It

is found that this approach predicts an ion pair Δ𝐺solv below the reported value by 3
% for the SD ions and 8 % for the Benavides ions. The reason for this discrepancy is
unknown as no corrections were applied to either results and finite size effects have
been shown to be negligible above 500 water molecules. We consider the possibility
that the strategy involved to compute the Δ𝐺solv is responsible, as neither Smith and
Dang [17] nor Benavides et al. [21], used thermodynamic integration. Furthermore,
these authors simulated ion pairs, avoiding issues arising from simulations with a
charge imbalance. The results of Joung and Cheatham [18] could be reproduced
with errors below 1 %. Once we corrected the data from Mamatkulov et al. [19]
to remove the hypothetical transfer of ions from ideal gas to ideal solution and the
surface potential at the air-water interface, their results could also be reproduced
with errors below 1 %.

In terms of the 𝑟IO, we were able to reproduce the results from Smith and Dang
[17] and Benavides et al. [21] with errors below 2 %, and for the JC ions [18] the
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Figure 2.3: Verification of our methodology by reproducing the results from Smith and Dang [17], Bena-
vides et al. [21], Joung and Cheatham [18] and Mamatkulov et al. [19]. (a) and (c) show the ጂፆsolv and
(b) and (d) the ፫IO.

differences found were always below 1 %. The Mamatkulov ions [19] showed the
largest differences, with errors up to 2 % for Ca2+.

In conclusion, our simulation and analysis procedure is shown to accurately re-
produce results from the literature with very limited errors.

2.4. Results
Simulations for a variety of ion parameters [17–22] and water models were performed
to test the transferability of ion parameters optimized for SPC/E [12], TIP3P [14] and
TIP4P/Ew [15] water models to the TIP4P/2005 [16] water model in terms of the
hydration free energy, radius and coordination number of first hydration shell, and
self-diffusion coefficient at infinite dilution. The results are displayed throughout
Figs. 2.4-2.8, which show Δ𝐺solv, 𝑟IO, CN and 𝐷።,self obtained from the simulations
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and experimental results where available. The second hydration shell 𝑟IO and CN are
given in Figs. 2.10-2.14 together with different scalings of the diffusion coefficients.
For selected ion parameters also finite concentration properties were evaluated as
shown throughout Figs. 2.15 to 2.17. The naming convention of the references
henceforth will be as follows: SD for the Smith and Dang [17] ion parameters, JC
for the Joung and Cheatham [18] parameters, Mamatkulov for the Mamatkulov et al.
[19] parameters, Li for the Li et al. [20] parameters, Benavides for the Benavides
et al. [21] parameters and Zeron for the Zeron et al. [22] ion parameters. For the
trivalent and quadrivalent ions from Li we consider only the parameters derived for
the 12-6 LJ potential, with LiHFE referring to the ion parameters optimized for Δ𝐺solv
and LiIOD referring to the ion parameters optimized for 𝑟IO.

2.4.1. Hydration Free Energy
Monovalent Ions
Figs. 2.4a and 2.5a show Δ𝐺solv of monovalent ions in SPC/E, TIP3P, TIP4PEw and
TIP4P/2005 water. We will discuss the results in chronological order of publication,
starting with the SD ions, followed by the JC ions and concluding with the Benavides
and Zeron ions.

The SD Na+ and Cl– 𝜖 and 𝜎 parameters were originally tuned to reproduce the
gas-phase binding energy and liquid phase hydration energy of NaCl together with
the SPC/E water model [17]. After parametrization, Δ𝐺solv = 182 ± 3 kcal/mol was
reported, which is close to the experimental value of 188 kcal/mol from Friedman and
Krishnan [98]. We attempted to reproduce this result by adding Δ𝐺Na

Ꮌ
solv +Δ𝐺Cl

Ꮍ
solv from

two separate infinite dilution simulations, obtaining 175.5 kcal/mol. The discrepancy
may arise due to the method used to compute Δ𝐺solv. Smith and Dang [17] calculated
the total potential energy of the system, and subtracted the energy of the water
molecules, while we used thermodynamic integration for single ions in water. Despite
this, 175.5 kcal/mol is actually in better agreement with more recent experimental
results [96], which report Δ𝐺NaClsolv = 177.7 kcal/mol. The single ion Δ𝐺solv for the SD
Na+ and Cl– ions are 87.5 and 88.3 kcal/mol when in SPC/E water, and 85.1 and 90.4
kcal/mol when in TIP4P/2005 water, as shown in Figs. 2.4a and 2.5a. These values
compare well to the experimental results of Marcus [97] (87.2 and 81.3 kcal/mol)
and Schmid et al. [96] (88.7 and 89.1 kcal/mol, for Na+ and Cl–, respectively). As
a result the SD ion parameters display good agreement with experimental results in
terms of hydration free energy with both water models, SPC/E and TIP4P/2005.

Joung and Cheatham [18] performed a comprehensive optimization of monova-
lent ion-parameters for three water models, SPC/E, TIP3P and TIP4P/Ew. For each
combination, the JC ion parameters performed well in terms of Δ𝐺solv compared to the
experimental results (errors below ±1 %) provided by Schmid et al. [96], as shown
in Figs. 2.4a and 2.5a. In terms of transferability to TIP4P/2005, the TIP4P/Ew op-
timized ion parameters (JCTIP4PEw) perform best, providing nearly identical results
between the 2 water models. Differences between using either water model and
to the experimental results of Schmid et al. [96] were found to be below ±1 %
for all ions. The SPC/E and TIP3P optimized ion parameters (JCSPCE and JCTIP3P)
display an increase in Δ𝐺solv prediction for anions and a decrease for cations when
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Figure 2.4: Transferability of monovalent anion parameters in terms of ጂፆsolv (a), ፫IO (b), CN (c) and
ፃᑚ,self (d). 95 % uncertainty is shown for ፃᑚ,self. Other uncertainties were negligible. Experimental results
are either from Schmid [96] or Marcus [97].

Figure 2.5: Transferability of monovalent cation parameters in terms of ጂፆsolv (a), ፫IO (b), CN (c) and
ፃᑚ,self (d). 95 % uncertainty is shown for ፃᑚ,self. Other uncertainties were negligible. Experimental results
are either from Schmid [96] or Marcus [97].
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in TIP4P/2005 water. In TIP4P/2005 water, the SPC/E optimized ions display errors
below ±5 % between predicted and experimental Δ𝐺solv, while for TIP3P optimized
ions, errors of up to ±8% are obtained. Due to the consistent overprediction of anion
Δ𝐺solv and underprediction of cation Δ𝐺solv, the errors in ion pair Δ𝐺solv obtained from
the SPC/E and TIP3P optimized ions only range between ±1 and ±3 % for SPC/E
and TIP3P optimized ions, respectively.

Benavides et al. [21] optimized NaCl ion parameters for a number of proper-
ties, including solubility and activity coefficients. While this model performs very
well over a range of concentrations and temperatures (often not considered in other
parametrization studies), Δ𝐺solv is significantly underpredicted as shown in Figs. 2.4a
and 2.5a. In the original publication, the hydration energy was not reported, but in-
stead the lattice energy was reported to be considerably underpredicted with 145
kcal/mol, compared to 188.6 kcal/mol obtained in experiments. This underpredic-
tion was argued to originate from the charge scaling of the ions from 1 to 0.85. And
indeed, scaling Δ𝐺solv by 𝜖el = 𝑞ኼ/𝑞ኼECC = 1/0.85ኼ, as was done for the lattice energy
in [21], yields Δ𝐺Na

Ꮌ
solv = 94.4 kcal/mol, Δ𝐺Cl

Ꮍ
solv = 92.0 kcal/mol and Δ𝐺NaClsolv = 186.4

kcal/mol, which is close to experimental results [96, 97] (188.6 and 177.7 kcal/mol,
respectively). The Zeron ions [22] suffer from the same charge scaling effect as the
Benavides ions, underpredicting Δ𝐺solv without scaling, and obtaining errors of 10%,
-1%, -1% and 5% with scaling for Li+, Na+, K+ and Cl–, respectively.

Concluding the discussion on the monovalent ions, the TIP4P/Ew optimized JC
ions are found to perform best with the TIP4P/2005 water model in terms of hydra-
tion free energy without scaling. When considering the charge scaling, the Benavides
and Zeron ions also perform reasonably well. We hypothesize that the TIP4P/Ew
optimized ions perform best due to this model also being a 4 point model. In 4
point models, the ionic charge of the water oxygen atom is displaced by a length 𝑀
(𝑀 = 0.125 Å in the case of TIP4P/Ew and𝑀 = 0.1546 Å in the case of TIP4P/2005).
Consequently, when transferring ions from SPC/E and TIP3P water models to the
TIP4P/2005 water model, the perceived distance 𝑟።፣ in the Coulombic contribution
towards the solvation energy increases by 0.1546 Å between cation and water oxy-
gen, reducing Δ𝐺cationsolv , while that between the anion and water oxygen decreases
by 0.1546 Å, increasing Δ𝐺anionsolv . When transferring ion parameters optimized for the
TIP4P/Ew water model to TIP4P/2005, the change in perceived 𝑟።፣ is only 0.0296 Å
(0.1546 Å - 0.125 Å ), with limited impact on Δ𝐺solv.

Divalent Ions
Fig. 2.6a shows the computed Δ𝐺solv for divalent cations. The values for the Ma-
matkulov ions depicted in the figure differ from those reported in the original publi-
cation [19] due to corrections applied to the data as detailed in Sec. 2.2.1. In short,
they computed the single cation Δ𝐺solv, added the contribution of 2 Cl– anions and
used finite system size correction. We reversed these alterations to retrieve the raw
single ion hydration energy.

In SPC/E water, nearly identical results are found for the Mamatkulov ions be-
tween the predicted and experimental values. In TIP4P/2005 water, a consistent
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Figure 2.6: Transferability of divalent cation parameters in terms of ጂፆsolv (a), ፫IO (b), CN (c) and ፃᑚ,self
(d). Mg2+(1) and Mg2+(2) account for both parametrizations of Mamatkulov et al. [19]. 95 % uncertainty
is shown for ፃᑚ,self. Other uncertainties were negligible. Experimental results are from Marcus [97].

underprediction in the cation Δ𝐺solv is found, ranging between -4 to -6 % compared
to both, the results in SPC/E water and the experimental results. This undeprediction
can be found to be growing as the the hydration energy increases, -4 % for Ba2+ and
Sr2+, -5 % for Ca2+, and -6 % for Mg2+. This behavior is consistent with the results
found for monovalent cations optimized for SPC/E water.

The Zeron ions [22] underpredict the solvation energy by -21 % in the case
of Mg2+ and -25 % in the case of Ca2+. For monovalent ions it was argued that
this underprediction can be partially related to the charge scaling, multiplying Δ𝐺solv
by 1/0.85ኼ. Applying the same logic to the divalent ions, overpredictions of the
experimental results of 8.8% and 3.4% were found respectively.

In conclusion, the Mamatkulov ions perform reasonably well without scaling, while
the choice between Mamatkulov and Zeron ions for Mg2+ and Ca2+ would be based
on the desired target properties.

Tri- and Quadrivalent Ions
The HFE obtained from the Li ion parameters [20] optimized for Δ𝐺solv (LiHFE) and 𝑟IO
(LiIOD) are given in Figs. 2.7a and 2.8a, respectively. From these figures, it appears
that the parameters optimized to fit the experimental hydration energy, result in
very good agreement between predicted and experimental Δ𝐺solv (±1 %). On the
other hand, the parameters optimized to reproduce the experimental 𝑟IO, result in a
consistent underprediction of Δ𝐺solv between -6 and -20 %. Despite this, the correct
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Figure 2.7: Transferability of tri- and quadrivalent cation parameters in terms of ጂፆsolv (a), ፫IO (b), CN (c)
and ፃᑚ,self (d). 95 % uncertainty is shown for ፃᑚ,self. Other uncertainties were negligible. Experimental
results are obtained from Marcus [97].
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Figure 2.8: Transferability of tri- and quadrivalent cation parameters in terms of ጂፆsolv (a), ፫IO (b), CN (c)
and ፃᑚ,self (d). 95 % uncertainty is shown for ፃᑚ,self. Other uncertainties were negligible. Experimental
results are obtained from Marcus [97].
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ordering in terms of Δ𝐺solv emerges, for example Δ𝐺La
ᎵᎼ

፬፨፥፯ < Δ𝐺Ce
ᎵᎼ

፬፨፥፯ < ⋯ < Δ𝐺Hf
ᎶᎼ

solv . The
only irregularities in terms of the order are between ions for which the experimental
Δ𝐺solv are within 10 kcal/mol of each other.

In terms of transferability, the same conclusions as for the JC ions are drawn. The
TIP4P/Ew ion parameters transfer best to the TIP4P/2005 water model, with nearly
identical results (reduction of up to -2 % in Δ𝐺solv), and the TIP3P ion parameters
have the worst transferability. Similarly as for monovalent and divalent cations, tri-
and quadrivalent cations optimized for SPC/E or TIP3P water, consistently underpre-
dict Δ𝐺solv when combined with TIP4P/2005. The LiHFE ions display a reduction in
Δ𝐺solv between -5 to -8 %, while a reduction of -5 to -6 % is obtained for the LiIOD
ions.

2.4.2. Ion-Oxygen Distance and Coordination Number
Monovalent Ions
The radii of first hydration shell for monovalent ions are provided in Figs. 2.4b and
2.5b. In these figures, it is observed that the SD ions combined with SPC/E water
provide excellent agreement with the experimental results from Marcus [97] for 𝑟IO.
Overpredictions are found to be 0.3 % for Na+ and 1.5 % for Cl–. When using the
same parameters with TIP4P/2005, the agreement remains very good, with errors of
2 % and 1 %, respectively. The respective CN of the first hydration shell are provided
in Figs. 2.4c and 2.5c. For the SD ions we find that the CN for Na+ increases from
5.77(1) to 5.94(1) when in TIP4P/2005 water, while for Cl– it decreases from 7.23(9)
to 6.84(3). These results are within experimental measurement uncertainties found
in the literature [99, 100], which place the coordination number of Na+ between 5
and 6 water molecules and of Cl– at approximately 6 water molecules.

The JC ions provide good agreement with the experimental results for 𝑟IO in SPC/E,
TIP3P, TIP4P/Ew and TIP4P/2005 water, with errors up to ±8 %. In terms of trans-
ferability of the parameters optimized for the SPC/E and TIP3P water models to the
TIP4P/2005 water model, we found that the 𝑟IO predictions for cations are consis-
tently increased between 1 and 3 % for SPC/E optimized cations and between 1
% and 2 % for TIP3P optimized cations. For TIP4P/Ew optimized cation parame-
ters on the other hand, almost identical 𝑟IO are obtained with both the TIP4P/Ew and
TIP4P/2005 water models. All anion parameters showed nearly identical results, with
the maximum observed difference being 0.04 Å , considerably below the change in
𝑟።፣ discussed above between 3-site and 4-site water models.

In terms of CN, larger differences between ion parameters and water models
can be observed. For example for Cs+, differences between JCSPCE/SPCE, JC-
TIP3P/TIP3P and JCTIP4PEw/TIP4PEw combinations are already significant, ranging
between CN=7.97(17) to CN=9.19(31). This large range also persists when combin-
ing the JC ion parameters with the TIP4P/2005 water model. For the JCSPCE Cs+

ion in TIP4P/2005 water, CN = 7.83(7) is found, while for the JCTIP3P Cs+ ion in
TIP4P/2005 water, CN = 8.99(27) is found. For other JC ions, the range of predicted
CN with SPC/E, TIP3P and TIP4P/2005 is smaller. Transferability to TIP4P/2005 wa-
ter shows that the difference in predicted CN between the combinations JC<water
model>/<water model>-JC<water model>/TIP4P2005, is smallest for the TIP4P/Ew
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optimized ions.
The Benavides ions are found to underpredict the radii of the first hydration shell

by -5 % and -3 % for Na+ and Cl– respectively, and the Zeron ions by -11.5 %,
-1.2 %, -2.5 % and -4.7 % for Li+, Na+, K+ and Cl– ions, respectively. These values
are in good agreement with those reported in their publications [21, 22] at different
molalities. The respective CN are 5.31(2), 5.91(5), 4.00(0), 5.53(1) 6.81(8) and
5.79(4).

In conclusion, we recommend the TIP4P/Ew optimized ion parameters (JCTIP4PEw)
and the Benavides and Zeron ion parameters when using TIP4P/2005 water in terms
of 𝑟IO and CN. Furthermore, the SD ions are found to provide remarkable agreement
with experimental results when combined with the TIP4P/2005 model.

Divalent Ions
Figs. 2.6b and 2.6c show the 𝑟IO and CN found from our simulations with divalent
cations. It is observed that the Mamatkulov ion parameters underpredict the radii
of the first hydration shell, by -3 % to -7 % when combined with the SPC/E water
model, but only -2 % to -6 % when combined with the TIP4P/2005 water model.
This increase in 𝑟IO for cations is consistent with the results found for monovalent
JCSPCE cations (see Fig. 2.5b). Consequently, the combination of Mamatkulov ion
parameters with TIP4P/2005 water shows better agreement in terms of 𝑟IO with
experimental results than with SPC/E water. Along with the increase in 𝑟IO when
using TIP4P/2005 water, the CN also increases for some cations. For Ca2+, Sr2+ and
Ba2+, the CN is increased from 7.21(2) to 7.61(3), from 7.99(1) to 8.06(1) and from
8.45(3) to 8.81(4), respectively, while the CN for Mg2+ is identical at 6 for both water
models. These values are within the experimental ranges reported by Neilson and
Enderby [99], 6.5-10 for Ca2+, 8 for Sr2+ and 6 for Mg2+.

The Zeron ions predict a 𝑟IO of 1.92(0) Å for Mg2+ and 2.39(0) Å for Ca2+, resulting
in underpredictions of -8 % and -1 %, respectively. This is in agreement with the
values reported in [22] of 1.92 Å and 2.38 Å at molalities of 5 mol/kg and 6 mol/kg
respectively. The respective CNs are 6 and 7.44 respectively.

In conclusion, both ion parameter sets perform similarly well combined with the
TIP4P/2005 water model in terms of 𝑟IO and CN.

Tri- and Quadrivalent Ions
The 𝑟IO for the LiHFE and LiIOD parameter sets combined with SPC/E, TIP3P, TIP4P/Ew
and TIP4P/2005 water are provided in Figs. 2.7b and 2.8b. We find that parameters
fitted by Li to predict 𝑟IO (LiIOD) result in very good agreement between experimental
and predicted 𝑟IO. On the other hand, ion parameters optimized to reproduce Δ𝐺solv
(LiHFE), show poor agreement in terms of IOD.

Comparing the RDFs obtained with the LiHFE and LiIOD parameters, it becomes
clear that optimizing for Δ𝐺solv can provide, what appears to be, completely unrealis-
tic predictions. This is shown in Fig. 2.9 for the Fe3+ ion. The results obtained with
the LiIOD and LiHFE parameters show different first peak locations and subsequently
also the location of the second peak is misaligned. Consequently, the water layering
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Figure 2.9: RDF for the LiHFE and LiIOD Fe3+ ion.

surrounding the Fe3+ ion is likely not predicted correctly when using the LiHFE pa-
rameters. This behavior is most pronounced for the smallest ions as can be observed
in Figs. 2.7b,c and 2.8b,c for 𝑟IO and CN. Figs. 2.13a,b and 2.14a,b in show how the
misalignment in 𝑟IO and CN strongly affects also the second hydration shell. Because
of these results, we disregard the LiHFE parameters and only discuss in detail the
transferability to TIP4P/2005 water of the LiIOD parameters in terms of 𝑟IO and CN.

The 𝑟IO and CN predicted when combining the LiIOD cations with TIP4P/2005 fol-
low the same trend as observed for monovalent and divalent cations. For SPC/E and
TIP3P optimized cations 𝑟IO and CN are increased when combined with TIP4P/2005
water, while for TIP4P/Ew optimized cations nearly identical results are found. Com-
paring the 𝑟IO obtained with TIP4P/2005 water with experimental results, errors of
on average 1.4, 1.6 and 0.6 % are found for the LiIODSPCE, LiIODTIP3P and Li-
IODTIP4PEw ion parameters, respectively.

Concluding, ion parameters optimized for TIP4P/Ew water were found to transfer
best to the TIP4P/2005 in terms of 𝑟IO and CN.

2.4.3. Ion Self-Diffusion Coefficient
Very few parametrization studies optimize force fields to reproduce experimental ion
self-diffusion coefficients. In fact, the self-diffusion coefficient of many ion param-
eters have not previously been reported, and those that have been reported may
deviate substantially from experimental measurements. An exception are the stud-
ies from Benavides et al. [21] and Zeron et al. [22], who computed self-diffusion
coefficients at various molalities and compared these to experimental results. Here,
we compute the self-diffusion coefficients at infinite dilution, meaning that no con-
centration effects nor ion-ion interactions are considered, and standard atmospheric
conditions, and compare them to experimental values from Marcus [97] in Figs. 2.4d-
2.8d.
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All ion models considered here overpredict the ion self-diffusion by a factor of
more than 2 in combination with the TIP3P water model. It has been proposed
[76] that this overprediction can be compensated by scaling the ion self-diffusion by
𝜂water model/𝜂water (0.321 mPa⋅s for TIP3P water, 0.89 mPa⋅s found experimentally for
water at 298 K [101, 102]). Indeed, this scaling was found to provide better agree-
ment with experimental results as shown in Figs. 2.10d-2.14d. However, we argue
this scaling to be arbitrary. For example, scaling by 𝐷water, ፬፞፥፟/𝐷water model, ፬፞፥፟ also
provides better agreement with experimental results (𝐷TIP3P,፬፞፥፟ = 5.2 × 10ዅዃmኼ/s,
𝐷exp,፬፞፥፟ = 2.3 × 10ዅዃmኼ/s [103]). Yet, both scalings are applied a posteriori and do
not improve the actual ion diffusion in the simulation. Therefore, we consider the
unscaled self-diffusion coefficients from Figs. 2.4d-2.8d for further analysis.

In general, we find that for all ion/water combinations the agreement with ex-
periments is reasonable, except for those including TIP3P water. Starting with the
SD ions in Figs. 2.4d and 2.5d, we find that the diffusion in the SPC/E water model
is in good agreement with experiments. The simulated diffusion coefficient of Na+ is
extremely close to its experimental counterpart, with 1.32(11) ×10ዅዃ mኼ/s predicted
from our simulations and 1.33 ×10ዅዃ mኼ/s obtained from experiments [97]. The dif-
fusion of Cl– is worse, underpredicting diffusion by -18 %. When using the SD cation
or anion in combination with the TIP4P/2005 water model, it is found that the Cl–

diffusion does not change (within uncertainty), while the Na+ diffusion is reduced to
1.00(7) ×10ዅዃ mኼ/s, corresponding to an underprediction of -8 % compared to ex-
periments. The Benavides Na+ ion in TIP4P/2005 water shows better agreement with
the experimental value, predicting 1.19(4) ×10ዅዃ mኼ/s, and the predicted Cl– self-
diffusion is similar to that found with the SD Cl– ion (1.68(11) ×10ዅዃ mኼ/s). These
values yield underpredictions of -11 % and -17 %, respectively. The Zeron cations
show the best agreement, with self-diffusivities within ±4.5 % of the experimental
values, while the Cl– anion self-diffusivity is underpredicted by 21 %.

The predicted self-diffusion coefficients for the JC Na+ ion are 1.26(12) ×10ዅዃ
mኼ/s and 1.06(4) ×10ዅዃ mኼ/s for the SPC/E optimized ions in SPC/E and TIP4P/2005,
respectively, and 1.26(11) ×10ዅዃ mኼ/s and 1.04(5) ×10ዅዃ mኼ/s for the TIP4P/Ew
optimized ions in TIP4P/Ew and TIP4P/2005, respectively. Hence, combining the JC-
SPCE or JCTIP4PEw Na+ with TIP4P/2005, results in both cases, in a poorer agree-
ment with experimental ion self-diffusion coefficients. The self-diffusion prediction
of the JC Cl– ion deteriorates from -15 % (optimized for and combined with SPC/E)
and -16 % (optimized for and combined with TIP4P/Ew) to -28 and -31 % when
combined with TIP4P/2005, respectively. This reduction in self-diffusion coefficient
prediction in TIP4P/2005 is similarly observed for all other JC ions. The final diffusiv-
ities considering both the JCSPCE and JCTIP4PEw ions present errors of +17 to +32
% for Li+, -20 to -28 % for Na+, K+ and Rb+, -10 to +1 % for Cs+, and ≈ −30 %
for the anions. Thus, whereas the JCTIP4PEw parameters provide nearly identical
predictions of Δ𝐺solv, 𝑟IO and CN when combined with TIP4P/Ew or TIP4P/2005, the
self-diffusion is consistently worse with the latter water model. This finding does
not extend to the JCTIP3P parameters. These parameters showed a much too high
diffusion when combined with TIP3P, while combining these ion parameters with
TIP4P/2005 yielded self-diffusion coefficients of comparable performance to other
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ion parameters combined with TIP4P/2005.
For divalent, trivalent and quadrivalent ions similar trends are observed in Figs.

2.6d, 2.8d and 2.8d. These results strongly suggest that the self-diffusion coefficients
at infinite dilution are more sensitive to the water model than to small differences in
the ion parameters. The sensitivity toward the ion parameters is expected to increase
at increasing concentration. Nevertheless, it may prove challenging to derive ion pa-
rameters that exhibit realistic self-diffusion across a range of concentrations. At least
based on water diffusion coefficients in aqueous solutions, research has suggested
that classical MD simulations may be unable to recover the correct concentration
dependence [48]. In light of these facts, selecting ion parameters based on their
infinite dilution self-diffusion is trivial and by no means guarantees realistic diffusion
at finite concentrations.

Figure 2.10: Radius (a) and coordination number (b). Scaled diffusion coefficients by ᎔model/᎔exp (c) and
by ፃ።, exp/ፃ።,model (b) for monovalent anions.
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Figure 2.11: Radius (a) and coordination number (b). Scaled diffusion coefficients by ᎔model/᎔exp (c) and
by ፃ።, exp/ፃ።,model (b) for monovalent cations.

Figure 2.12: Radius (a) and coordination number (b). Scaled diffusion coefficients by ᎔model/᎔exp (c) and
by ፃ።, exp/ፃ።,model (b) for divalent cations.
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Figure 2.13: Radius (a) and coordination number (b). Scaled diffusion coefficients by ᎔model/᎔exp (c) and
by ፃ።, exp/ፃ።,model (b) for trivalent cations optimized for ጂፆsolv.
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Figure 2.14: Radius (a) and coordination number (b). Scaled diffusion coefficients by ᎔model/᎔exp (c) and
by ፃ።, exp/ፃ።,model (b) for trivalent cations optimized for ፫IO.
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2.4.4. Density and Ion Pairing
For selected ion models, the effects of finite concentrations were investigated. Figs.
2.15 and 2.16 display the density and ion pairing of the electrolytes at increasing
concentration for the JCTIP4PEw, Mamatkulov and Zeron ion parameters. The JC-
TIP4PEw and Mamatkulov ions are found to provide reasonable agreement between
experimental and simulated densities, while the Zeron ions provide excellent agree-
ment.

In terms of ion pairing, which is evaluated by counting the number of Contact
Ion Pairs (CIPs) between cations and anions, it is found that the JCTIP4PEw and
Mamatkulov ions predict more pairing than the Zeron ions. This is most pronounced
for LiCl in Fig. 2.15 and for MgCl2 and CaCl2 in Fig. 2.16. For NaCl and KCl, the
JCTIP4PEw ions are found to only predict slightly higher ion pairing than the Zeron
ions. While experimental data of ion pairing is scarce, the commonly observed ion
precipitation or aggregation in MD simulation is often deemed nonphysical [21, 22,
52, 104–107]. Therefore, we believe that the Zeron ions display overall more realistic
ion pairing at finite concentrations. The reduction in ion pairing for the Zeron ions
is mainly attributed to the scaling of the charges, from 1 to 0.85, which considers
the electronic screening of the medium as explained elsewhere [69, 70] . Using the
scaled charges, it has also been possible to considerably improve predictions on the
solubility limits of electrolytes [21].

In conclusion, scaling the charges as proposed by Leontyev et al. [69, 70], and
used by Zeron et al. [22], appears to provide the best results in terms of density and
ion pairing at finite concentrations.

LiCl KClNaCl

a) b) c)

d) e) f)

Figure 2.15: Density () (a, b and c) and fraction of Contact Ion Pairs (CIPs) (d, e and f) vs molarity of
the JCTIP4PEw and Zeron LiCl (a and d), NaCl (b and e) and KCl (c and f) ion parameters. Experimental
results are taken from Ref. [108]. The errorbars represent the uncertainty with a 95% confidence interval.
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2.4.5. Chemical Potential and Mean Ionic Activity Coefficient
The chemical potential and mean ionic activity coefficients, named hereafter only
activity coefficients, for the TIP4P/Ew optimized NaCl ions from Joung and Cheatham
and the Benavides NaCl ions were computed at various molalities 𝑚. The standard
chemical potentials 𝜇Na

Ꮌ
ኺ = 137.265 kcal/mol and 𝜇Cl

Ꮍ
ኺ = −57.401 kcal/mol needed

to solve Eq. (2.21), were taken from the NIST-JANAF thermochemical tables [95].
The upper part of Fig. 2.17 shows the chemical potential against molality, which in

the case of the Benavides NaCl is shifted by−44.1 kcal/mol to match the experimental
data as reported in Ref. [21]. Our results are found to underpredict 𝜇NaCl when
compared with previous results from Mester and Panagiotopoulos [78] and Benavides
et al. [21] For the JCTIP4PEw/TIP4PEw NaCl combination, the underprediction was
found to originate from a difference in Δ𝐺solv of ≈ 0.53 kcal/mol. In fact, shifting
the JCTIP4PEw/TIP4PEw NaCl up by 0.53 kcal/mol would provide nearly identical
results to those in Ref. [78]. The differences between our results and those from
Mester and Panagiotopoulos [78] are attributed to the different methods employed to
calculate Δ𝐺solv. We used thermodynamic integration, whereas they used the Bennett
acceptance ratio method [110]. Benavides et al. [21] also used thermodynamic
integration, and no shift is necessary to reproduce their results. However, as the
molality increases, so does the difference between our and their results of 𝜇. The
dashed black lines denote the solid chemical potential obtained with the respective
ion parameters, -93.6 kcal/mol and -47.8 kcal/mol, for the JCTIP4PEw and Benavides
NaCl, respectively. The molality at which 𝜇solid = 𝜇solution is known as the solubility
limit. The solubility of the JCTIP4PEw NaCl in TIP4P/Ew and TIP4P/2005 water is
found to be, respectively, 1.9 and 2 mol/kg without shift, and 1.4 and 1.5 mol/kg with

MgCl2 CaCl2

a) b)

c) d)

Figure 2.16: Density () (a and b) and fraction of Contact Ion Pairs (CIPs) (c and d) vs molarity of the
Mamatkulov and Zeron MgCl2 (a and c) and CaCl2 (b and d) ion parameters. Experimental results are
taken from Ref. [108]. The errorbars represent the uncertainty with a 95% confidence interval.



2

42 2. Transferability of Ion Parameters in Molecular Simulations

Figure 2.17: Chemical potential (a) and activity coefficients (b) against molality for selected NaCl ion
parameters and water models. Experimental results were taken from Hamer and Wu[109]. Reference
results were taken from Mester and Panagiotopoulos[78] (JCTIP4PEw/TIP4PEw ref) and Benavides et al.
[21] (Benavides/TIP4P2005 ref).

shift. For the Benavides NaCl we extrapolate the solubility to be 6.75 mol/kg. These
values are in reasonable agreement with those from Mester and Panagiotopoulos
[78] and Benavides et al. [21] of 1.43 and 5.7 mol/kg, respectively.

The logarithm of the activity coefficients, ln 𝛾, shown in the lower part of Fig.
2.17, were obtained by fitting Eq. (2.15) with the chemical potentials obtained from
the simulations. The values of the fitting parameters 𝜇ጷ, 𝐴, 𝐵, 𝑏, 𝐶 and 𝐷 are given
in Tab. 2.1. ln 𝛾 was found to be very sensitive to variations in 𝜇 and consequently
Δ𝐺solv. As a result, the small differences in 𝜇 between our results and those pre-
viously reported lead to considerable differences in ln 𝛾. A constant shift however,
as discussed above, has no influence on ln 𝛾. Regardless, the experimental trend
can be reproduced fairly well, with all ion-water combinations investigated. Despite
this, the JCTIP4PEw NaCl parameters are not transferable in terms of activity co-
efficient as indicated by the large difference between the JCTIP4PEw/TIP4PEw and
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Table 2.1: Variable ፀ and fitting parameters ፁ, , ፂ and ፃ for Eq. (2.15).

𝐴 𝐵 𝑏 𝐶 𝐷
JCTIP4PEw/TIP4PEw 0.710 2.217 0.142 -0.034 0.004
JCTIP4PEw/TIP4P2005 0.763 0.000 0.467 -0.039 0.002
Benavides/TIP4P2005 0.469 2.702 -0.029 0.023 -0.002

JCTIP4PEw/TIP4P2005 results. The best agreement with the experiments is found
for the Benavides NaCl ions.

In conclusion, the Benavides parameters are recommended for the solubility and
activity coefficients.

2.5. Conclusions
Transferability of various molecular simulation ion parameters that are frequently
used in combination with TIP4P/2005 water was assessed using extensive MD simu-
lations. A single ion was solvated in SPC/E, TIP3P, TIP4P/Ew and TIP4P/2005 water
to study its hydration free energy, ion-oxygen distance, coordination number and
self-diffusion coefficient. The results were compared to available experimental val-
ues and the transferability of ions optimized for other water models to TIP4P/2005
was assessed. Additionally, for selected ions, finite concentration effects were as-
sessed.

The predictions obtained from combining ion parameters with the water model
that they were originally optimized with, showed good agreement with experimental
results in terms of Δ𝐺solv, 𝑟IO and CN. No combination of ion parameters and water
model was found to predict accurately the experimental self-diffusion coefficient. It
should be noted, that no ion parameters were fitted to reproduce this quantity. While
it would be possible to optimize force field parameters to reproduce the experimental
ion self-diffusion values at infinite dilution, this would be an arbitrary choice and
would likely not yield correct self-diffusion coefficient at any other ion concentration.
Activity coefficients can serve as a measure to validate the performance of an ion at
finite concentrations as has been shown here as well as by Benavides et al. [21].

In terms of transferability, ion parameters optimized for TIP4P/Ew were found to
perform best when combined with the TIP4P/2005 water model. The predictions ob-
tained with both water models were not only nearly identical, but also in both cases
in very good agreement with experimental results. The SPC/E optimized ions were
found to transfer reasonably well. A consistent reduction in the cation Δ𝐺solv and
increase in the anion Δ𝐺solv were found. This in turn resulted in good ion pair Δ𝐺solv
predictions. Similarly, a consistent increase in the cation 𝑟IO was found in TIP4P/2005
water, using SPC/E optimized ion parameters. Finally, the TIP3P optimized ion pa-
rameters were found to transfer the worst, with the largest differences between both
water models and to the experimental results when combined with the TIP4P/2005
water model.

For highly charged ions we found that parameters optimized to reproduce Δ𝐺solv
could lead to unrealistic results in terms of 𝑟IO and CN. When optimizing highly
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charged ion parameters in terms of 𝑟IO however, the prediction of HFE was con-
sidered to be better in terms of to the preserved Δ𝐺solv ordering of ions, Δ𝐺La

ᎵᎼ <
Δ𝐺CeᎵᎼ < ⋯ < Δ𝐺Hf

ᎶᎼ
. Given this discovery for the highly charged metal ions, we

suspect that an efficient calibration routine for ion parameters should start by re-
producing the 𝑟IO, followed by Δ𝐺solv. In fact, observing the optimization procedure
of Joung and Cheatham [18], this is actually done by selecting 𝜎 to fit the lattice
constant and energy, and adjusting 𝜖 to match Δ𝐺solv. We expect that whether one
fits 𝑟IO or lattice constant, should provide a similar result.

In conclusion, based on properties at infinite dilution, TIP4P/Ew optimized ions
can safely be combined with TIP4P/2005, while for SPC/E optimized ions, at least
the change in Δ𝐺solv should be considered when discussing results. We note that
these findings may not extend to properties at finite concentrations as shown in Sec.
2.4.4 and Sec. 2.4.5, such that it is advisable to also validate the transferability at
finite concentrations. For example, the TIP4P/Ew optimized NaCl parameters from
Joung and Cheatham [18] perform very well in the TIP4P/2005 water model at finite
concentrations in terms of density and ion pairing, while the LiCl parameters from
the same authors perform well in terms of density, but poorly in terms of ion pairing.
Ultimately, we encourage parametrization of more ions specifically for TIP4P/2005 in
terms of various properties at infinite dilution and finite concentrations. Additionally,
for finite concentrations, scaling the ion charges to consider the electronic screening
of the medium appears to provide significant improvement in the results compared
to unscaled charges.
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3.1. Introduction
Most fluids in nature are complex aqueous solutions containing multiple electrolytes,
possibly in combination with other organic and inorganic compounds. Nanoscale
properties of these mixtures at fluid-solid interfaces can be exploited for applica-
tions such as soil analysis, ion separation and water purification [111–113]. Silica
surfaces are among the most widely studied, due to their omnipresence in nature,
their bimodal chemical character [114], and their use in a wide range of applications
[115–117], including catalysis [118] and ion sensing [59, 119].

Oxide surfaces in contact with aqueous solutions assume an electric charge as a
result of protonation and deprotonation of ionizable groups [25]. The silica surface is
negatively charged above the point of zero charge (pHpzc ≈ 2− 3) [120], attracting
cations whilst repelling anions, forming a so-called Electrical Double Layer (EDL). The
exact distribution and movement of ions and solvent molecules in the EDL determine,
for example, transport along the surface and charge storage at the surface. However,
no single experimental technique can unambiguously measure the three-dimensional
distribution, orientation and motion of molecules constituting the fluid. In theory, the
full picture could be constructed by combining the partial information inferred from
multiple techniques, but it is difficult to replicate identical environmental conditions
and samples in different experimental setups. Moreover, various techniques (e.g.,
atomic force microscopy (AFM), titration and electrokinetic techniques) rely on fitting
measurement data to EDL models (e.g., Gouy-Chapman-Stern-Grahame [2] shown
in Fig. 3.1) to infer quantities that cannot be directly measured. Such models are
based on a priori assumptions, such as that the solid surface is flat and homogeneous,
fluid transport coefficients are constant in space, and the Stern and diffuse layers are
distinct. These assumptions may be suitable only under certain idealized conditions,
thus limiting the accuracy and interpretation of inferred quantities for most systems
of interest [1].

A bottom-up approach, such as Molecular Dynamics (MD) simulation, can provide
detailed insight into the molecular structure and dynamics at the nanoscale. Various
EDL properties can be directly and locally calculated from the position and motion of
atoms, without the need for an EDL model to infer information. As such, molecular
simulations offer an appealing alternative approach to gain detailed insight into EDL
properties. Furthermore, insight fromMD simulations can aid in improving the models
used to interpret experimental observations [1].

Numerous MD studies have expanded our knowledge of interfacial fluid phenom-
ena on silica surfaces in recent years. For example, water structure and dynamics on
crystalline silica was studied extensively by Argyris et al. [121, 122], and on amor-
phous silica, by Hassanali et al. [123, 124] and by Bourg and coworkers [125, 126].
With water-silica interfaces better understood, focus has shifted towards simple, sin-
gle compound, electrolyte-silica interfaces [54, 113, 125, 127–135]. For example,
Haria et al. [129, 130] found that charged amorphous silica nanopores show selec-
tivity for ions to enter depending on the pore size and ionic and hydration radii. Ionic
and hydration radii based adsorption selectivity on 𝛽-cristobalite was also observed
by Ho et al. [132], who suggested that ion-surface and ion-water interactions dom-
inate over ion-ion interactions for NaCl or CsCl systems. Recently, Hartkamp et al.
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Figure 3.1: Gouy-Chapman-Stern-Grahame EDL model on smooth surfaces, with the Stern and diffuse
layer, and the bulk region. The Stern layer is delimited by the Outer Helmholtz Plane (OHP), passing
through the nuclei Solvent-Separated Ion Pairs (SSIP), whereas an Inner Helmholtz Plane (IHP) passes
through Contact Ion Pairs (CIP).

[54] found that adsorption follows a reversed Hofmeister series, Na+ < K+ < Cs+,
with the smallest ion adsorbing closest to the surface, and the largest the furthest
away. This effect was attributed to ionic radius, but may in fact better be seen as a
function of the hydration radius. Later, using the McMillan–Mayer Potential of Mean
Force (PMF), Hocine et al. [134] calculated the binding energy of Li+ and Cs+ on
amorphous silica and found a much stronger binding energy for Li+, and correspond-
ingly a much longer adsorption residence time.

Although molecular simulations have contributed to an improved understanding
of solid-electrolyte interfaces, many studies have suffered from drastic simplifications
pertaining to the representation of the surface, the solvent or the electrolyte. With
regard to the surface, many studies have considered smooth model surfaces [136,
137]. Furthermore, most MD studies make use of rigid surfaces, limiting mobility
induced from vibration of surface atoms, which can influence adsorption properties
as well as slip along a surface [138]. The working fluid in most MD simulation studies
has been an aqueous solution of simple, monovalent electrolytes, such as NaCl or
KCl, whereas most solutions in nature and industry contain a mix of electrolytes.
Experimentally, it has been shown that adding even a small amount of different ions
to an electrolyte solution can severely impact EDL properties [59, 139, 140]. This can
happen for example if the added electrolytes show preferential adsorption, or if they
severely affect the hydrogen bond network of the solvent at the interface. Especially
the addition of multivalent ions to a predominantly monovalent solution can strongly
reduce the efficiency of reverse electrodialysis [141] and can invert the direction of
electrokinetic flow [140].



3

48 3. Surface Roughness can Induce Ion-Specificity

The first fully atomistic MD simulations of electrolyte mixtures on siliceous surfaces
were carried out by Bourg and Sposito [113] in 2011, who investigated NaCl–CaCl2
mixtures on a rigid smectite surface and found that Na+ and Ca2+ ions can coexist
in the Stern layer, with no clear preferential adsorption. In similar MD simulations
on rigid mica surfaces however, preferential adsorption of K+ over Rb+ and Mg2+

was found [142]. Cavities in which K+ ions could adsorb, were not accesible to
Rb+ and Mg2+ ions, which have larger hydration radii. To our knowledge, only one
MD study has considered mixed electrolytes on amorphous silica. Prakash et al.
[135] evaluated electroosmotic flow on a rigid amorphous silica surface at varying
compositions of NaCl–MgCl2 solutions, stating that Na

+ preferentially adsorbs over
Mg2+. This was motivated by the fact that Na+ displayed a closer proximity to the
surface and has a lower hydration energy than Mg2+. However, the balance between
adsorption energy and hydration energy was not considered. Furthermore, we argue
that the closer proximity of Na+ ions does not demonstrate preferential adsorption,
but rather is a consequence of its smaller hydration radius. Conversely, a recent
primitive model Monte Carlo study suggested that divalent ions adsorb preferentially
over monovalent ions when discrete charges are present on a model surface [143]. A
comprehensive study of ion adsorption with mixed electrolytes on realistic amorphous
silica surfaces is lacking.

In this chapter, we provide one of the first studies of ion adsorption from mixed
electrolytes confined by flexible charged amorphous silica. Adsorption of ions in
single and mixed electrolytes is compared by analyzing the distribution of ions near
a charged silica surface. Specifically, ions are classified based on their adsorption,
forming a Contact Ion Pair (CIP) or Solvent-Separated Ion Pair (SSIP) with the surface
(see Fig. 3.1), to asses the impact of adsorption type on the EDL structure. This
classification is analogous to Inner- and Outer-Sphere Surface Complexes (ISSC and
OSSC) used by, for example, Bourg and Sposito [113]. Furthermore, the strong
influence of the surface roughness on the EDL structure is illustrated by computing for
each ion the distance to the nearest surface atom. Finally, we provide selectivity maps
for our system, and relate the observed selectivities to the structural characteristics of
the surface, allowing us to devise a protrusion metric (PM) based on steric properties,
which is successfully used to predict ion-specificity.

The remainder of this chapter is organized as follows: the simulation set-up is
described in Sec. 3.2. The results are given in Sec. 3.3 discussing adsorption of ions
in single (one compound) and mixed (multiple compounds) electrolytes. Conclusions
are presented in Sec. 3.4.

3.2. Methods
3.2.1. Generating Amorphous Silica
A block of 5 nm × 5 nm × 5 nm amorphous silica was created by annealing (from
298 K to 4000 K) and quenching (from 4000 K to 298 K at a rate of 2.5 k/ps) a
𝛽−cristobalite in the NVT ensemble (density of 2.2 g/cmኽ) with periodic boundary
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Figure 3.2: Potential energy of the BKS potential with and without LJ correction.

Table 3.1: Force field parameters for the BKS force field and its modification. Partial charges are assigned
as follows: ፪O  ዅኻ e and ፪Si  ዄኼ e. Units of ፂ(ᑟ)ᑚᑛ are in KcalÅᑟ/mol

𝐴።፣ [Kcal/mol] 𝑏።፣ [Å] 𝑐።፣ 𝐶(ኻኼ)።፣ 𝐶(ዀ)።፣
O-O 32026 2.76 175 281743 -2275.22
O-Si 415176 4.87 133.54 13776 1127.08

conditions using the modified BKS potential [24, 144, 145].

𝐸፩፨፭ =

⎧
⎪⎪

⎨
⎪⎪
⎩

𝐴።፣ exp (−𝑏።፣𝑟።፣) −
ᑚᑛ
፫Ꮈ +

ኻ
ኾ᎒Ꮂ

∑።፣
፪ᑚ፪ᑛ
፫ᑚᑛ

for 𝑟 > 𝑟፬,።፣
exp (𝑟 − 𝑟፬,።፣)

10 ∑
።፣
[
𝐶(ኻኼ)።፣
𝑟ኻኼ።፣

−
𝐶(ዀ)።፣
𝑟ዀ።፣
]−

𝐴።፣ exp (−𝑏።፣𝑟፬,።፣) +
𝑐።፣
𝑟ዀ፬,።፣

− 1
4𝜋𝜀ኺ

∑
።፣

𝑞።𝑞፣
𝑟፬,።፣

for 𝑟 < 𝑟፬,።፣
(3.1)

Essentially, a Lennard-Jones (LJ) potential is added in order to eliminate the nonphys-
ical attractive forces that originate from the Buckingham potential when two atoms
move too close to each other, modifying the potential energy curves as shown in Fig.
3.2. The attractive forces of the BKS potential are reversed to repulsive forces at
distances below 𝑟።፣ = 1.09 for O O interactions and 𝑟።፣ = 1.50 for O Si interactions.
The corresponding force field parameters are summarized in Tab. 3.1. The temper-
ature was controlled with the Nosé-Hoover thermostat with a damping factor of 100
𝑑𝑡, and the simulation time step was set to 1 fs.

The obtained block of amorphous silica can be shown to be in line with experi-
ments [146–148] and previous MD studies [24, 129, 149, 150] with over- and un-
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Table 3.2: Occurrence of structures in our amorphous silica block.

Structures Occurrence
SiOኽ 00.11 %
SiOኾ 99.85 %
SiO 00.04 %
OSiኻ 00.11 %
OSiኼ 99.82 %
OSiኽ 00.07 %
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Figure 3.3: Silica RDFs for the amorphous silica block obtained in this study.

dercoordinated structures making up less than 0.2% as shown in Tab. 3.2 and the
location of first and second peaks in the radial distribution functions (see Eq. (2.12)
and Fig. 3.3) to be in agreement with known results (Tab. 3.3).

3.2.2. Creating a Channel
The channel configuration was generated by cutting the amorphous silica block and
separating the two resulting slabs. Subsequently, undercoordinated silicon and un-
coordinated oxygen atoms were removed. Undercoordinated oxygen atoms were
protonated, resulting in a silanol (SiOH) density of 6.5 SiOH/nmኼ. The silanol density
was reduced to 5 SiOH/nmኼ (close to the experimental value [151]) by condensating
silanols [152]). Condensation of vicinal silanol pairs was avoided to ensure that no
strained two-membered siloxane rings were formed [153, 154]. The remaining sur-
face groups consisted of 15% isolated, 50% vicinal and 35% geminal silanols, in line
with other studies of amorphous silica [151] (see Fig. 3.4 for a representation of the
silanol types). On either wall, 16 SiOH were deprotonated to impose a surface charge
of -103 mC/mኼ, corresponding to a pH of 7-8 (depending on electrolyte composition
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Table 3.3: Location of first and second peaks in rdf for amorphous silica. Rdfs for own simulations following
equation 2.12 are given in Fig. 3.3. a Ref. [146], b Ref. [148] and c Ref. [147].

Simulation [Å] Vollamyr et al. [24] [Å] Experiments [Å]
Si-O 1.61 1.595 1.608b 1.620a

4.10 4.12 4.15
O-O 2.60 2.59 2.626b 2.65a

5.02 5.01 4.95
Si-Si 3.14 3.16 3.077c 3.12a
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Figure 3.4: Silanol classification for isolated (red), vicinal (green), and geminal (blue) silanols. In yellow
is shown how the protrusion metric (PM) is computed considering surface atoms within 4.6 Å of ፳OᎽ .

and concentration) [25].
In between the resulting slabs, 3,485 water molecules were added in a dilute

lattice, along with a variable number of ions (Cl–, Na+ and Ca2+, listed in Tab. 3.4),
with an excess of cations to balance the surface charge (see Fig. 3.5 for a depiction
of the system). The fluid density was adjusted via a compression force equivalent
to 1 bar by moving the walls towards each other for 10 ns [155]. The electrolyte
compositions used in this study are provided in Tab. 3.4, with molarities in the center
of the channel computed after adjusting the fluid density.

3.2.3. Computational Details
The channel simulations were performed in the NVT ensemble with periodic boundary
conditions, removing inter-slab interactions across the 𝑧 boundary [156], with a time
step of 1 fs. The Nosé-Hoover thermostat was used to control the temperature with a
damping factor of 100 𝑑𝑡. Long range electrostatic interactions were computed with
the particle-particle particle-mesh (pppm) method with a relative precision of 10ዅኾ.
Cut-off distances of 12 Å and 8.5 Å were used for Lennard-Jones (LJ) and Coulombic
interactions, respectively. The Lorentz-Berthelot mixing rule (see Eq. (1.7)) was used
to parametrize LJ interactions between dissimilar particles. The Interface Force Field
(IFF) parametrization from Emami et al. [149] was used for silica, TIP4P/2005 [16]
for water, and Joung and Cheatham [18] and Mamatkulov et al. [19] for ions. The
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Table 3.4: Electrolyte compositions used in this study with final densities and molarities at the centre of
the channel in a 4 Å bin. The excess of counterions can be calculated from the difference between anions
and cations forming a molecule.

Name Number of ions Density Molarity [mol/L]
Cl– Na+ Ca2+ [g/mL] NaCl CaCl2

0.1Na 6 38 1.001(4) 0.16(1)
0.3Na 19 51 1.006(5) 0.35(1)
0.6Na 38 70 1.019(4) 0.67(1)
0.9Na 57 89 1.029(5) 0.91(2)
0.15Ca 18 25 0.996(5) 0.10(1)
0.3Ca 38 35 1.011(5) 0.27(1)

0.3Na0.15Ca 38 34 18 1.014(5) 0.32(2) 0.14(1)
0.3Na0.3Ca 56 34 27 1.033(6) 0.40(2) 0.25(1)

Figure 3.5: Channel configuration for simulations. Silica walls are separated roughly 4.2 nm with fluid in
between at a density of ≈ ኻ g/cmᎵ. The top shows the initial configuration with arrows indicating the
movement of the walls due to the applied force equivalent to 1 bar to adjust the fluid density. The left
inset shows Na+ adsorption with part of the hydration shell penetrating into the wall. Right inset shows
adsorption of a partially hydrated Ca2+ ion.
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respective functional form is

𝐸፩፨፭ = ∑
።፣,nonbonded 1-2,1-4 incl and 1-3 exl

𝜖።፣ [(
𝜎።፣
𝑟።፣
)
ኻኼ
− 2(

𝜎።፣
𝑟።፣
)
ዀ
]

+ 1
4𝜋𝜀ኺ

∑
።፣,nonbonded 1-2,1-4 incl and 1-3 exl

𝑞።𝑞፣
𝑟።፣

+ ∑
።፣,bonded

𝑘፫,።፣ (𝑟,።፣ − 𝑟ኺ,።፣)
ኼ + ∑

።፣፤,bonded
𝑘፫,።፣፤ (𝜃።፣፤ − 𝜃ኺ,።፣፤)

ኼ

(3.2)

with the force field parameters being described in Tab. 3.5. IFF has been shown
to provide physically and chemically very consistent parameters compared to other
force fields that are commonly used to model silica, such as clayFF [157–159]. Fur-
thermore, flexible silica walls can easily be simulated with IFF due to the presence of
bond and angle parameters. Despite IFF being parametrized together with TIP3P and
SPC, TIP4P/2005 was chosen for water due to the fact that this model more accu-
rately reproduces a range of physical and thermodynamic properties [40]. Oxygen-
hydrogen (OH) bond lengths and HOH angles were constrained with the SHAKE algo-
rithm [160]. All simulations in this study were performed with the LAMMPS simulation
package [80].

Two independent simulations of 35 ns were performed for each system given
in Tab. 3.4. The last 25 ns were used to gather statistics at 5 ps intervals. An
additional simulation of 122 ns was performed for the 0.3Na0.3Ca system to study
ion selectivity at the surface. Runs of 11 ns were alternated with runs of 10 ps with
charges switched to 𝑞ፍፚ = −0.5, 𝑞ፂፚ = −0.5 and 𝑞ፂ፥ = +1.116. This modification
in ionic charges was found to be sufficient to quickly desorb the adsorbed ions, such
that a new independent configuration can be obtained. This process was repeated
11 times, gathering statistics throughout the last 1 ns of each 11 ns segment.

3.2.4. Uncertainty Quantification
For each individual simulation, the standard error was evaluated ensuring each sam-
ple was uncorrelated to the former sample. The correlation of the position of water
molecules rOᑨ between frames (at a time interval 𝜏) was studied following the ap-
proach described by Allen and Tildesley [8]. The correlation function

𝑐(𝜏) =
⟨𝛿rOᑨ(𝑡)𝛿rOᑨ(𝑡 + 𝜏)⟩
𝜎rOᑨ (፭)𝜎rOᑨ (፭ዄᎡ)

(3.3)

with
𝛿rOᑨ = rOᑨ − ⟨rOᑨ⟩ (3.4)

and
𝜎ኼrOᑨ = ⟨(rOᑨ(𝑡))

ኼ⟩ − ⟨rOᑨ(𝑡)⟩ኼ (3.5)

was evaluated and block averaging was used yielding the same conclusion of uncor-
related results as shown in Fig. 3.6. The correlation function drops to nearly zero
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Table 3.5: Force field parameters for channel simulations. Subscripts are as follows: w-water, b-bulk,
d-dangling, dd-dangling dangling, s-silanol, ss-silanol silanol. ∗ partial charge was adjusted from original
force field to support doubly deprotonated geminals.

Ions 𝜎 [Å] 𝜖/𝑘ፁ [K] q [e]
Naዄ [18] 2.1845 84.7616 +1
Caዄ [19] 2.8331 140.6332 +2
Clዅ [18] 4.9178 5.8683 -1

TIP4P/2005 [16] 𝜎 [Å] 𝜖/𝑘ፁ [K] q [e]
O 3.1589 93.19685
H +0.5564
M -1.1128

IFF [149] 𝜎 [Å] 𝜖/𝑘ፁ [K] q [e]
Sib 3.70 46.799 +1.1
Sid 3.70 46.799 +0.725
Sidd 3.70 46.799 +0.35∗

Sis 3.70 46.799 +1.1
Siss 3.70 46.799 +1.1
Ob 3.09 27.174 -0.55
Od 3.09 61.392 -0.9
Os 3.09 61.392 -0.675
H +0.4

IFF bonds [149] 𝑘፫ [Kcal/(mol Åኼ)] 𝑟ኺ,።፣ [Å]
Si-O 285 1.68

IFF angles [149] 𝑘᎕ [Kcal/(mol radኼ)] 𝜃ኺ [∘]
O-Si-O 100 109.5
Si-O-Si 100 149.0
Si-O-H 50 115.0
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Figure 3.6: Correlation function (a) and inefficiency factor from block averaging (b) of water positions.

at the immediate next recorded time step, and reducing the size of the blocks does
not increase the statistical inefficiency 𝑠(𝑘) significantly above 1. Hence each sample
can be considered as fully independent.

The standard error for each individual simulation was defined as:

SEindividual =
𝜎individual
√𝑁frames

, (3.6)

with
𝜎ኼindividual = 𝐸(𝑥ኼ) − 𝐸(𝑥)ኼ. (3.7)

The error SEmulti between simulations and from symmetrizing was computed follow-
ing

SEmulti =
𝜎multi

√𝑁simulations
= √ 1

𝑁simulations

ፍsimulations
∑
ፗኺ

(𝜇ፗ − 𝜇)ኼ (3.8)

where 𝜇ፗ represents the ensemble averages of each simulation and 𝜇 the average
between simulations. The final uncertainty was obtained from the addition of Eqs.
(3.6) and (3.8).

For the screening function the assumption Γ(𝜒 = 0) = 𝜎ኺ and Γ(𝜒 = ∞) = 0
was further made, such that Eq. (3.12) is integrated from both directions to avoid
cumulative additions of the SE, yielding

𝑆𝐸ጁ(𝜒) =
∫Ꭴmin(Ꭴ) ∑። 𝑆𝐸ᑟ,ᑚ(𝜒ᖣ)𝑧።𝑑𝜒ᖣ + ∫

min(Ꭴ)
Ꭴ ∑። 𝑆𝐸ᑟ,ᑚ(𝜒ᖣ)𝑧።𝑑𝜒ᖣ

2 . (3.9)

3.2.5. Symmetrizing of Results
The density profiles 𝜌፧ vs 𝑧 are symmetrized with respect to the centre of the channel
and shifted by the average location of surface Oxygen atoms. Density profiles 𝜌፧ vs
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Figure 3.7: Unsymmetrized and symmetrized density profiles.

𝑑 do not require symmetrizing. The effect of symmetrization is shown in Fig. 3.7,
where the new mean is given by

𝜌፧ =
1
2(𝜌፧(𝑧 < 0) + 𝜌፧(𝑧 > 0)) (3.10)

and the uncertainty is obtained from

𝑆𝐸ᑟ =
1
√2
√1
2 [(𝜌፧(𝑧 < 0) − 𝜇ᑟ) + (𝜌፧(𝑧 > 0) − 𝜇ᑟ)] + 𝑆𝐸ᑟ(፳ጺኺ) + 𝑆𝐸ᑟ(፳ጻኺ).

(3.11)

3.3. Results
In this section, adsorption of ions in single and mixed electrolytes is evaluated. First,
single electrolyte results are discussed, followed by a comparison with mixed systems.
The section is concluded by evaluating ion-specificity of charged surface sites.

3.3.1. Single Electrolytes
Fig. 3.8a shows the symmetrized cation density (top) and anion density (bottom)
near the charged silica surface as a function of 𝑧, the coordinate normal to the
surface. A dense layer of Na+ and Ca2+ is found near the surface, with most adsorbed
ions forming CIPs (dashed lines). Ions forming CIPs plus those forming SSIPs make
up the Stern layer, which here is found to have a thickness of approximately 8 Å, in line
with experimental estimates, 6-10 Å [161]. CIPs are formed when water molecules
in the first hydration shell of the ion are replaced by a surface atom (Si, O or H),
and SSIPs are formed when this happens in the second hydration shell. The first and
second hydration shells are commonly delimited by the first and second minima in the
ion-water radial distribution function (rdf), see Fig. 3.9. The properties of the first
hydration shell can be used to explain why Na+ ions are found closer to the surface
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Figure 3.8: Number density profiles ((a) and (b)) and screening function ((c) and (d)) for single NaCl and
CaCl2 electrolytes as a function of ፳, normal to the surface ((a) and (c)), and ፝, distance to the nearest
surface atom (Si, O or H) ((b) and (d)). The colors in subfigures (a) and (b) indicate the electrolyte
solution; NaCl (red) or CaCl2 (blue). The line type indicates the ion type; Na

+ (-), Ca2+ (- -), Cl– (:). In
subfigures (a) and (c), ፳  ኺ is the average ፳-coordinate of all surface oxygen atoms. The shaded areas
in all figures represent the uncertainty using 1 standard deviation (50 % confidence interval).

than Ca2+ ions. Let us consider the first maximum of the ion-water rdf to compute
the ion hydration density (H2O/Åኼ). For TIP4P/2005, the maxima were found to be
at 2.375 Å and 2.5 Å (see [53] and Fig. 3.9), giving a hydration density of 0.0846
H2O/Åኼ and 0.102 H2O/Åኼ, with 6 and 8 water molecules in the first hydration shell,
for Na+ and Ca2+, respectively. This indicates that Na+ ions have a less tight hydration
shell (e.g. fewer water molecules per hydration shell surface area) than Ca2+ ions.
This allows water molecules to shift within the hydration shell of Na+ ions, enabling
these to move closer to the surface than Ca2+ ions [53]. Consequently, adsorbed
Ca2+ ions display a larger change in coordination number, ΔCN, than adsorbed Na+
ions, as discussed in more detail in Sec. 3.3.3.

The difference in distance from the surface for different ions is not accounted
for in classical EDL theory. In theory, different ions would need to be assigned their
own electrostatic planes [162], Inner Helmholtz Plane (IHP) and Outer Helmholtz
Plane (OHP) (see Fig. 3.1), defined as passing through the centers of CIP and SSIP,
respectively [163]. This however proves to be very elaborate for multicomponent
systems. Furthermore, even a root-mean-squared (rms) surface roughness of 1.1 Å
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Figure 3.9: Rdf of ion-water for Na+ and Ca2+ ions.

(experimentally reported values vary up to several nm [164]), obtained from the rms
of the CIP 𝑧-position, can be shown to severely impact the suitability of EDL theory.
In Fig. 3.8a, no distinct planes can be found for any of the ionic species. Instead,
Fig. 3.8a shows overlapping regions in which CIP and SSIP co-exist. Density profiles
as a function of 𝑧 strongly depend on the surface roughness, causing the density
profiles to be highly specific to the characteristics of the surface. This specificity is
also responsible for the large error margins near the surface. Part of this specificity
can be eliminated when considering the density as a function of the distance, 𝑑, to the
nearest wall atom (Si, O or H). This measure provides an effective means to decouple
the effect of surface roughness from ion specific properties such as adsorption state,
which can more easily be identified in this way. Similarly, one could say that the
density as a function of 𝑑 closely resembles the density profile as it would occur on a
perfectly smooth surface. Indeed the density profiles in Fig. 3.8b are found to closely
resemble those found for smooth surfaces (see for example [165, 166]), and provide
a clear distinction of atom layers corresponding to CIP and SSIP by the minima at
𝑑 ≈ 3 Å. Furthermore, this representation is in line with the classical definition of IHP
and OHP for each ionic species, as passing through the centers of CIP and SSIP.

Different than in Fig. 3.8a, in Fig. 3.8b Na+ ions and Ca2+ ions are found at
similar distances from the surface. Additionally, the presence of Cl– ions forming
CIP is highlighted in this representation, in line with some experimental observations
[167]. In the inset of Fig. 3.8b, a strict distinction of CIP and SSIP for Ca2+ ions
is observed, whereas Na+ ions are also found in an adsorption state that is neither
strictly defined as CIP nor SSIP. This can be interpreted as Ca2+ ions having distinct
preferred distances to form CIP and SSIP, suggesting a clear energy barrier between
CIP and SSIP. On the other hand, Na+ ions can also occupy adsorption states between
CIP and SSIP, indicating a lower free energy barrier between these adsorption states.
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Finally, the local excess of Cl– ions immediately following the SSIP region in the
CaCl2 solution, indicates the occurrence of overscreening or Charge Inversion (CI),
discussed in more detail below.

We define a screening function Γ(𝜒) to indicate the screening of the surface charge
by the ions up to 𝜒 as the sum of bare surface charge 𝜎ኺ and the integral over the
ion number density 𝜌፧,። multiplied by the ion valency 𝜈። for ion type 𝑖 and elementary
charge 𝑒 as [113]:

Γ(𝜒) = 𝜎ኺ +∫
Ꭴ

min(Ꭴ)
∑
።
𝜌፧,።(𝜒ᖣ)𝜈።𝑒𝑑𝜒ᖣ, (3.12)

with 𝜒 being a placeholder for 𝑧 or 𝑑. Note that Γ(𝑑) differs from a radial distribution
function because only the distance to the nearest surface atom is considered for each
ion. A surface is considered fully screened when the screening function approaches
zero. Figs. 3.8c and (d) show Γ as a function of 𝑧 (c) and 𝑑 (d), obtained by
applying equation 3.12 to the ion density profiles. As the ion concentration increases,
the diffuse region becomes more compact, due to a shorter Debye length, such
that fluid bulk properties are reached closer to the surface. This behavior has also
been reported by others, based on streaming current measurements [140] and X-
ray photoelectron spectroscopy or XPS [161]. For NaCl, the contributions of CIP
(𝑑 ≤ 2.75) and SSIP (2.75 < 𝑑 ≤ 5.5), both increase at increasing concentration,
whilst for CaCl2, only the CIP contribution increases. In fact, for NaCl we can find
a linear trend of 0.03 × 𝜎ኺ increase in screening for each 0.3 M increase (see also
Fig. 3.10). The screening function for the 0.9Na and both CaCl2 systems exceeds
zero, indicating overscreening or CI. This phenomenon occurs when an excess of
counterions is attracted to the surface, changing the sign of Γ. For NaCl, CIP and
SSIP appear to contribute equally to CI. On the other hand, for CaCl2, CIP contribute
in a greater extent to CI than SSIP.

Van der Heyden et al. [140] inferred the effective surface charge from streaming
current measurements as 𝜎∗ = 𝜎ኺ +𝜌፧ᑚ ,Stern𝜈።𝑒, where the Stern layer is considered
to be composed of immobile ions yielding 𝜎∗ = Γ(𝑑 = 𝑑Immobile), with 𝑑Immobile
representing the distance from the surface up to where ions are considered immobile.
The bare surface charge density of fused silica at pH = 7.5 was estimated as -150
mC/mኼ, and the authors interpreted their measurements assuming no-slip Poiseuille
flow and a Boltzmann charge distribution. Their result is included in Fig. 3.10, show-
ing a sign reversal at 0.4 M CaCl2. This method of determining CI only considers
immobile ions, which are often considered to include the entire Stern layer, e.g. CIP
and SSIP. Relative to the results of van der Heyden et al., our MD results overpredict
the occurrence of CI for CaCl2. The effective surface charge estimated from electroki-
netic experiments can deviate from what would be observed in MD, due to multiple
factors: first, the simulation force field is not optimized for dynamic properties; sec-
ond, the effective surface charge is inferred from streaming current measurements
using multiple assumptions that may be inaccurate. Furthermore, the effect of fluidic
transport on charge distribution is debated. Some authors [168, 169] have claimed
that fluidic transport can alter the charge distribution, which would result in a non-
linear elektrokinetic response. In contrast, our previous work [170] has shown linear
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Figure 3.10: Effective surface charge ∗ for NaCl and CaCl2 considering CIP and CIP plus SSIP. The lines
are added as a guide for the eye.

elektrokinetic response in electroosmotic flow with electric fields up to 25 × 10ዀ V/m
(O(1-10ኽ) V/m is characteristic for electrokinetic experiments) [171, 172]. Conse-
quently, the relationship between CI and electroosmotic flow reversal may not be
unique.

In many numerical studies the formation of CI is underpredicted due to the use of
uniformly charged model surfaces. These surfaces have been shown to predict less
CIP formation, which is crucial for accurate predictions of CI [136, 143, 165, 173].
In fact, CI has been argued to be a discrete phenomenon which strongly depends
on specific ion adsorption [143, 173]. For example, on a discretely charged wall,
CI occurs locally when a higher valency ion or multiple monovalent ions adsorb to a
single SiOዅ. For monovalent ions this behavior has been observed in previous MD
simulations [59], and is confirmed by our results.On the other hand, various numer-
ical studies using discrete charges have overpredicted the occurrence of CI due to
the force fields used [54, 128, 174, 175]. For example, the silica parametrization
of clayFF [157, 158] contains neither bond nor angle parameters, requiring higher
partial charges, which can lead to unphysically strong electrostatic interactions. Fur-
thermore, we note that the Ca2+ parametrization used in this study has some known
deficiencies [176], but no better parameters exist at the present time.

3.3.2. Mixed Electrolytes
By combining the ions from single 0.3Na with 0.15Ca or 0.3Ca systems in the mixed
0.3Na0.15Ca and 0.3Na0.3Ca systems (see Tab. 3.4), the total ionic concentration
increases. This reduces the EDL thickness, in part due to a shorter Debye length.
However, it is not obvious which ions would adsorb and how these distribute within
the Stern layer. These matters will be investigated in the following.
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Figure 3.11: Number density profiles ((a) and (b)) and screening function ((c) and (d)) for single NaCl
and CaCl2 and mixed NaCl-CaCl2 electrolytes as a function of ፳, normal to the surface ((a) and (c)), and
፝, distance to the nearest surface atom (Si, O or H) ((b) and (d)). In subfigures (a) and (b) the colors
indicate the electrolyte solution; NaCl (red), CaCl2 (blue) or NaCl + CaCl2 (green). The line type indicates
the ion type; Na+ (-), Ca2+ (- -), Cl– (:). In subfigures (a) and (c) ፳  ኺ is the average location of all surface
oxygen atoms. The shaded area in all figures represents the uncertainty using 1 standard deviation (50
% confidence interval).

Fig. 3.11 includes the density profiles and screening functions for the single
0.3Na, 0.3Ca, and the mixed 0.3Na0.3Ca systems. Fig. 3.11a shows how Na+ ad-
sorption (CIP+SSIP) in the mixture is reduced by more than 50 % compared to the
single electrolyte solution, while Ca2+ adsorption is only reduced by 30 %. Stronger
Coulombic attraction is expected for Ca2+ ions than for Na+ ions, based on the higher
partial charges of the former. Despite this, we find Na+ ions adsorb closest to the
surface. When the surface structure near a dangling oxygen provides a sterical hin-
drance to the hydrated ion, additional water molecules need to be expelled from, or
shifted within, the first hydration shell of the ion. Since Na+ ions have a less tight hy-
dration shell than Ca2+ ions (see discussion above), these can shift water molecules
around more easily than Ca2+ ions and hence adsorb with fewer water molecules be-
ing rejected from its hydration shell ions as shown in Fig. 3.13b. The results of this
preferential adsorption are shown in the insets in Fig. 3.5. On the left, an adsorbed
Na+ ion is shown to penetrate the surface with part of its hydration shell, whilst on the
right an adsorbed hydrated Ca2+ ion is shown to remain superficial. This preferential



3

62 3. Surface Roughness can Induce Ion-Specificity

adsorption behavior between Na+ and Ca2+ leads to a reduction in CIP formation
for Ca2+ in mixed compared to single electrolytes, as seen in Figs. 3.11a and (b).
Consequently, also the CIP contribution towards surface screening is reduced from
129.3 mC/mኼ in the 0.3Ca system to 115.3 mC/mኼ in the 0.3Na0.3Ca system and
from 123.9 mC/mኼ in the 0.15Ca system to 111.5 mC/mኼ in the 0.3Na0.15Ca sys-
tem as shown in Fig. 3.11d. In terms of SSIP formation in Fig. 3.11b, a consistent
reduction of Na+ and Ca2+ ions is observed in the mixed systems compared to the
single systems. Changes in Cl– SSIP formation are not consistent across the mixed
systems studied. Comparing the 0.15Ca to the 0.3Na0.15Ca system, an increase of
Cl– SSIP formation is found, while comparing the 0.3Ca to the 0.3Na0.3Ca system
a decrease is observed. Nonetheless, the SSIP contribution is small compared to
the CIP contribution towards the surface screening for the mixed and single CaCl2
systems, resulting in a consistent reduction of overall surface screening and CI when
adding monovalent ions to a divalent solution.

The above behavior of preferential adsorption and CI reduction is consistent with
experiments which suggested reduction of multivalent ion adsorption upon addition
of monovalent ions [140, 177–180]. For example, van der Heyden et al. [140]
measured a reduction and even sign reversal of current in streaming current experi-
ments for a multivalent ionic solution by addition of varying amounts of monovalent
ions. This was interpreted as the result of competitive effects between ions in the
Stern layer. In line with these experiments, we observe surface structure induced
competitive effects in the formation CIP and SSIP.

3.3.3. Surface Induced Ion-Specificity
An additional simulation for the 0.3Na0.3Ca system was carried out as specified in the
methods section (Sec. 3.2). Ions were repeatedly forced to desorb and subsequently
equilibrated to adsorb, obtaining 11 uncorrelated sets of adsorbed ions. Averaging
over these results, it was found that some dangling oxygens showed preferential
adsorption of Ca2+ ions and others of Na+ ions. Fig. 3.12 shows the preferential
adsorption found for the left and right walls. The colorscale intensity goes from Ca2+

adsorbed in all 11 independent results (blue) to Na+ adsorbed in all 11 independent
results (red). The highest rates of preferential adsorption observed in our simulations
were 64 % for Ca2+ (7/11) and 64 % for Na+ (7/11). Roman numbers I-VI in Fig.
3.12 indicate regions that are specifically discussed below.

On the left channel wall in Fig. 3.12 it is seen that most dangling oxygens dis-
play a preference for Na+ ions. On the right channel wall on the other hand, more
preference for Ca2+ ions is seen. Single deprotonated silanols did not show consis-
tent preferential adsorption. Clusters of 2 deprotonated silanols on the other hand,
displayed preferential adsorption for Na+ ions as shown in II-V and the cluster of 3
showed preferential adsorption of Ca2+ ions as shown in VI.

Upon visual inspection in VMD, it was found that dangling oxygens displaying
preferential adsorption of Na+ ions were frequently submerged into the surface. Fur-
thermore, ions adsorbed to submerged dangling oxygens had a considerably reduced
number of water molecules within the first hydration shell.Consequently, we argue
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Figure 3.12: Preferential adsorption of Na+ (red) and Ca2+ (blue) on dangling oxygens on the left and right
surfaces of the channel. The letters indicate the type of silanol (i.e. Isolated, Vicinal and Geminal) and
the number a protrusion metric times 100 given by equation 3.13. Regions I-VI are specifically discussed
in the main text.

that steric hindrances to the ion hydration shell exist. This hypothesis was confirmed
by introducing a protrusion metric (PM):

PM = 𝑧sur − 𝑧OᎽ
𝑧OᎽ

(3.13)

measuring the protrusion of dangling oxygens, as indicated in Fig. 3.4, as a function
of their position 𝑧OᎽ with respect to the average 𝑧-position of surrounding surface
atoms 𝑧፬፮፫ = 1/𝑁∑

ፍ
፤ 𝑧 within 4.6 Å. A high PM value indicates that a dangling oxygen

protrudes from the surface whereas a low PM value indicates a submerged dangling
oxygen. Attempts were made to include also the effect of silanol orientation, but
failed to produce better results.

The PM is added to Fig. 3.12, showing that at low PM Na+ is preferentially ad-
sorbed and at high PM Ca2+ is preferentially adsorbed. Exceptions to this finding
are indicated with roman numbers. Region I is found without any ion adsorbed due
to hydrogen-bonds formed by these dangling oxygens with neighboring silanols. In
cases II-VI on the other hand, multiple dangling oxygens were found next to each
other forming clusters, with ions frequently adsorbed to several dangling oxygens si-
multaneously. Consequently, for these clusters a combined PM, would be indicative
for ion-specificity. However, additional factors not included here, could play a role in
the ion-specificity of clusters. Especially the following considerations are thought to
be relevant: determination of which dangling oxygen is dominant, distance between
dangling oxygens and electrostatic interactions. For example, clusters II, III, IV and
V show similar average PM values, but clusters II, III and IV show strong preference
for Na+ ions while cluster V shows only a slight preference toward Na+ ions. Further-
more, cluster VI displays preference for Ca2+ ions despite having a low combined PM
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Figure 3.13: Ion-specificity (a) and reduction in coordination number (b) as a function of PM. Ion-specificity
goes from Ca2+ preferential adsorption (-1) to Na+ preferential adsorption (1). Least squares regression
are shown to highlight trends for single dangling oxygens (blue) in (a) and ዅጂCN for Na+ (red) and Ca2+
(blue) ions in (b). Weighted Least Squares (WLS) in (b) shows the trend of ዅጂCN for all ions combined,
weighted by the ion-specificity.

value of 0.39/100. In conclusion, for deprotonated silanol clusters the ion-specificity
cannot be explained using only geometric features.

Fig. 3.13 shows that the remaining dangling oxygens (excluding those within I-VI)
follow the trend expected by the PM. In Fig. 3.13a, deprotonated silanols that have
no other dangling oxygen nearby (henceforth named single) are displayed in blue
and those forming clusters (II-VI in Fig. 3.12) in red and yellow. Clusters are shown
separately because a different trend is expected for clusters of dangling oxygens as
compared to single dangling oxygens due to the neglecting of electrostatic contribu-
tions by the PM. Preferential Na+ adsorption is observed at low PM and preferential
Ca2+ adsorption at large PM. A least square regression for single dangling oxygens
is shown in blue, showing a clear trend despite the large spread. At increasing PM,
preferential adsorption shifts from Na+ to Ca2+. For clusters of dangling oxygens, no
solid conclusions can be drawn due to the fact that only 5 data points exist and the
results are not consistent with the PM. For single dangling oxygens however a clear
trend is observed despite the large spread. At increasing PM, preferential adsorption
shifts from Na+ to Ca2+.

We suggest the trend observed in Fig. 3.13a is related to the number of water
molecules within the first hydration shell of adsorbed ions. In fact, in Fig. 3.13b it is
observed that the number of water molecules expelled from the first hydration shell of
adsorbed ions increases at reducing PM. We argue this to be due to steric hindrances
to the first hydration shell of the ion by the structure surrounding a dangling oxygen.
This hindrance can be overcome by either expelling additional water molecules from
the first hydration shell, or shifting water molecules within the hydration shell. From
Fig. 3.13b it is seen that consistently more water molecules are expelled from the first
hydration shell of Ca2+ ions than from that of a Na+ ions. Since, Na+ ions have been
found to have a less tight hydration shell, these preferentially adsorb at submerged
dangling oxygens by shifting water molecules within their hydration shell.
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Figure 3.14: Average adsorption location of NaᎼ (red in (a) and (b)) and CaᎴᎼ (blue in (c) and (d)) on
the left ((a) and (c)) and right ((b) and (d)) walls from single species 0.3Na and 0.3Ca systems. Average
ClᎽ adsorption location is given in green.

Additionally, it was found that the adsorption location of Na+ ions and Ca2+ ions on
the same dangling oxygen differs. Na+ ions are frequently found next to a dangling
oxygen, forming an additional bond with another surface atom or rotating around it,
whilst Ca2+ ions are almost exclusively found on top of dangling oxygens (see Fig.
3.14). This difference in adsorption location can potentially have a large influence
on Stern layer dynamics, as adsorbed Na+ may contribute differently to electroos-
motic or pressure driven flow than adsorbed Ca2+ ions. In conclusion, a combination
of surface structure induced ion-specificity and electrostatic attraction, which vary
locally over the surface, are ultimately responsible for selectivity.
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3.4. Conclusions
We have presented a study of ion adsorption, comparing single and mixed elec-
trolytes confined by charged amorphous silica. Ion layering in the Stern layer was
evaluated by classifying ions as forming surface CIP and SSIP based on their dis-
tance to a given adsorption site. Taking this idea one step further, density profiles
were computed for each ionic species as a function of distance to the nearest surface
atom, thereby effectively eliminating surface specific roughness effects and obtaining
density profiles in line with classical EDL theory. This approach can potentially be
used together with EDL models such as the Gouy-Chapman-Stern-Grahame model
to improve predictions of the surface or shear plane potentials.

Analyzing CIP formation per dangling oxygen, we found surface structure induced
ion-specificity. Although Ca2+ ions undergo stronger Coulombic attraction to the neg-
atively charged surface than Na+ ions, the microstructure of certain adsorption sites
may exhibit preference toward Na+ adsorption by impeding Ca2+ ions, which have
a tighter hydration shell, from adsorbing. Using this insight, we suggested a sim-
ple protrusion metric to predict ion-specificity of dangling oxygens. This metric was
shown to work on single dangling oxygens, but failed when multiple dangling oxygens
were found close to each other forming clusters. Additional analysis is needed to ex-
pand the understanding of the underlying mechanism of this ion-specificity and test
the applicability of the protrusion metric with other electrolytes and oxide surfaces.
We expect this metric to be especially successful in mixed electrolytes containing
counterions of the same valency but dissimilar hydration properties.

In conclusion, surface roughness as well as placement of deprotonated silanols
have a severe impact on preferential adsorption, related to sterical hindrances for
ion hydration shells. This finding can be used to microengineer surfaces with se-
lectivities for specific ions for purposes ranging from water desalination to osmotic
power harvesting. Furthermore, insight into the relation between surface structure
and preferential adsorption can help understand experimental results.
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4.1. Introduction
An oxide in contact with an aqueous solution adopts a bare surface charge density
that is balanced by ions forming a Stern and diffuse layer near the solid-liquid inter-
face. This so-called Electric Double Layer (EDL) plays an important role in geology
[181], materials science [182], biology [183] and electrochemistry [184]. It controls
for example the capacitance in batteries, colloidal stability [3], dissolution of mate-
rials, and can be used for ion sensing [59]. Detailed understanding of the EDL and
its dependence on the solid material, solution composition and pH is thus invaluable.
However, no single experimental technique can measure its entire structure and dy-
namics. Instead, partial pieces of the puzzle can be gleaned from a variety of different
techniques. Potentiometric titration [25] can be used to measure the bare surface
charge density, while the effective surface charge density can be inferred through
force measurements [185] or electrokinetics [140]. Electrokinetic techniques can
also provide information about the mobility of ions within the EDL, and spectroscopic
techniques [186–188] can be used to infer information about the interfacial ion and
water distribution and orientation. Ideally, a comprehensive picture of the EDL for a
given solid-liquid interface could be constructed by combining multiple techniques in
a single device to exclude the possibility of differences in material sample or experi-
mental conditions. Although some techniques have indeed been integrated together
[189, 190], this is a very difficult task and not all techniques can be carried out under
the same conditions and set-ups. For instance, force measurements require access
to the substrate, while some electrokinetic techniques require closed channels.

Another fundamental challenge of acquiring detailed understanding of the EDL
from a combination of experimental techniques is their dependence on models to
interpret measurements [191, 192]. Consequently, an inferred charge, potential or
other EDL property is inherently biased by the assumptions and parameters used in
the model, with the accuracy of models depending also on the experimental condi-
tions. For example, the Helmholtz-Smoluchowski theory is known to become inaccu-
rate for small colloidal particles and at low ion concentrations, where the effects of
surface conductance compared to the bulk conductance are large [6, 193]. On the
other hand, the widely used Gouy-Chapman model is known to break down under
conditions of strong electrostatic coupling. The consequences of modeling inaccura-
cies show for example from discrepancies between 𝜁-potentials obtained via multiple
approaches [27, 28, 194].

The standard approaches that are used to interpret experiments are especially put
to the test when dealing with high ion concentrations and multivalent electrolytes. An
interesting phenomenon that can occur under such conditions is the reversal of the
sign of the diffuse layer charge. This reversal is known as charge inversion. Experi-
mentally, the diffuse layer charge can be inferred through for example electrokinetic
techniques [140], force measurements [185] or non-linear optics [195, 196], but
the results between these methods differ from each other. In electrokinetics for
instance, an assumption on the ion density profiles in the diffuse layer is required,
while in force measurements the tip itself may influence this very profile, and in
non-linear optics the interpretation and relation between the measured quantities
and EDL structure remains challenging. Even between different electrokinetic tech-
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niques, such as Streaming Currents (SC), streaming potentials, electro-acoustics or
ElectroOsmotic Flow (EOF), results may differ [27, 28, 194]. To better understand
charge inversion, and more generally the EDL structure and dynamics under these
conditions, a high-resolution model-free approach is needed.

Having access to all atomic positions, velocities, forces and energies, Molecular
Dynamics (MD) simulations have the unique potential to provide a high-resolution
and model-free comprehensive three-dimensional picture of the EDL structure and
dynamics [1]. However, this requires confidence that the description of atomic
interactions, which is the key required input to the simulations, does in fact pro-
duce the correct behavior. MD studies of solid-liquid interfaces have shown a di-
verse picture, with ion adsorption varying largely between studies [23, 54, 127–
131, 134, 135, 170, 175, 197]. For example, Lorenz et al. [128] predicted charge
inversion in silica nanochannels with a bare surface charge density of -144 mC/mኼ

filled with 200 mmol/L CaCl2, while Biriukov et al. [197] predicted no charge inversion
under similar conditions. In fact, many MD simulation studies predict charge inversion
at bulk ion concentrations much lower than inferred from experiments [23, 127, 128].
One important cause of the deviations between ion adsorption in different MD simu-
lation studies and their deviation from experiments is the fact that the Lennard-Jones
cross interactions required to describe solid-liquid interactions are typically not part of
the force field optimization. With a few exceptions [198], these are rather estimated
based on common combination rules. Rigorous optimization of these parameters
would require unambiguous and detailed target data on the interfacial distribution
and adsorption of ions onto the surface, which is not directly measurable. Another
cause of the deviations is the use of full charges. These do not take into account
the dielectric screening of the medium, and frequently result in an over-prediction of
ion-adsorption [198, 199] and ion-pairing [22, 70]. In an attempt to account for this
screening, the Electronic Continuum Correction (ECC) theory states that the charges
should be scaled by a factor between 0.75 and 0.85 [70]. While strictly speaking this
charge scaling is only valid in homogeneous systems with a constant dielectric [200],
its use in interfacial systems with a variable dielectric has shown very promising im-
provements in the solid-liquid interactions [197, 199].

In this study, we propose a scaling of the Lennard-Jones cross interactions as
a free variable combined with the use of ECC to achieve good agreement between
nonequilibrium MD simulations and electrokinetic experiments. Specifically, we tune
the solid-ion Lennard-Jones cross interactions to match the concentration at which
𝜁 = 0 for both, electrokinetic experiments and electrokinetic simulations. At this
concentration, the measured properties (i.e., electrical current or flow velocity) tend
to zero, resulting in 𝜁 = 0 via the Helmholtz-Smoluchowski theory regardless of fluid
properties such as viscosity. Thereby, providing a concentration which is least sus-
ceptible to interpretation. We examine the proposed approach in a fused silica slit
pore filled with a CaCl2 electrolyte at pH 7.5. The reason we choose this system is
twofold: first, experimental SC data are available [140], including a concentration at
which 𝜁 = 0, and second it is a relevant system for natural processes and industrial
applications [201]. We find that the number of specifically adsorbed ions is the key
property to determine the experimental concentration at which 𝜁 = 0. Once the sim-
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ulations are tuned and validated, we provide detailed insight into the EDL structure
and dynamics, which can be used for future improvements of surface complexation
and continuum models.

The remainder of the chapter is organized as follows: The theoretical framework
and MD simulation set-up are presented in Sec. 4.2. The results are discussed in
Sec. 4.3. Finally the conclusions are provided in Sec. 4.4.

4.2. Methods
4.2.1. Theoretical Framework
Here we lay out the most common theoretical framework to calculate the 𝜁-potential
through either SC or EOF experiments shown in Fig. 4.1 and described in more detail
in [6].

Streaming Current Experiments
A typical SC experiment is displayed in the bottom part of Fig. 4.1. A pressure
gradient Δ𝑝፱/𝐿 is applied, resulting in a planar Poiseuille flow profile 𝑢፱(𝑧) (parabolic
flow profile). A charge density imbalance 𝜌፞(𝑧) in the diffuse layer of the EDL causes
a measurable electric current 𝐼str. If the bare surface is negatively charged, an excess
of cations is expected in the mobile part of the EDL, resulting in a positive 𝐼str. In the
event of charge inversion however, the immobile part of the EDL overcompensates
the bare surface charge density, resulting in an excess of mobile anions in the EDL,
reversing the sign of 𝐼str.

In order to determine the 𝜁-potential, let us relate 𝐼str to 𝜌፞(𝑧) and 𝑢፱(𝑧) in a duct
of width 𝑤, height 2ℎ (−ℎ to ℎ) and length 𝐿 via

𝐼str = 2𝑤∫
፡

ኺ
𝜌፞(𝑧)𝑢፱(𝑧)𝑑𝑧, (4.1)

with 𝜌፞(𝑧) being described by the Poisson equation

𝜀ኺ𝜀፫
𝑑ኼ𝜓(𝑧)
𝑑𝑧ኼ = −𝜌፞(𝑧) (4.2)

assuming a constant dielectric permittivity 𝜀፫, and 𝑢፱(𝑧) being given by the planar
Poiseuille flow solution

𝑢፱(𝑧) =
Δ𝑝፱
2𝜂𝐿 (ℎ

ኼ − 𝑧ኼ) (4.3)

assuming a constant viscosity 𝜂. 𝜀ኺ and 𝜓 are the vacuum permittivity and electro-
static potential, respectively. Inserting Eqs. (4.2) and (4.3) into (4.1), twice inte-
grating by parts, applying boundary conditions 𝜓(𝑧no-slip) = 𝜁 and 𝜓(𝑧bulk) = 0, and
rearranging for 𝜁 yields1[202]

𝜁 = − 𝜂
𝜀ኺ𝜀፫2𝑤ℎ

𝐿
Δ𝑝፱

𝐼str. (4.4)



4.2. Methods

4

71

Figure 4.1: Schematic of an ElectroOsmotic Flow (EOF) experiment (top) and a Streaming Current (SC)
experiment (bottom).

1Insert Eq. (4.2) into Eq. (4.1) and integrate twice by parts:

ፈstr  ዅ ᎒Ꮂ᎒ᑣኼ፰∫
ᑙ

Ꮂ

፝ᎴᎥ(፳)
፝፳Ꮄ ፮(፳)፝፳

 ዅ ᎒Ꮂ᎒ᑣኼ፰([፮(፳)
፝Ꭵ(፳)
፝፳ ]

ᑙ

Ꮂ
ዅ∫

ᑙ

Ꮂ

፝Ꭵ(፳)
፝፳

፝፮(፳)
፝፳ ፝፳)

 ዅ ᎒Ꮂ᎒ᑣኼ፰([፮(፳)
፝Ꭵ(፳)
፝፳ ዅ ፝፮(፳)፝፳ Ꭵ(፳)]

ᑙ

Ꮂ
ዄ∫

ᑙ

Ꮂ
Ꭵ(፳)፝

Ꮄ፮(፳)
፝፳Ꮄ ፝፳) .

Insert Eq. (4.3) and its derivatives ᑕᑦ(ᑫ)
ᑕᑫ  ዅᏺᑡᑫᒌᑃ and ᑕᎴᑦ(ᑫ)

ᑕᑫᎴ  ዅᏺᑡᒌᑃ into (4.1), resolve the boundary

conditions Ꭵ(፳no-slip)  ᎓ and Ꭵ(፳bulk)  ኺ, and consider ∫
ᑙ
Ꮂ Ꭵ(፳)፝፳ to be very small in a wide channel

ፈstr  ዅ ᎒Ꮂ᎒ᑣኼ፰([
ጂ፩
ኼ᎔ፋ (፡

Ꮄ ዅ ፳Ꮄ) ፝Ꭵ(፳)፝፳ ዄ ጂ፩፳᎔ፋ Ꭵ(፳)]
ᑙ

Ꮂ
ዅ ጂ፩᎔ፋ�����*

≈ ኺ

∫
ᑙ

Ꮂ
Ꭵ(፳)፝፳)

 ዅ ᎒Ꮂ᎒ᑣኼ፰ [(
ጂ፩
ኼ᎔ፋ (፡

Ꮄ ዅ ፡Ꮄ) ፝Ꭵ(፡)፝፳ ዄ ጂ፩፳᎔ፋ �
��*

᎓
Ꭵ(፡)) ዅ ( ጂ፩ኼ᎔ፋ (፡

Ꮄ ዅ ኺᎴ)
�

�
�>
ኺ

፝Ꭵ(ኺ)
፝፳ ዄ ጂ፩ኺ᎔ፋ Ꭵ(ኺ))]

 ዅ ᎒Ꮂ᎒ᑣኼ፰፡
ጂ፩
᎔ፋ ᎓
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Electroosmotic Flow Experiments
The top part of Fig. 4.1 displays a typical EOF experiment. An external electric field
𝐸፱ is applied parallel to the walls, accelerating cations in the direction of the electric
field and anions in the opposite direction. Water molecules are dragged along due
to viscous forces. The competing effects of cations and anions on the overall flow is
balanced in the electroneutral (𝜌፞(𝑧) = 0) bulk region of the channel. This neutrality
does not apply near the surface, where an excess of mobile cations or mobile anions
accelerates the fluid along or against the electric field, respectively. This results in a
plug flow 𝑢፱(𝑧), as shown in the top of Fig. 4.1, governed by the 1D Navier-Stokes
momentum equation

𝜂𝑑
ኼ𝑢፱(𝑧)
𝑑𝑧ኼ = −𝜌፞(𝑧)𝐸፱ (4.5)

with boundary conditions 𝑢፱(𝑧no-slip) = 0 and 𝑢፱(𝑧bulk) = 𝑢፱,bulk. Combining this
relation with the 1D Poisson equation given in Eq. (4.2), with the boundary conditions
𝜓(𝑧no-slip) = 𝜁 and 𝜓(𝑧bulk) = 0, an expression for the velocity profile is obtained

𝑢፱(𝑧) =
𝜀ኺ𝜀፫𝐸፱
𝜂 (𝜓(𝑧) − 𝜁) . (4.6)

For the velocity in the bulk, this equation reduces to the Helmholtz-Smoluchowski
equation

𝜁 = −𝜂𝑢፱,bulk𝜀ኺ𝜀፫𝐸፱
, (4.7)

relating the measurable bulk velocity 𝑢፱,bulk to the 𝜁-potential.

Similarity Between SC and EOF Experiments
Considering that SC and EOF experiments are both performed within the linear re-
sponse regime, the no-slip plane (separation between Stern layer and diffuse layer
in Fig. 4.1) and adsorption of ions is independent of flow. Consequently, 𝜌፞(𝑧),
𝜓(𝑧) and the 𝜁-potential should also be identical in both, SC and EOF experiments.
Despite this, results have deviated between electrokinetic techniques [27, 28, 194].
One exception being the combinations of concentration and pH at which 𝜁 = 0, which
are rather uniformly predicted. When observing Eqs. (4.4) and (4.7) this is also not
surprising, since when 𝐼str → 0 or 𝑢፱,bulk → 0 the dependence of 𝜁 → 0 on prop-
erties such as the viscosity, dielectric or duct size and shape vanishes. Therefore,
the fact that differences arise between finite 𝜁-potential values predicted from these
methods is thought to be for example due to the use of a planar Poiseuille flow so-
lution (Eq. (4.3)). Other possible sources of error are the assumption of constant
dielectric permittivity or viscosity, measurement noise, the use of differing theoretical
models, differences in the treatments of the individual substrates, and contaminants.
Furthermore, some authors have also suggested that the surface properties may be
affected by the flow [168, 203].

4.2.2. Molecular Dynamics Simulations
We perform non-equilibrium MD simulations of CaCl2 electrolytes in an amorphous
silica slit pore. The amorphous silica and channel are generated following the ap-
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Figure 4.2: Experimental results of bare surface charge density Ꮂ against bulk ion concentration Ꮂ from
surface charge titration experiments on ground quartz [204] (1, 10 and 100 mM) and amorphous silica
[205] (1000 mM) at constant pH of 7.5. NaCl is provided as a reference. The full lines are a power law fit
of the experimental data points and the dashed lines represent the number of SiO– per surface that would
correspond to the respective bare surface charge density with our system.

proach described in Sec. 3.2 of Ch. 3. In short, a block of amorphous silica is
prepared by annealing and quenching a 𝛽-cristobalite. The block is subsequently cut
in the middle, creating 2 opposing surfaces with dangling oxygens. The dangling oxy-
gens are protonated and the silanol (SiOH) density is adjusted to approx 5 SiOH/nmኼ

by bridging some of the nearby SiOH groups. Finally, TIP4P/2005 water molecules
[16] and Madrid-2019 ions [22] are added between the slabs and the surface charge
density is adjusted by deprotonating a given number of silanol sites corresponding
to a pH of approximately 7.5.

As seen from potentiometric titration data [204, 205] in Fig. 4.2, maintaining
a constant surface charge density across a bulk ion concentration range or when
comparing different ionic compounds does not represent the experimentally relevant
scenario in which pH is kept constant. Yet, such a constant surface charge is standard
practice in MD simulation studies. Alternatively, in order to indirectly account for a
constant pH, we vary the bare surface charge density 𝜎ኺ together with the bulk ion
concentration 𝑐ኺ. Since the surface charge density of amorphous silica is governed by
discretely deprotonated SiOH (SiO–) groups, not every bare surface charge density
is possible in our system with either wall having a surface area of approximately 12
nmኼ. The black dashed line in Fig. 4.2 displays the possible bare surface charge
densities in our system by deprotonating a discrete number of SiOH on each surface.
The green crosses mark the simulation conditions that are studied here. Within the
simulation, the net charge of each SiO– group is scaled down by a factor 0.85 in
order to be consistent with the charge scaling of the Madrid-2019 force field. We
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Figure 4.3: Final density and molarity of the studied systems compared to non-confined bulk simulations
[22] and experimental results [207, 208].

remark that this is a purely computational consideration and full charges are used
during post processing with the exception of streaming velocities which are scaled
up by a factor of 1/0.85. This scaling of the streaming velocity is necessary since the
scaling down of ionic charges by 0.85 is equivalent to an ion with the nominal charge
experiencing a reduced electric field 𝐸፱,eff = 0.85𝐸፱ [197].

The density of the fluid is adjusted by pushing the walls towards each other with a
force equivalent to 1 bar nominal pressure for 20 ns. The resulting bulk densities and
concentrations calculated from a subsection in the center of the channel are shown
in Fig. 4.3. Subsequently, the position of the walls is fixed in space and an electric
field of 𝐸፱ = 0.2 V/nm is applied to the fluid. Such a large electric field is necessary
in MD simulations to increase the signal to noise ratio (Fig. 4.4a) shows that the
resulting flow is still within the linear response regime) [54, 166, 170, 206]. Note
that simulating EOF is preferred over SC for our purpose since the relation between
the streaming current and the 𝜁-potential depends on the channel height (Eq. (4.4)),
which is not uniquely defined for atomistic surfaces with a finite roughness. This
ambiguity affects MD simulations of SC much more than experiments because of the
typically much smaller channel heights in MD simulations. On the other hand, EOF
simulations are unaffected by this ambiguity.

The temperature is maintained by connecting the walls to a thermal heat bath
at 298 K via a Nosé-Hoover thermostat. This is shown to yield a fluid temperature
of around 295 K in Fig. 4.4b). Simulations with an externally applied electric field
are equilibrated for 20 ns followed by production runs of 100 ns at a time step of
2 fs. Two independent simulations with different amorphous surfaces and starting
conditions are performed for all configurations. All simulations are performed with
LAMMPS [80] using a cut off of 12 Å and the particle-particle particle-mesh long-
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Figure 4.4: a) Linear response regime of the EOF. b) Temperature of the fluid when an electric field of 0.2
V/nm is applied. The mass density profile is provided as a reference. The coordinate ፳ is with respect to
the box dimensions.

Table 4.1: Channel system configurations. Ꮂ is the bulk CaCl2 concentration, ፀᑤ the surface area, ኼ፡ the
channel height (approximate separation between the surfaces), and # denotes the number of SiO– per
surface, H2O molecules, Ca

2+ ions and Cl– ions.

𝑐ኺ [mmol/L] 𝐴፬ [nmኼ] 2ℎ [nm] # SiO– # H2O # Ca2+ # Cl–
150 12 14 7 5733 22 30
380 12 6 8 2457 24 32
800 12 6 9 2457 44 70
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range electrostatic solver [209] with a precision of 1e-4. OH bonds of water and
silanols, and HOH angles of water are constrained using the SHAKE algorithm [160]
with a precision of 1e-4. Periodic boundary conditions are used in 𝑥 and 𝑦. In 𝑧, a
vacuum of 3 times the box length is introduced beyond to remove dipole inter-slab
interactions [156]. The final systems are described in Tab. 4.1. The channel heights
2ℎ are chosen in order to avoid EDL overlap.

Cross interactions within each force field (IFF and Madrid-2019 including TIP4P/2005)
are applied as recommended by the respective authors. Between the force fields
however, this leaves open the question of what combination rule to use. Between
TIP4P/2005 and IFF we use the Lorentz Berthelot [210] (LB) combination rule (see
Eq. (1.7)). However, since the Madrid-2019 Ca2+ Owater and Cl

– Owater Lennard-
Jones cross interactions are specifically defined, we investigate various Lennard-
Jones cross interactions between the Madrid-2019 ions and IFF oxygen atoms fol-
lowing the scaling

AXዅOIFF = A
LB
XዅOIFF [(

AXዅOwater
ALBXዅOwater

− 1)𝑓 + 1] (4.8)

with A ∈ {𝜎, 𝜖} and X ∈ {Caኼዄ,Clዅ}. The scaling is applied simultaneously to 𝜎 and 𝜖
and to both Ca2+ and Cl– ions.

4.3. Results
In this section we show first the impact of scaling the solid-liquid interactions on
the ion distribution within the EDL, followed by a comparison with experiments and
discussion relating the EDL structure to the observed EOF. Finally, the mobility within
the EDL is assessed. The uncertainty quantification and symmetrizing of results is
performed as detailed in Sec. 3.2.

4.3.1. Scaling Solid-Liquid Interactions
The bare surface charge density of amorphous silica at a given pH and concentration
is screened by ions. We distinguish for each ion between 4 different adsorption types,
namely: Inner-Sphere Surface-Complexes (ISSC), Outer-Sphere Surface-Complexes
(OSSC), ions within the diffuse layer and free ions, as shown in Fig. 4.5a. ISSC and
OSSC are ions for which a surface atom (Si, O, H) is part of their first or second
hydration shell, respectively. Ions within the diffuse layer are defined as having their
first 2 hydration shells intact, but remaining within 12 Å of the surface (defined as the
distance between nuclei of ions and nuclei of the nearest surface atom) [23]. Note
that the 12 Å length is chosen rather arbitrarily to represent the real diffuse layer
approximately. Free ions are those which are further than 12 Å from the surface.
Varying the scaling parameter 𝑓 in Eq. (4.8) we can control the number of Ca2+ ions
forming ISSC. Fig. 4.5b, shows an increase in ISSC formation with a change from
𝑓 = 0 to 𝑓 = 1. As a direct consequence, the formation of OSSC and the number
of Ca2+ ions in the diffuse layer are reduced. On the other hand, in Fig. 4.5c for
Cl–, the number of ions forming ISSC, OSSC and number of ions within the diffuse



4.3. Results

4

77

Figure 4.5: (a) Classification of adsorption type of ions into Inner-Sphere Surface-Complexes (ISSC),
Outer-Sphere Surface-Complexes (ISSC), those within the diffuse layer, and free ions which form part
of the bulk. IHP and OHP are the Inner- and Outer- Helmholtz Planes which are commonly defined as
passing through the nuclei of ions forming ISSC and OSSC respectively. (b) Ca2+ and (c) Cl– concentration
profiles (፳) normal to the surface at a bulk CaClᎴ concentration Ꮂ of approximately 380 mmol/L. ፳  ኺ
corresponds to the average hydrogen location at the surface. The confidence intervals are 68 %.
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Figure 4.6: Relative charge contribution of ions (Ca2+ and Cl–) forming ISSC and OSSC (ISSC/Ꮂ and
OSSC/Ꮂ) as a function of the scaling parameter ፟ for bulk CaClᎴ concentrations of 150, 380 and 800
mmol/L. The confidence intervals are 68 %.

layer are found to increase with increasing 𝑓. We attribute this to the increased ion-
ion correlations resulting from the increase of Ca2+ ions forming ISSC, rather than
being a direct consequence of the scaled Cl–-surface interactions. Although direct
Cl– adsorption in the form of ISSC may be unexpected, their existence has been
suggested from X-ray experiments [167].

In Fig. 4.6 we quantify the effect of 𝑓 on ISSC and OSSC formation. We run
additional simulations at 𝑓 = 0.75 (800 mmol/L only) and 𝑓 = 0.9 and fit the relative
charge contribution of ions forming ISSC and OSSC with a power function 𝜎/𝜎ኺ ≈
𝑎𝑓 + 𝑐. Between 𝑓 = 0 and 𝑓 ≈ 0.5 no change in ISSC and OSSC formation is
appreciable. Between 𝑓 ≈ 0.5 and 𝑓 ≈ 0.8 the ISSC contribution increases slightly
for all concentrations considered, from 0 % up to 16 %. The OSSC contribution in
return is reduced by 5 to 7 %. From 𝑓 ≈ 0.8 to 𝑓 = 1 a steep increase in 𝜎ISSC/𝜎ኺ and
steep decrease 𝜎OSSC/𝜎ኺ are observed. At 800 mmol/L the ISSC contribution even
overscreens the surface charge, meaning 𝜎ISSC/𝜎ኺ > 1. Here 𝜎ኺ denotes the bare
surface charge density and 𝜎ISSC and 𝜎OSSC denote the charge density contribution
from ions forming ISSC and OSSC respectively.

4.3.2. Comparing With Experiments and Previous MD Results
The Zeta-Potential
We have thus far established that varying 𝑓 affects the number of ions forming ISSC
and OSSC. Next, we will determine what value of 𝑓 yields good agreement with
experimental data for the silica-electrolyte systems studied here. From previous MD
studies [113, 170], we know that ions forming ISSC may be considered as virtually
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Figure 4.7: ᎓-potential vs CaClᎴ bulk concentration Ꮂ at pH 7.5. Full lines and symbols denote experi-
ments, and dashed lines and open symbols denote simulations. (a) The TIP4P/2005 water model viscosity
and dielectric are used in the Helmholtz-Smoluchowski equation (Eq. (4.7)) for our results (፟  (ኺ, ኺ.ዃ, ኻ)).
(b) The ᎓-potential from our work is divided by 3. Confidence intervals are 68 %.

immobile. The scaling factor 𝑓 therefore controls via the adsorption also the mobility
within the EDL. We postulate that an 𝑓 exists at which the right amount of immobile
adsorbed ions are found to reproduce the experimental 𝜁-potential measurements.

In Fig. 4.7a we compare the 𝜁-potential at various concentrations between our
EOF simulations, the SC experiments of van der Heyden et al. [140] and Rashwan et
al. [211] the Atomic Force Microscopy (AFM) experiments from Siretnau et al. [185]
and previous MD results from EOF and SC simulations from Lorenz et al. [128] and
EOF simulations from Biriukov et al. [197]. Compared to the results from Lorenz
et al. [128], our results for the different 𝑓-values and the simulation data from Bir-
iukov et al. [197] are in reasonable agreement with the experimental results from
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van der Heyden et al. [140] and Rashwan et al. [211]. Notably, there is a con-
siderable difference between 𝜁-potentials found in van der Heyden et al. [140] and
Rashwan et al. [211] at 100 mmol/L. Comparable differences are found between
values obtained from different electrokinetic techniques. For example, Szymczyk et
al. [27] found that 𝜁-potentials from EOF and streaming potential experiments for
a NaCl solution in a ceramic channel are increasingly dissimilar at an increasing ion
concentration and constant pH, up to 𝜁EOF/𝜁SP ≈ 2 at 10 mmol/L of NaCl. On the
other hand, the concentration and pH combination at which 𝜁 = 0, was shown to vary
little between EOF and streaming potential experiments, for both for NaCl and CaCl2
solutions. These findings have two important implications. First, the concentration
of 𝜁 = 0 can be obtained without relying on extensive knowledge or assumptions
about the nanoconfined fluid properties and the relation between 𝜁-potential and
fluid transport. This makes this concentration uniquely suitable to tune the MD cross
interaction scaling factor 𝑓, as we will do in the following. Second, the consistent
isoelectric point between the EOF and streaming potential experiments rules out sig-
nificant differences in surface sample or environmental conditions, suggesting that
the differences between the finite 𝜁-potential values mainly originate from inaccura-
cies in the linear relationship between the 𝜁-potential and the measured quantities
(i.e. Eqs. (4.4) and (4.7)) and in the fluid coefficients used in these models. As such,
finite 𝜁-potential values, and thus the slope of the curves in Fig. 4.7a, are less suit-
able as a means to validate MD results against experimental data. In an analogy to
the isoelectric point, which is the pH at which 𝜁 = 0 for a fixed concentration, we will
call the concentration at at which 𝜁 = 0 for a fixed pH the Isoelectric Concentration
(IEC).

We were able to reproduce the IEC (≈ 400 mmol/L for a CaCl2 electrolyte in a
fused silica slit pore [140]) in our simulations almost perfectly by setting 𝑓 = 0.9.
With 𝑓 = 0 (thus the standard LB mixing rule) the IEC is overpredicted, while with
𝑓 = 1 it is underpredicted. Furthermore, in Fig. 4.7b we show that by scaling
the 𝜁-potential to a third of its value, also good agreement in the slope between
the SC experiments of van der Heyden et al. [140] and our EOF simulations can
be achieved. This is equivalent to reducing the viscosity in confinement to a third
of its bulk value. Such a reduction is unexpected, but has been reported in MD
simulations depending on the method of determining the viscosity [212]. However,
this is difficult to believe as the flow velocity can be shown to be independent of
channel width [206], and an enhancement of viscosity near the surfaces is generally
expected and predicted (i.e., visco-electric and electroviscous effects) [54, 165, 213–
215]. In a similar fashion, a local increase of the dielectric permittivity can also explain
the disagreement. A misrepresentation of the concentration-dependent ion diffusion
coefficients may be yet another factor affecting the slope. For example, the Madrid-
2019 Ca2+ diffusion at infinite dilution has been found to be overpredicted by 12 %
while at 500 mmol/L it was underpredicted by 20 %. From similar simulations the Cl–

diffusion was found to be underpredicted by 21 % at infinite dilution and 40 % at 500
mmol/L [11, 22, 97, 207, 208]. This may pervert the transfer of velocity from ions to
water molecules through viscous forces. As a result, we argue the difference in slope
to be due to modeling errors, either of the force field itself, differences between the
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experimental and simulation conditions, or differences arising from the models used
in EOF and SC experiments and simulations (Eqs. (4.7) and (4.4)).

In conclusion, only the isoelectric point and concentration can be used to com-
pare results between various electrokinetic techniques and between simulations and
experiments unambiguously. Here 𝑓 = 0.9 is shown to yield the correct IEC in our
simulations and will therefore be used in the remainder of this chapter. We do how-
ever not exclude, that 𝑓 may in fact be concentration or pH dependent.

From Zeta-potential to Effective Surface Charge
Similar to the 𝜁-potential, which is defined as the electrochemical potential at the
no-slip plane (𝜁 = 𝜓(𝑧no-slip)), the effective surface charge density 𝜎∗ is defined
as the charge density at the no-slip plane Γ(𝑧no-slip). The effective surface charge
density is calculated in various experimental studies using electrokinetic techniques
or force measurements, making it a potentially suitable means for comparison. From
an experimental point of view, the effective surface charge density 𝜎∗ and the 𝜁-
potential can be directly related via the Grahame equation [2, 216]

𝜎∗ = √8𝑐ኺ𝜀ኺ𝜀፫𝑘ፁ𝑇 sinh(
𝜈።𝑒𝜁
2𝑘ፁ𝑇

) , (4.9)

with 𝑘ፁ being the Boltzmann constant, 𝑇 the temperature, 𝑒 the elementary charge
and 𝜈። the ion valency of ion 𝑖 (2 for Ca2+ and 1 for Cl–). This relation suggests that
the events of charge inversion and 𝜁-potential inversion are directly related. How-
ever, this hinges on several assumptions. First of all the charge density distribution is
assumed to follow a Boltzmann distribution [217], neglecting ion-ion correlations and
considering ions as point charges. Consequently, it is only valid at small concentra-
tions and can also not reproduce phenomena such as crowding and charge inversion.
Furthermore, the derivation of the Grahame equation only applies to symmetric elec-
trolytes. Despite these limitations, the Grahame equation is also frequently used at
high concentrations and for asymmetric electrolytes. We note that the effect of using
asymmetric electrolytes and treating these as symmetric in the Grahame equation is
in fact very small as shown in Fig. 4.8 by comparing the Grahame equation against
a variation for asymmetric electrolytes [218].

A more precise way of determining 𝜎∗ is by extracting it directly from the screening
function 𝜎∗ = Γ(𝑧no-slip) given by Eq. (4.10) [23, 54, 113].

Γ(𝑧) = 𝜎ኺ +∫
፳

ኺ
𝜌፞(𝑧ᖣ)𝑑𝑧ᖣ. (4.10)

However, this is only possible when 𝜌፞(𝑧) and 𝑧no-slip are known. In MD simulations,
𝜌፞(𝑧) can be determined (Fig. 4.9a), but no rigorous method exists to determine the
no-slip plane (𝑧no-slip). One could for example try to determine this plane from ion
mobilities or flow profiles (Fig. 4.10b). However, the flow profiles near amorphous
silica have undulations and even regions of local flow reversal. In some cases, also
multiple no-slip planes could be defined.

Perhaps the most rigorous method to determine 𝑧no-slip is to compute the inter-
section between the electrostatic potential 𝜓(𝑧) and the 𝜁-potential (Fig. 4.10a).
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Figure 4.8: Effective surface charge ∗ at various concentrations obtained via the Grahame equation (Eq.
(4.9)) and Eq. 31 from [218].

Where the 𝜁-potential is obtained from the Helmholtz-Smoluchowski equation and
𝜓(𝑧) from the Poisson equation with boundary conditions 𝑑𝜓(𝑧wall)/𝑑𝑧 = −𝜎ኺ/𝜀ኺ𝜀፫
and 𝜓(𝑧bulk) = 0. Note that in the calculation of 𝜓(𝑧) full charges are used, while
the 𝜁-potential is determined considering a streaming velocity that is scaled up by
1/0.85. The resulting 𝑧no-slip are added as + symbols in Figs. 4.9b and 4.10a. While
𝑧no-slip ≈ 0.2 nm is nearly the same for all 3 concentrations, it is not really a plane of
zero velocity (Fig. 4.10b). Furthermore, the resulting Γ(𝑧no-slip) is considerably lower
than 𝜎∗Grahame as shown in Fig. 4.11a.

Alternatively, we could use the common assumption that the no-slip plane is within
1 Å of the Outer-Helmholtz Plane (OHP) [219], which is defined as passing through
the nuclei of ions forming OSSC (see Fig. 4.5a). On an amorphous surface, this
opens up room for interpretation of the meaning and location of the OHP. From Fig.
4.9b the location of the OHP could be understood as coinciding with the maximum in
the OSSC density, the intersection between the OSSC and diffuse layer densities, or
the end of the OSSC region, resulting in 𝑧no-slip ≈ 0.3, 𝑧no-slip ≈ 0.5 and 𝑧no-slip ≈ 0.6
nm, respectively, contributing to a very ambiguous definition of 𝑧no-slip. In fact, the
existence of a single no-slip plane is under most circumstances, as for our system,
illusory.

Instead of dwelling on a physical location for the OHP, we calculate the charge
contribution associated with the OHP directly from the number of ions forming ISSC
and OSSC. Fig. 4.11a shows that this definition also yields reasonable agreement
with the Grahame equation and the experimental data. Furthermore, reasonable
agreement is found across the MD studies, with the exception of our previous work
in Ch. 3 [23]. However, Fig. 4.11b displays that the relative charge contribution of
ISSC and OSSC differ considerably between different MD studies. We predict 𝜎ISSC/𝜎ኺ
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Figure 4.9: (a) Ca2+ concentration profile dividing ions into ISSC, OSSC, those within the diffuse layer and
free ions. (b) Screening function ጁ(፳) from Eq. (4.10) and markers indicating the ጁ value at the no-slip
plane ፳no-slip. The confidence intervals are 68 %.

between 25 and 45 % and 𝜎OSSC/𝜎ኺ between 50 and 75 % for our concentration
range, while Lorenz et al. [127] for example predict 𝜎ISSC/𝜎ኺ between 65 and 90 %
and 𝜎OSSC/𝜎ኺ between 25 and 40 %. Döpke et al. [23] even predict overscreening
from the ISSC contribution alone (𝜎ISSC/𝜎ኺ > 1), while the ions forming OSSC had no
net contribution due to a balance between Ca2+ and Cl– ions forming OSSC. These
differences clearly showcase that different MD simulation force fields do not yield
consistent amounts of ion adsorption without specifically tuning the force field for
this property as we have essentially done in this study.

Based on our simulations corresponding to 𝑓 = 0.9 we conclude that for realistic
amorphous silica in contact with an aqueous solution of 100 to 800 mmol/L CaCl2
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Figure 4.10: (a) Electrochemical potential Ꭵ (lines) from the Poisson equation (Eq. (4.2)) and ᎓-potential
(markers) from EOF simulations using the Helmholtz-Smoluchowski (Eq. (4.7)). (b) Scaled velocity profiles
(factor 1/0.85) of Ca2+, Cl– and H2O for ፄᑩ  ኺ.ኼ V/nm. The confidence intervals are 68 %.

at pH 7.5, approximately 25 to 45 % of the ions adsorb specifically, in other words
forming ISSC (see Fig. 4.11b). The respective ion surface densities are given in Fig.
4.12.

4.3.3. Mobility of Ions Within the EDL
Until now we have only briefly discussed dynamics when defining 𝑧no-slip and in re-
lation to the slope of the 𝜁-potential-concentration curve. Here we discuss the dy-
namics within the EDL in more detail since this is essential to parametrize a relation
between measured transport and the EDL structure.

Combining our EOF simulations with kinetic theory [220, 221] we obtain the av-
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Figure 4.11: (a) Differing definitions of the effective surface charge density ∗Grahame, ጁ(፳no-slip) and
∗ISSCᎼOSSC ≈ ∗OHP from experiments and MD simulations at varying concentrations. (b) The relative
charge contributions of ∗ISSC and ∗OSSC for various MD studies. The confidence intervals are 68 %.

erage ion transport diffusion coefficient 𝐷X፤ per ion X ∈ {Ca
ኼዄ,Clዅ} and adsorption

type 𝑘 ∈ {ISSC,OSSC, diff, free} following

𝐷X፤ =
∫𝜌X፧,፤(𝑧)𝐷X፤(𝑧)𝑑𝑧
∫ 𝜌X፧,፤(𝑧)𝑑𝑧

. (4.11)

Here 𝜌X፧,፤(𝑧) is the number density profile and 𝐷X፤(𝑧) the ion transport diffusion profile
given by

𝐷X፤(𝑧) =
𝜇X፪,፤(𝑧)𝑘ፁ𝑇

𝜈𝑒 , (4.12)
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Figure 4.12: Ion surface density based on ion adsorption type.

with

𝜇X፪,፤(𝑧) =
𝑢X፱,፤(𝑧) − 𝑢water፱ (𝑧)

𝐸፱
. (4.13)

Note that the streaming velocities 𝑢X፱,፤(𝑧) and 𝑢water፱ (𝑧) are scaled by 1/0.85 to com-
pensate for the scaled charges [197]. The resulting ion transport diffusion coefficients
𝐷X፤ are provided in Fig. 4.13.

In agreement with previous MD studies [11, 22, 113, 170], the dynamic Stern
layer theory [222–226] and the viscoelectric model [213, 214], 𝐷X፤ reduces with prox-
imity to the surface and increasing concentration. The free ion transport diffusion
coefficient 𝐷Xfree found here is in reasonable agreement with previously reported val-
ues for this force field of 6.3e-10 and 12.3e-10 mኼ/s for Ca2+ and Cl– respectively
at 500 mmol/L and 8.9(8)e-10 and 16.0(8)e-10 mኼ/s respectively at infinite dilution
[11, 22]. In the diffuse layer, 𝐷Xdiff is between 70 and 85 % of 𝐷Xfree. For ions forming
OSSC the diffusion is further reduced to between 40 and 60 % of 𝐷Xfree. For ions
forming ISSC, we find ᐻCa

ᎴᎼ

ISSC/ᐻCaᎴᎼfree < 0.002 and ᐻCl
Ꮍ

ISSC/ᐻClᎽfree < 0.02 − 0.06. We attribute the
difference in diffusion between Ca2+ and Cl– ions forming ISSC to the difference in
adsorption sites. While Ca2+ ions adsorb specifically on negatively charged O– sites,
we expect Cl– ions to adsorb specifically on either SiOH or surface Si atoms, which
have their charges fully compensated by neighboring wall atoms. Consequently, the
energy required to remove an adsorbed Ca2+ ion is greater than that required to
remove an adsorbed Cl– ion.

In conclusion, for realistic amorphous silica in contact with an aqueous solution
between 100 and 800 mmol/L CaCl2 at pH 7.5, the diffuse layer clearly possesses
a reduced mobility, questioning the use of bulk transport properties throughout the
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Figure 4.13: Transport diffusion coefficients ፃXᑜ based on ion adsorption types ፤ ∈ {ISSC,OSSC, diff, free}
when ፟  ኺ.ዃ. (a) for X  CaᎴᎼ. (b) X  ClᎽ. The confidence intervals for the concentration are 68 %.
The confidence intervals for ፃXᑜ are omitted since these exceed the axis limits of the shown figure.

diffuse layer as is done in most continuum models (Gouy-Chapman and Basic Stern
Model for example). Furthermore, Ca2+ ions forming ISSC can be considered as
virtually immobile. However, the same assumption is not valid for Cl– ions forming
ISSC nor for Ca2+ and Cl– ions forming OSSC. However, the usual assumption of an
immobile Stern layer (containing ISSC and OSSC) may yield seemingly correct results
if the reduced mobility in the diffuse layer is compensated by a finite mobility of ions
within the Stern layer.
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4.4. Conclusion
We have shown that the experimentally measured concentration at which the 𝜁-
potential equals zero in a silica slit pore filled with a CaCl2 electrolyte at pH 7.5 can
be reproduced in EOF MD simulations. This concentration which we called isoelectric
concentration (IEC), was argued to be least susceptible to modeling errors, thus
providing a suitable experimental reference point to benchmark non-equilibrium MD
simulations. We demonstrated that it cannot be taken for granted that MD force
fields automatically reproduce correct and consistent EDL properties. For example,
previous MD studies have shown inconsistent amounts of ion adsorption, with most
of them predicting an abundance of ISSC formation and thus underpredicting the
experimental IEC [23, 127, 128]. We believe that to a great extent this is caused
by the fact that ion-surface interactions are typically not optimized or validated, but
rather computed from standard mixing rules. Our data shows that ion adsorption is
extremely sensitive to the ion-surface interaction and we presented an approach in
which this interaction was tuned to obtain the right amount of specifically adsorbed
ions necessary to reproduce the IEC.

The slope of the 𝜁-potential against concentration between 100 and 800 mmol/L
varies between different experiments and simulations. Based on the rather consis-
tent isoelectric point and concentration, we argue that the differences in slope are
not caused by differences in surface sample, but rather by modeling errors. We dis-
cussed various possible modeling errors that could bias the information obtained from
experiments or simulations. One reason could be that the fluid transport properties
in simulations and experiments differ. For example, different channel widths can lead
to differences in the viscosity. Also, the force field used is known to slightly under-
predict the experimental viscosity of water. Another concern may be the fact that
electrostatic screening is not considered by non-polarizable force fields. The scaled
charges of the Madrid-2019 ions account for the electrostatic screening in bulk water
simulations, but the effect and validity of scaled charges in confinement still needs
to be evaluated in more detail [200].

The diffusion coefficients of ions forming ISSC, OSSC, those within the diffuse
layer and free ions were calculated to assess the validity of the common assumption
of an immobile Stern layer and the use of bulk transport values in diffuse layer. It
was found that for Cl– ions no clear immobile layer can be found, while for Ca2+ ions
the ISSC layer is virtually immobile. This difference is attributed to the adsorption
sites of Ca2+ and Cl–. In spite of ions forming OSSC frequently being classified as
immobile, we found these do have a diffusion coefficient ranging from 40 to 60 % of
𝐷Xfree. Finally, the ions within the diffuse layer, which are commonly classified as fully
mobile were found to present a reduced diffusion as low as 70 % of 𝐷Xfree. These
findings clearly oppose the traditional interpretation of immobile Stern layer and bulk
like diffuse layer. However, the deficit in the diffuse layer may be compensated by
the finite diffusion in the Stern layer.

The findings in this study have wide reaching implications in improving the under-
standing and interpretation of experiments in which the results depend on the EDL
structure and dynamics. For example, empirical surface complexation models pro-
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vide estimates of properties within the Stern layer and thereby boundary conditions
for a continuum model spanning the diffuse and bulk regions. Most of these models
require the specification of the Stern layer capacitance. With the right distribution
of ions within the Stern layer given by detailed MD simulations, this capacitance can
now be calculated accurately.

Finally, our results can be used to supplement experimental findings where direct
measurement or unambiguous interpretation is not possible. Albeit the simulations
presented here are at relatively high concentrations, the scaling parameter derived
here is thought to be also valid at lower concentrations. One way of verifying this
could be to use the isoelectric point when comparing experiments and simulations.
This is the pH at which 𝜁 = 0 when the concentration is kept constant. Consequently,
resulting in a similar reduction of errors as for the IEC. In fact, one may be able to find
an infinite number of such isoelectric points for a given interface by varying the con-
centration and/or pH, thus potentially providing an infinite number of unambiguous
comparison conditions.
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5.1. Introduction
Solid-liquid interfaces, which are omnipresent in nature, are central to many scientific
fields such as colloid and materials science, phase separation and catalysis, and elec-
trochemistry and energy harvesting. A detailed understanding of such interfaces is of
paramount importance to design novel energy devices (e.g., batteries, osmotic power
membranes) and innovative health or environment applications (e.g., drug delivery
capsules, medium depollution or remediation). Solid-liquid interfaces are charac-
terized by two parallel layers of equal charge and opposite polarity known as the
electrical double layer (EDL) [3]. The electric charge distribution across these layers
is usually described via mean-field models, which disregard the microscopic intrica-
cies of the interfacial structure and chemistry. Beyond such pioneering approaches,
researchers have proposed ways to effectively account for molecular details includ-
ing ion-specific effects, microscopic correlations, and surface charge localization. In
contrast, despite its acknowledged interplay with the EDL, surface reactivity is not
included in available frameworks. In particular, proton exchange at oxide-electrolyte
interfaces, which directly influences hydrogen hopping and diffusion and, hence,
surface conductivity [30, 31], is usually disregarded in modeling endeavors as it is
implicitly assumed that surface charge distributions evolve too slowly to affect the
interfacial fluid structure and dynamics.

Experimentally, proton exchange rates can only be measured from the interface
transient response to an applied perturbation such as with pressure-jump techniques
[227]. However, with most methods, only lower bounds or orders of magnitude can
be estimated for such reaction rates. For instance, in atomic force microscopy ex-
periments on silica with tip speeds as fast as 0.5 𝜇m/s, charge regulation due to the
EDL overlap between the surface and tip is so fast that no hysteresis is observed in
force-distance curves [228]. This suggests that surface chemistry adapts within mil-
liseconds – a value consistent with flow experiments on mineral surfaces probing the
electronic response induced by composition changes [168, 203, 229]. Dissolution ex-
periments also provide lower bounds for protolysis rates. To form a Si(OH)4 molecule
from a SiO4 tetrahedron in SiO2, multiple hydrolysis (MOM + H2O MOH + MOH)
and protolysis (MOH MO– + H+) reactions occur [230] (with protolysis being
very fast and nearly activation-less compared to hydrolysis [231]). Dissolution rates
of 10ዅ mol/mኼ/s for silica under neutral pH, thus serve as a lower bound for surface
protolysis rates [232, 233]. Despite such estimates, exact equilibrium protolysis rates
and their influence on the EDL cannot be experimentally probed.

Theoretically, while first-principles calculations provide insights into reaction mech-
anisms, energy barriers and adsorption energies, the small system sizes in these ap-
proaches [O(10-100 atoms)] are insufficient to study the fluid response [234–238].
On the other hand, classical molecular dynamics (MD) simulations [O(10ኽ − 10)
atoms] probe the fluid response, but they generally do not account for chemical re-
actions. Only recently, the computational power has increased to allow atomistic
MD simulations to probe chemical reactions and fluid responses. In this context, the
reactive force field ReaxFF [239] is an important landmark but parameters for protol-
ysis are not available. In contrast, the dissociative force field MGFF [240, 241] allows
reproducing OH bond dissociation or formation involved in proton reactions. Using
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this force field, when set in contact with water, protolysis rates up to 2×10 mol/mኼ/s
were found for hydroxylated silica surfaces containing strained sites (Si(OH)Si and
SiOH2 defects), while smaller rates between 900 and 1750 mol/mኼ/s were assessed
when only considering silanol sites (SiOH) [32, 33]. The OH bond lifetime was found
to be broadly distributed from fs to ns with an average of the order of ps. Despite its
ability to model silanol dissociation, the MGFF force field is unsuitable to study the
impact of reaction kinetics on the EDL as ion parameters are not available.

In this chapter, we first develop a novel framework to include surface reactions
in classical MD simulations at no additional computational cost. This is achieved by
adding every 𝑡፫ time in the MD simulation a stochastic deprotonation and protona-
tion step between two randomly picked, independent surface sites (one protonated,
one deprotonated). Using this effective yet robust strategy, we then investigate
the impact of proton exchange and its kinetics on the EDL formed in a prototypical
silica-electrolyte system. We find that both the ion distribution and dynamics within
the EDL are strongly impacted by proton exchange with significant effects on the
system’s electrokinetic response. By analyzing the molecular mechanisms of ion dif-
fusion within the EDL, we unravel that ion adsorption times become much shorter
when surface protolysis is taken into account while the water structure and dynamics
are only indirectly impacted through the electrostatic coupling with ions.

5.2. Methods
5.2.1. Molecular Simulations
An amorphous silica channel was created by annealing (to 4000 K) and quenching (to
298 K at a rate of 2.5 K/ps) a 𝛽−cristobalite and functionalizing the surface following
the approach described in Sec. 3.2 of Ch. 3. The obtained silanol density is 4.7
SiOH/nmኼ with 20% isolated, 58% vicinal and 22% geminals. From this point on,
the Interface Force Field (IFF) is used for the silica. In between the slabs 2,457
SPC/E water molecules [12] and 28 Joung and Cheatham (JC) NaCl ions [18] were
added. Cross interactions within each force field (IFF, SPC/E and JC ions) are applied
as recommended by the respective authors. Between the force fields, the Lorentz-
Berthelot mixing rule is used (see Eq. (1.7)). The pH of the solution was set to 8
by deprotonating 8 silanols per wall (16 total), based on titration results – surface
charge of -103 mC/mኼ at 0.7 mol/L of NaCl [25]. The excess charge is balanced
by adding an equal amount of excess Na+ ions. The fluid density was adjusted by
pushing the walls towards each other for 20 ns with an equivalent force to 1 atm,
yielding a channel height of 𝐻 ≈ 6 nm, a fluid density near 1 g/cmኽ and an electrolyte
concentration between 0.66 and 0.74 mol/L as shown in Fig. 5.1.

Protonation or deprotonation reactions of the form MOH MO– + H+ were im-
plemented in our MD simulations by adjusting the partial charges and Lennard-Jones
parameters of a MO– group to a MOH group and vice versa. As shown in Fig. 5.2a,
without explicitly forming or breaking OH bonds, this strategy mimics equilibrium
situations in which no net adsorption or desorption takes place – protonation and
deprotonation events always occur simultaneously. In doing so, direct proton ex-
change between MOH and MO– sites avoids dealing with free protons and/or water
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Figure 5.1: Ion concentration Ꮂ in the center of the channel as a function of the protolysis reaction rate
፫.

ionization reactions and guarantees a constant overall surface charge. In principle,
protonation and deprotonation could be decoupled from each other using a canceling
background charge. However, the use of concomitant protonation and deprotonation
allows for imposing a rigorous thermodynamic ensemble with well defined constant
parameters (surface charge, number of particles, temperature, and overall charge
neutrality). As shown in Fig. 5.2c, various reaction rates 𝑟 can be considered by
performing protonation and deprotonation at different time intervals 𝑡፫ ∼ 1/𝑟 (see
Tab. 5.1, upon decreasing 𝑡፫, the simulation time step was decreased to ensure
numerical stability). This implementation does not account for mutual coupling be-
tween fluid structure and surface chemistry. In reality, the probability to protonate
or deprotonate a site depends on its environment at a given time. In principle, these
probabilities can be calculated using for example reactive force fields such as those
cited above. However, calculating an instantaneous energy landscape on-the-fly
leads to prohibitive computational costs and statistical challenges. Moreover, includ-
ing explicit water ionization reactions and water ions (10ዅዀ mol/L for H+/H3O+ and
10ዅዂ mol/L for OH– in bulk at neutral pH) is out of reach (even for large MD systems
like here, the number of water ions is too small to ensure statistical significance). To
circumvent such issues, we use here an effective approach by stochastically selecting
the surface groups to react at a given time. With such a coarse-grained description,
we neglect (i) mechanisms occurring on a time shorter than the chemistry timescale
(1-10 fs), (ii) possible electric screening of surface sites by lingering protons (H+)
or hydroniums (H3O

+) and (iii) the fact that protonation and deprotonation occur
independently. These simplifications may result in overpredicting the impact of sur-
face reactions but we expect such coarse-graining to be relevant as we only probe
molecular events occurring in the EDL at longer times. Finally, to guarantee numer-
ical stability, the parameter change between MOH and MO– groups – which allows
mimicking concomitant protonation and deprotonation – is linearly adjusted over 1
ps.

In total, 4 different types of MD simulations, and 3 independent runs, were per-
formed for each reaction rate specified in Tab. 5.1 (12 simulations per reaction rate,
60 simulations in total).
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Table 5.1: Summary of protolysis reaction rates and respective simulation conditions. The desorption
rate constant is calculated with a total silanol density (SiOH + SiOᎽ) of 4.7 SiOH/nmᎴ. The fraction of
occupation (SiOH) is 0.86. The adsorption rate constant cannot be determined since no HᎼ concentration
is present explicitly. Note that ፊ  ፤ads/፤des and ፫  ፤adsHᎼSiOᎽ  ፤desSiOH.

𝑟
[mol/(mኼs)

𝑘des
[1/s]

time between
events [ps]

characteristic
re-protonation
time [ps]

𝑑𝑡
[fs]

< 1.68 2.5 × 10 - - 2
10ኻ 1.5 × 10ዀ 13430. 107440. 2
10ኼ 1.5 × 10 1343.0 10744.0 2
10ኽ 1.5 × 10ዂ 134.30 1074.40 1
10ኾ 1.5 × 10ዃ 13.430 107.440 0.5

Figure 5.2: a) Schematic view of protonation/deprotonation reactions at a solid-liquid interface. Black
font indicates that interatomic interactions are turned on, while grey font indicates that these are turned
off. b) Protolysis reactions impact ion adsorption by allowing an ion to adsorb after site deprotonation
(black) or forcing it to desorb after site protonation (grey). c) Flow diagram of simulation protocol with
time ፭ᑣ ∼ ኻ/፫ between protolysis reactions. Protonation/deprotonation events take place over a transit
time to ensure numerical stability.
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Figure 5.3: Shear velocity profiles.

1 Equilibrium: No further modification of the simulation protocol was made. Ion
and water density and diffusion profiles, screening function and water molecule
orientations were extracted from these simulations (See Figs. 5.9, 5.10a,b,
5.11a,b and 5.5).

2 Shearing walls: The silica walls on either end of the channel were sheared at
a rate of ±20 m/s. The resultant force on the fluid particles and fluid velocity
profiles (see Fig. 5.3) were used to calculate the viscosity profile (Fig. 5.11c)
following

𝜂(𝑧) = 𝐹∥
𝐴 (

d𝑢∥
d𝑧 )

ዅኻ
, (5.1)

where 𝐹∥ denotes the tangential force exerted on the fluid and 𝐴 the surface
area.

3 Poiseuille flow: An external acceleration of 𝑎 = 2.16 m/sኼ was applied to all
fluid particles, equivalent to a nominal pressure difference of 75 atm over 3.5
nm channel length following

𝑎 = −∇𝑝𝜌 . (5.2)

The resulting flow profiles are given in Fig. 5.13b.

4 Electro-osmosis: An electric field of 0.2 V/nm was applied to the fluid, accel-
erating cations in the direction of the electric field and anions in the opposite
direction (see Fig. 5.4). Water molecules are dragged along due to viscous
forces (see Figs. 5.13b and 5.4).

The external forces driving the non-equilibrium MD simulations – wall veloc-
ity/pressure difference/electric field – are chosen in line with previous MD studies
and can be shown to still be within the linear response regime [26, 130, 165].

All simulations were performed using the LAMMPS simulation package [80]. The
temperature was controlled connecting either the entire system, in the case of equi-
librium MD (1), or only the walls, in the case of non-equilibrium MD (2-4), to an ex-
ternal heat bath of 298 K through the Nosé-Hoover thermostat. For electro-osmosis
this approach has been shown in Ch. 4 to yield a fluid temperature around 295 K



5.2. Methods

5

97

3 2 1 0 1 2 3
z [nm]

10
5
0
5

10

u
 [m

/s
]

Na+ H2O Cl−

Figure 5.4: Electroosmotic flow profiles. The color coding is the same as in Fig. 5.3.

(Fig. 4.4b). The thermostat damping factor was set to 100 dt. Boundary conditions
were implemented as periodic with a vacuum equal to 3 times the box length in the 𝑧
direction to remove dipole inter-slab interactions [156]. Cut-off distances were set to
12 Å for both Lennard-Jones and Coulomb interactions, and the long-range electro-
static interactions were resolved with the particle-particle particle-mesh method with
a relative precision of 10ዅኾ. The time steps were adjusted to the rates as specified
in Tab. 5.1. All simulations were equilibrated for 20 ns, followed by 80 ns production
during which statistics were gathered every 400 ps.

Additionally to the just described simulations of a slit pore, bulk liquid simulations
of 40 ns containing only water (2,140 water molecules) and ions (between 0 and
40 NaCl ions) were performed to provide a reference point for bulk properties in the
center of the channel. For these simulations, the same force fields and settings as for
the channel configurations were used, and additionally the pressure was regulated
at 1 atm with the Nosé-Hoover barostat and a damping factor of 1000 𝑑𝑡.

5.2.2. Diffusion Coefficients
The diffusion coefficients 𝐷። of component 𝑖 are calculated from the mean-squared-
displacements (MSD = ⟨∑ፍᑚ፣ኻ (𝑟፣,።(𝑡) − 𝑟፣,።(0))

ኼ⟩) following

𝐷። = lim
፭→ጼ

MSD
2𝑛𝑡 , (5.3)

with 𝑛 denoting the dimensionality (3 for an isotropic system when averaging over 𝑥,
𝑦 and 𝑧, 2 for the parallel diffusion coefficient and 1 for the perpendicular diffusion
coefficient), using a multiple time origin implementation with windows of 4 ns every
40 ps. The calculation of the local MSD in confinement is further adapted to take into
account only particles within a specified bin. Individual particle squared displacement
lines are cut off once the respective particle leaves the specified bin and a new
squared displacement line is started at the respective time origin when a new particle
enters the bin. As a result of this implementation, the number of particles within each
bin is not constant in time and special care is taken to normalize the MSD accordingly.
Furthermore, if too few particles remain continuously within the specified bin, not
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Figure 5.5: a) Water, b) NaᎼ and c) ClᎽ density profiles (lines) and perpendicular diffusion coefficients
(symbols). The black lines display the bulk diffusion coefficients obtained from independent bulk simula-
tions containing only water and ions (see Fig. 5.6). The shaded grey and yellow shaded areas denote the
6 bins selected for the local MSD calculation. Their height is varied to the diffusion coefficient obtained in
each bin for clarity.

enough statistics can be gathered in the linear regime of the MSD-𝑡 plot to obtain
the diffusion coefficient. The size of the specified bins, is thus a trade-off in which
on the one hand as many particles as possible remain continuously within each bin,
while on the other hand, each bin is small enough such that it only represented a
small part of the entire system. We found that the trade-off is best optimized using
6 overlapping bins as shown by the shaded areas through Figs. 5.5a-c.

The parallel and perpendicular MSDs for each bin are provided in Figs. 5.7 and
5.8, respectively. The solid part of the MSDs represents the selected linear region
used in Eq. (5.3) to calculate the diffusion coefficients. The resulting parallel and
perpendicular diffusion coefficients are given in Figs. 5.9, 5.5 and 5.11a. Note that no
finite-size correction is used for the parallel and perpendicular diffusion coefficients,
while the reference bulk diffusion coefficient does include this correction. For a ho-
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Figure 5.6: Diffusion coefficients as a function of concentration Ꮂ from bulk simulations containing only
water and ions. The solid lines and closed symbols are from this work. The dashed line and crosses are
from literature [11, 48, 242].

mogeneous system with a comparable size – our system: 𝐿ኽ = 3.5×3.5×6 = 74 nmኽ
-> comparable system: 𝐿ኽ = 4.2ኽ = 74 nmኽ – the finite size correction, 𝜉𝑘ፁ𝑇/6𝜋𝜂𝐿,
would be in the order of 0.2 × 10ዅዃ mኼ/s (≈ 13 %) [156].

It is important to note that the horizontal leveling off of the perpendicular MSDs
in the long-time limit in bins 1 to 4 (Fig. 5.8), which resemble the behavior of a
solid, occurs as a result of the finite-sized bins. Particles can only leave the bins by
a motion perpendicular to the surface (𝑧-direction). Hence, all particles that remain
within a given bin for extended periods of time exhibit solid-like vibrations, while the
contribution of the moving particles are discarded. Consequently, only a very limited
region represents the diffusive regime and can be used to obtain the perpendicular
diffusion coefficients.

5.2.3. Electrokinetic Theory
The 𝜁-potential was evaluated for both, electro-osmosis and streaming currents using
the Helmholtz-Smoluchowski theory [6, 26]. In the case of electro-osmosis, the bulk
velocity was related to the 𝜁-potential following

𝜁 = −𝜂𝑢bulk𝜀ኺ𝜀፫𝐸
. (5.4)

In the case of streaming currents, the electric flux 𝐼str obtained through

𝐼str = ∬
ፒ∈{፱,፲}

𝜌፞(𝑧)𝑢(𝑧)n𝑑𝑠 (5.5)

was related to the 𝜁-potential following

𝜁 = − 𝜂
𝜀ኺ𝜀፫𝐴

𝐼str
∇𝑝 . (5.6)

𝐴 is the cross-sectional area of the channel (21 nmኼ), with all other variables having
their usual definitions.
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Figure 5.7: Parallel mean squared displacements (MSD) in each bin (see Fig. 5.5a for bin numbering).
The black solid line is the MSD obtained from an independent bulk simulation containing only water and
ions at 0.76 mol/L. The remaining solid parts denote the linear region that is used to obtain the diffusion
coefficients.
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Figure 5.8: Perpendicular mean squared displacements (MSD) in each bin (see Fig. 5.5a for bin num-
bering). The black solid line is the MSD obtained from an independent bulk simulation containing only
water and ions at 0.76 mol/L. The remaining solid parts denote the linear region that is used to obtain the
diffusion coefficients.



5

102 5. Surface Protolysis and the Electrical Double Layer

5.3. Results
As a benchmark case, we selected a prototypical amorphous silica slit pore of ap-
proximately 6 nm height filled with a 0.66-0.74 mol/L NaCl aqueous solution at am-
bient conditions described above. The reaction rate 𝑟 was varied between no reac-
tions (standard non-reactive MD, equivalent to 𝑟 < 1.68 mol/mኼ/s for our simulation
size/time) and 𝑟 = 10ኾ mol/mኼ/s. For reference, silanol protolysis rates on silica-
water interfaces were estimated in [32] to be of the order of 10ኼ-10 mol/mኼ/s using
dissociative MD simulations. Given the surface area [12.4 nmኼ] and silanol density
[4.7 SiOH/nmኼ] in our system, protonation and deprotonation reactions take place
between every >100 ns and 13.43 ps (see Tab. 5.1). In comparison, as will be
shown later, typical Na+ residence times are of the order of a few hundred ps so that
we expect a non-negligible dependence on 𝑟.

Fig. 5.9a displays a typical cation number density profile obtained in MD simula-
tions of silica-electrolyte interfaces. Upon increasing the protolysis reaction rate 𝑟,
the cation peak in the density profile decreases, broadens and shifts away from the
surface. These changes are consistent with a shift from predominantly specific
to predominantly non-specific cation adsorption as demonstrated in Fig. 5.10a. In
other words, for high values of 𝑟, the average time for a Na+ ion to specifically ad-
sorb may exceed the characteristic reprotonation time of a deprotonated site (SiO–

density/𝑟, see Tab. 5.1). From the cation perspective, the surface charge effectively
becomes more uniformly distributed as 𝑟 increases. This in turn results in the re-
duction of specifically adsorbed cations. As expected with such less specific cation
adsorption, anion adsorption is found to be less pronounced (Fig. 5.9b), while water
molecules are found to orient more strongly towards the surface (Fig. 5.11b). Apart
from this increased hydrophilicity, 𝑟 is not found to have any other impact on the first
solvation layer structure and water dynamics (Fig. 5.11). Fig. 5.9a also shows the
parallel diffusion coefficients for cations (perpendicular diffusion coefficients are pro-
vided in Fig. 5.5). These data show that faster desorption and adsorption processes
and the reduction of specifically adsorbed cations, as induced by higher reaction
rates 𝑟, lead to faster ion dynamics in the EDL. On the one hand, non-specifically
adsorbed cations are more mobile, and on the other hand, as some cations quickly
desorb from a protonating SiO– site, other cations are attracted by deprotonating
SiOH sites as illustrated in Fig. 5.2b. Consequently, upon increasing the protolysis
rate 𝑟, the cation diffusion coefficients near the surface increase (inset in Figs. 5.9a
and 5.5b), while the average Na+ residence time decreases (Fig. 5.12). Since barely
any anions specifically adsorb, their diffusion coefficients do not show any depen-
dence on 𝑟 (Figs. 5.9b and 5.5c). Similarly, water diffusion coefficients and the fluid
viscosity are found to be nearly rate independent (Figs. 5.5a and 5.11a,c).

Using the Boltzmann equation, the ion density profile can be written as 𝜌(x) =
𝜌(∞) exp [−𝛽ℱ፫(x)], where 𝛽 = 1/𝑘ፁ𝑇, 𝜌(∞) is the bulk density and ℱ፫(x) is the
free energy landscape corresponding to a given rate 𝑟. Considering an energy land-
scape possessing different adsorption sites, the density profile in 𝑧 follows 𝜌(𝑧) =
(𝐿፱𝐿፲)

ዅኻ ∫∫𝜌(∞) exp [−𝛽ℱ፫(𝑥, 𝑦, 𝑧)]𝑑𝑥𝑑𝑦, where the integrals run over the surface
area. This expression can be considered in two asymptotic limits depending on
the reaction rate 𝑟 and characteristic time 𝜏፞ over which cations relax towards lo-
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Figure 5.9: a) Na+ and b) Cl– density profile (lines) and parallel diffusion coefficients (symbols). Symbols
in the inset are shifted on the ፳ for clarity. The black lines display the bulk diffusion coefficients obtained
from independent bulk electrolyte simulations (see Fig. 5.6). c) Screening function ጁ. ፳  ኺ is the channel
center.

cal equilibrium. For 𝑟𝜏፞ << 1, the surface can be considered as “quenched” (non
reactive). In this case, the surface contains a fraction 𝛼• of protonated sites MOH
and a fraction 𝛼∘ = 1 − 𝛼• of deprotonated sites MO– such that the density fol-
lows 𝜌(𝑧) = 𝜌(∞)⟨exp [−𝛽ℱ፫(𝑧)]⟩, where ⟨exp [−𝛽ℱ፫(𝑧)]⟩ = 𝛼• exp [−𝛽ℱ•(𝑧)] +
𝛼∘ exp [−𝛽ℱ∘(𝑧)]⟩. For 𝑟𝜏፞ >> 1, the surface can be considered as “annealed”
(reactive). In this case, all surface adsorption sites are equivalent since they fre-
quently switch between protonated and deprotonated states. The free energy of
these equivalent sites is simply given by a time average 𝛽ℱ፫(𝑧) = 𝛼•𝛽ℱ•(𝑧)+𝛼∘𝛽ℱ∘(𝑧)
(we use ergodicity to replace the fraction of time spent in one site by its occur-
rence 𝛼). Assuming cations redistribute very fast according to the local free en-
ergy landscape, we can write the ion density as 𝜌(𝑧) = 𝜌(∞) exp [−𝛽ℱ፫(𝑧)] =
𝜌(∞) exp [−𝛼•𝛽ℱ•(𝑧) − 𝛼∘𝛽ℱ∘(𝑧)]. Provided proper boundary conditions are applied
(surface charge and overall charge neutrality), these two limiting cases provide a
framework to rationalize the simulated data. However, beyond such asymptotic
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Figure 5.10: a) NaᎼ and b) ClᎽ density profiles from Fig. 5.9 distinguishing between the adsorption
type. Specifically adsorbed when a surface atom is found within the first hydration shell (inner-sphere
surface-complexes), non-specifically adsorbed ions when the first hydration shell is intact, but the ions
remain under the surface influence (outer-sphere surface-complexes and ions within the diffuse layer),
and free ions which present bulk behavior. Hydration shell sizes are defined by the first minima in the radial
distribution functions given in c). c) Radial pair distribution functions from a bulk simulation containing
only water and ions at 0.76 mol/L.

cases, obtaining an expression for intermediate reactive rates 𝑟 is not straightfor-
ward as in most situations the corresponding density profile cannot be written as a
single contribution (annealed surface) nor as a weighted sum of two independent
contributions (quenched surface). Indeed, in these situations, the observed density
profile still derives from an underlying energy profile but proper averaging that leads
to 𝜌(𝑧) is ill defined. In particular, in such intermediate situations, there is no clear
timescale separation between the relaxation time towards local equilibrium and the
typical time between two protonation or deprotonation events so that one obtains
density profiles that are rate dependent (in agreement with our simulation data). In
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Figure 5.11: a) Water mass density profile (lines) and parallel diffusion coefficients (symbols). The black
line displays the bulk diffusion coefficient obtained from independent bulk simulations containing only
water and ions (see Fig. 5.6). c) Water orientation. d) Local viscosity.

the same spirit, one can see the observed density profile broadening as the result
of an increased surface self-diffusivity 𝐷፬(𝑧). By writing that 𝐷፬(𝑧) corresponds to
the bulk diffusivity modulated by the surface-ion interaction, one predicts that the
impact of reduced surface interactions due to protolysis reactions, leads to a larger
surface diffusivity [243]. In turn, such enhanced diffusivity leads to surface explo-
ration corresponding to larger mean square displacements through the bulk phase
between two relocations (re-adsorption), and hence, broader density profiles near
the solid surface.

Upon increasing the reaction rate 𝑟, both ion densities increase in the channel
center while the ion and water diffusion coefficients decrease (Figs. 5.9a,b, 5.11a).
Although the EDL net charge is independent of 𝑟, the number of ions involved in
the EDL decreases upon increasing 𝑟. In other words, cations and anions relocate
in equal amounts from the EDL to the center of the channel as 𝑟 increases. Such
ion relocation would not notably affect the bulk ion concentration in a macroscopic
channel. However, as shown in Fig. 5.1, due to the small pore height 𝐻 ≈ 6 nm (of
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Figure 5.12: (a) Mean adsorption i.e. residence times, Ꭱ  ∫፩ᒙ፝፭ as a function of ፫. (b) Probability of
adsorption ፩ᒙ given the ion is adsorbed for a minimum of 2 ps and allowing for a desorption tolerance of
2 ps.

the order of 20 times the Debye length, 𝜆ፃ ∼ 0.35 nm), a concentration increase from
0.66 mol/L to 0.74 mol/L can be detected when increasing 𝑟 up to 10ኾ mol/mኼ/s.
As a direct consequence of this salt concentration increase the cation, anion and
water diffusion coefficients in the channel center decrease. This is in agreement
with data for bulk electrolyte simulations shown in Fig. 5.6. Such an impact of the
finite channel size on ion concentration and diffusion is expected to become less
pronounced as 𝜆ፃ/𝐻 and/or 𝑟 decrease.

The ion adsorption weakening observed upon increasing 𝑟 also impacts the screen-
ing of the bare surface charge density 𝜎ኺ. This can best be quantified by assessing
the screening function Γ(𝑧) = 𝜎ኺ + ∫

፳
ዅጼ 𝑒 (𝜌Na+(𝑧ᖣ) − 𝜌Cl–(𝑧ᖣ))d𝑧. As expected from

the change from specific to non-specific ion adsorption upon increasing 𝑟, the screen-
ing peak in Fig. 5.9b shifts away from the surface and decreases in magnitude (the
peak even disappears for the fastest reaction rates). Surface reaction kinetics can,
thus, directly impact the occurrence of charge inversion (Γ > 0). This result can
explain why many MD studies – carried out with a static surface charge distribution –
report charge inversion under conditions for which no experimental charge inversion
is found [23, 54, 130]. Another reason for such disagreement between MD simula-
tions and experiments may be force field shortcomings as investigated in our recent
work [26].

We have thus far shown that reaction kinetics can significantly impact ion adsorp-
tion, diffusion and screening of the bare surface charge. Based on these results, a



5.3. Results

5

107

Figure 5.13: a) ᎓-potential as a function of reaction rate ፫ from streaming current (SC) and electro-osmosis
(EOF) simulations. b) Poiseuille (left) and electro-osmosis (right) flow profiles resulting from a pressure
drop of 75 atm and an electric field of 0.2 V/nm. These external forces have been shown to be within the
linear response regime [26, 130].

strong impact of protolysis reactions on electrokinetic properties is expected. For ex-
ample, the 𝜁-potential in Fig. 5.13a is found to decrease with increasing reaction rate
𝑟. This result can be explained from changes in the ion density distributions 𝜌Na+(𝑧)
and 𝜌Cl–(𝑧)within the EDL (Figs. 5.9a,b). These distributions directly impact the mea-
sured streaming current 𝐼str ∼ ∫𝑒 (𝜌Na+(𝑧ᖣ) − 𝜌Cl–(𝑧ᖣ)) 𝑢፱𝑑𝑧 and electroosmotic flow
𝜂∇ኼ𝑢∥(𝑧) = 𝑒 (𝜌Na+(𝑧) − 𝜌Cl–(𝑧)) 𝐸፱, which, in turn, fully determine the 𝜁-potential
through 𝜁 ∼ 𝐼str/Δ𝑝፱ and 𝜁 ∼ 𝑢∥,bulk/𝐸፱ (following the Helmholtz-Smoluchowski the-
ory). In other words, protolysis reactions directly influence the electrokinetic re-
sponse through ion adsorption. Although the dependence of the 𝜁-potential on the
reaction kinetics in Fig. 5.13a appears to be stronger for electro-osmosis than for
streaming currents, the ion distributions corresponding to both methods are identi-
cal to those shown in Figs. 5.9a,b. Hence, the differences in 𝜁-potential between
electro-osmosis and streaming currents must originate from within the Helmholtz-
Smoluchowski theory. In fact, in agreement with previous studies [26–28], these
differences vanish when 𝜁 → 0, which occurs at a rate around 10 mol/mኼ/s. It is
noteworthy that, since the Poiseuille flow depends mostly on fluid properties at the
center of the channel, the velocity profiles corresponding to the streaming currents
shown in the left of Fig. 5.13b are independent of 𝑟. Conversely, the electroosmotic
flow profiles, which are fully determined by the ion distribution within the EDL (fol-
lowing Navier-Stokes equation), change even qualitatively with 𝑟 as shown in the
right of Fig. 5.13b.
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5.4. Conclusions
In conclusion, we developed a novel framework to account for surface reactions in
classical MD simulations at no additional cost compared to non-reactive MD simula-
tions. We then used this method to demonstrate that EDL properties and electroki-
netic transport in a silica channel do not just depend on the static surface properties
but also on proton exchange reaction kinetics. While such kinetic chemical events
are not taken into consideration in available formalisms, we provide strong evidence
that such processes affect both the static and dynamic properties of ions and solvent
(water) within porous materials. Specifically, upon increasing the surface reaction
kinetics (from no reactivity to rates encountered in experiments), cation adsorption
at the negatively charged surface becomes less pronounced with decreased retention
times. In turn, such decreased adsorption leads to increased local diffusion coeffi-
cients near the solid surface. These changes in the ion distribution and dynamics
within the EDL also directly impact electrokinetic phenomena with – for instance –
the 𝜁-potential reducing upon increasing the protolysis reaction rate. The quantita-
tive and qualitative differences observed between non-reactive and reactive surface
charge distributions suggest that such equilibrium surface reactions play an even
more important role for the EDL structure and dynamics than has thus far been as-
sumed. In fact, the impact of surface reactivity may even be more pronounced for
surface groups with weaker covalent bonds, at higher temperature, lower pH, or for
ions with longer residence times, questioning the near-universal neglect of protoly-
sis reactions in simulation and modeling endeavours. Finally, our novel framework
provides a stepping stone for more realistic interface modeling within a MD environ-
ment, potentially benefiting applications ranging from the design of anti-corrosion
paints to electrochemical cells. Additional work should also include establishing a
bridge between our method and fundamental approaches in which proton creation
and diffusion at surfaces is probed [244]. In this context, mesoscopic strategies
such as those based on the formalism of intermittent Brownian motion applied to
surface adsorption and relocation in pores could prove useful in linking molecular as-
pects and macroscopic observations [243]. Moreover, to bridge the gap between the
microscopic and mesoscopic scales, the inclusion of water ionization reactions from
reactive simulations could provide a means to account for chemical events occurring
at the fs time scale.
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Conclusions

Molecular Dynamics (MD) simulations provide a powerful bottom-up approach to
gain detailed atomic level insight at time- and length-scales where experimental tech-
niques struggle or can only get partial information. It is thus crucial, to design simula-
tions to realistically reproduce the physics at play. The most important aspects of MD
simulations, can thus be said to be the force field development and results validation.
The first of these aspects, force field development, has received a lot of attention in
the last decades. Force fields have been developed for a multitude of different sys-
tems (proteins, colloids, water, minerals, ...) and properties (protein folding, colloidal
stability, freezing of water, calcite formation, ...), their ability to reproduce systems
and properties different to those initially intended however is questionable. Most
authors, simply take force fields out of their designed for purposes and expect real-
istic results. While this approach may be reasonable in some instances, for complex
systems such as interfaces, the results between MD simulations performed with dif-
ferent force fields vary wildly. It is no surprise, that for example combining two force
fields optimized to reproduce bulk solid properties and bulk fluid properties, respec-
tively, do not necessarily reproduce realistic ion adsorption and/or hydrophobicity.
The intricacies of realistically reproducing interfacial properties and phenomena are
in fact very sensitive to the specifics of the system and the balance between com-
peting interactions. Force fields used to represent interface systems, should thus be
optimized explicitly for the interface, ideally at relevant system conditions and for
specifically desired properties of interest. This task however, is hindered by the se-
vere lack of representative experimental data of interfacial phenomena that can be
used constructively in force field development and optimization. Reliable optimiza-
tion, validation and improvement of the representation of interfaces is thus severely
lacking. In an attempt to bridge this gap, this dissertation follows a journey from
evaluating the force field mix-and-match approach common for electrolytes (Ch. 2)
through the evaluation of such mixed-and-matched force fields in terms of compet-
itive ion adsorption (Ch. 3) to the optimization and validation of MD results at the
interface (Ch. 4) and the development of a novel scheme to include relevant surface
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reactions (Ch. 5).
In Ch. 2 it was found that in fact, the mix-and-match approach is reasonable at

infinite dilution (single ion in water), with the water model dominating the overall
fluid properties. As the ionic concentration increased however, the validity of mixing-
and-matching deteriorated quickly, with ion pairing, thus formation of crystals in the
fluid, being the main inconsistency with experimental results. When accounting for
the fluid dielectric screening by scaling the ionic charges according to the Electronic
Continuum Correction (ECC) idea, crystal formation could be reduced. Force fields
including ECC in fact offered the most consistent and best results across the board
at finite concentrations. Strictly speaking however, ECC is only valid in homogeneous
systems with a continuous dielectric.

Thus we initially hesitated in using ECC for an interface system, which is inher-
ently heterogeneous, for example, silica has a relative permittivity of approximately 4
and an electrolyte has a relative permittivity of approximately 80 depending on con-
centration and conditions. In Ch. 3 we thus stuck to the conventional full charges
when investigating the ion-specificity on an amorphous silica surface in contact with
a NaCl–CaCl2 solution. Nonetheless, in Ch. 4 we revisited ECC in an interfacial sys-
tem, and showed that also in such a heterogeneous system, ECC can be applied
successfully.

Investigating the adsorption behavior of Na+ and Ca2+ on amorphous silica in
Ch. 3, it was found that the local surface structure, can sterically hinder an ion from
adsorbing based on said ions hydration properties. For example, at adsorption sites
deep into the surface, Na+ ions adsorbed preferably due to their smaller hydration
shell sizes, while at adsorption sites sticking out of th surface Ca2+ ions adsorbed
preferentially owing to their larger coulombic charge. While this phenomenon has
not been reported in experimental results, membranes that separate ions based on
ion-size and/or hydration shell size for example, already exist. Our finding may thus
provide a viable explanation for the sometimes counter-intuitive preferential adsorp-
tion that can be observed in some experimental studies.

The lingering doubt on whether our simulation accurately represent the physics
at play however, rendered us to take an extra step to really validate our simulation
results and to get greater certainty of the observed behavior. Thus, we searched for
an experimentally measurable and in the simulation reproduceable property, specific
to the interaction between the fluid and solid at the interface. On this quest, we no-
ticed the good agreement between electro-osmosis and streaming current/potential
experiments when the 𝜁-potential is zero. While this agreement may seem logical, it
is in fact quite contrasting with the typically large differences measured in 𝜁-potentials
between these methods when 𝜁 ≠ 0. From the Helmholtz-Smoluchowski theory it
became clear that the relationship between the 𝜁-potential and measured property in
these experiments is linear with only a multiplicative constant depending which de-
pends on for example the fluid viscosity, dielectric permittivity and/or channel size.
In Ch. 4, it is thus shown that when the 𝜁-potential is zero, it is zero irregardless
of the experimental electrokinetic method (electro-osmosis and/or streaming cur-
rent/potential), and irregardless of many fluid and system properties. As such, the
conditions at which 𝜁 = 0 provide a unique opportunity to compare simulations and
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experiments. Exploiting this unique opportunity, we then propose a simple mod-
ification to the ion-surface interaction parameters to reproduce the experimental
conditions at which the 𝜁 potential is zero, thereby, building a symbiotic relation-
ship between experiments and simulations. Experiments providing the macroscopic
property against which the simulation is validated, increasing its trustworthiness, and
simulations giving atomic level detail unavailable in experiments. While in Ch. 4 this
validation method is shown for a CaCl2 solution in contact with amorphous silica,
by varying the pH and concentration of any solution in contact with any surface, an
infinite number of conditions at which 𝜁 = 0 can be found. Thus opening the doors
towards rigorously optimizing MD simulation of interfaces and obtaining with cer-
tainty atomic level detail of the interfacial phenomena. This approach should not be
seen as a stand alone however, since the initial force field development and selection
are also crucial to the accurate representation of the physics.

An additional consideration when dealing with interfaces is whether the current
framework of simulation includes all relevant effects. For example, oxide surfaces
tend of have continuous protonation and deprotonation reactions changing the sur-
face properties locally. In classical MD simulations, these are not accounted for,
and reactive MD simulations remain prohibitively expensive for larger systems and
properties that require longer simulation times. We therefore devised a method, pre-
sented in Ch. 5, to effectively mimic these reactions in classical MD simulations at no
additional computational cost. Essentially, surface reactions are mimicked by turn-
ing on and off proton interactions, without explicitly adding or removing the atom,
and adjusting the respective surrounding atom parameters, in such a way that no
explicit bond creating nor breaking are necessary. Using this approach it is found
that the inclusion of protolysis reactions can hugely lower ion adsorption and res-
idence times in the interfacial region. Even equilibrium reaction rates predicted in
previous studies for silica surfaces, had a non-negligible impact. This finding pro-
vides strong evidence, that the near universal neglect of these surface reactions in
classical MD simulations is unjustified. Especially when dealing with high tempera-
tures, ions with long residence times and/or near dissolution conditions. For future
works, this groundbreaking chapter describes a concept on how to include surface
reactions in a simple yet computational cost effective manner, opening doors for a
better understanding of the interface. This can be used in for example evaluating
adsorption energies at different reaction rates or investigate the impact protolysis
reactions have on ions competing to adsorb.

Combining the individual findings of this dissertation, it can be concluded that MD
simulations of interfaces can be an invaluable asset to complement experiments and
to offer new insights at time and length scales not accessible to experiments. It takes
however a skilled person with great diligence to master so many different aspects to
obtain realistic and relevant results. First, a careful force field selection needs to be
performed, for which in many cases there is no precedent, and thus the best selection
is yet to be known. An initial force field performance may be assessed on individual
ion performance, but it is also crucial to determine, whether for example, the ra-
tio of hydration properties for electrolyte mixtures is realistic, and if all the relevant
surface phenomena are included, such as the protolysis reactions discussed in Ch.
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5. Additionally, consideration should be given to accounting electronic polarization,
either explicitly via a polarizable fore field (high computational cost), or implicitly via
charge scaling following the ECC teachings (low computational cost). While the use
of ECC in heterogeneous systems remains debated, in this thesis no deterioration of
the physics was observed when using charge scaling. Additional force field tuning,
in combination with ECC may however be necessary. Second, adsorption at the
interface needs to be tuned. Most importantly interfacial phenomena from a micro-
scopic perspective are not yet fully understood and known. Methods such the one
presented here in Ch. 4 are thus a must to obtain results with any certainty. When
following this diligent approach, simulations may provide great insights not available
to current experimental methods, but the results will only be as good as the model,
the force field optimization and the results validation allow. There is thus a long road
ahead, but we have already gotten very far, so I look with optimism into the future
of simulating interfaces using Molecular Dynamics.

For the future, I recommend to continue working on a symbiotic relationship be-
tween experiments, simulations and modelling. Currently, these groups are too often
separated and the results they produce run past each other without any impact. I
strongly believe that there is more need for collaboration and particularly accross
different disciplines and groups. A simple idea in one scientific field, may be ground
breaking when applied to another. To pick the fruits from combining the knowl-
edge of multiple disciplines however, requires in depth knowledge of each of these
disciplines, and fruitful collaborations. We thus need multidisciplinary researchers
with good knowledge in many fields, as well as experts in a single field. For ex-
ample, MD simulations may thus provide atomistic insights into local properties at
the interface, which may potentially be verified and validated with experiments and
subsequently used to improve continuum models in which interface properties are
typically assumed to be constant and equal to bulk properties.

As a specific example for the future, one could consider the relative permittiv-
ity. This property is typically considered to be constant throughout the fluid phase,
yet it is known to vary locally near the interface. Verified and validated molecular
simulations could provide insight into these local variations, which may subsequently
be used to derive a functional form suitable for continuum models. In order to get
started along this train of thought I see the following important steps: a) optimize
and/or validate a molecular simulation force field for an aqueous electrolyte-solid
interface; b) calculate the local dielectric permittivity from the MD simulations and
potentially determine (empirically) a functional form; c) expand and/or re-derive the
theoretical framework in continuum modelling to include the possibility of a locally
varying dielectric permittivity; d) analyze continuum modelling results with a locally
varying dielectric permittivity and validate the results with experiments. In this man-
ner, a circle can be closed, in which the real physics are considered at every step
from experiments, while at the same time the knowledge from smaller time- and
length-scales is carried over to larger time- and length-scales.
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