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a b s t r a c t 

Multiphase mass and heat transfer are ubiquitous in the subsurface within manifold applications. The presence 

of fractures over several scales and complex geometry magnifies the uncertainty of the heat transfer phenomena, 

which will significantly impact, or even dominate, the dynamic transport process. Capturing the details of fluid 

and heat transport within the fractured system is beneficial to the subsurface operations. However, accurate 

modeling methodologies for thermal high-enthalpy multiphase flow within fractured reservoirs are quite limited. 

In this work, multiphase flow in fractured geothermal reservoirs is numerically investigated. A discrete-fracture 

model is utilized to describe the fractured system. To characterize the thermal transport process accurately and 

efficiently, the resolution of discretization is necessarily optimized. A synthetic fracture model is firstly selected 

to run on different levels of discretization with different initial thermodynamic conditions. A comprehensive 

analysis is conducted to compare the convergence and computational efficiency of simulations. The numerical 

scheme is implemented within the Delft Advanced Research Terra Simulator (DARTS), which can provide fast and 

robust simulation to energy applications in the subsurface. Based on the converged numerical solutions, a thermal 

Péclet number is defined to characterize the interplay between thermal convection and conduction, which are 

the two governing mechanisms in geothermal development. Different heat transfer stages are recognized on the 

Péclet curve in conjunction with production regimes of the synthetic fractured reservoir. A fracture network, 

sketched and scaled up from a digital map of a realistic outcrop, is then utilized to perform a sensitivity analysis 

of the key parameters influencing the heat and mass transfer. Thermal propagation and Péclet number are found 

to be sensitive to flow rate and thermal parameters (e.g., rock heat conductivity and heat capacity). This paper 

presents a numerical simulation framework for fractured geothermal reservoirs, which provides the necessary 

procedures for practical investigations regarding geothermal developments with uncertainties. 
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. Introduction 

Convective and diffusive (or conductive) flow is common in the sub-

urface and can greatly influence the mass and heat transport process.

he synergy of thermal convection and conduction plays a critical role

n the development of geothermal reservoirs, where the heat is extracted

ith continuous injection and circulation of the heat carrier (e.g., water

r CO 2 ( Randolph and Saar, 2018 )) in manifold ways (e.g., well dou-

let ( Willems et al., 2017 ), borehole heat exchanger ( Hein et al., 2016 ),

tc.). Following the cold water injection, thermal convection and con-

uction jointly govern the heat propagation in the geothermal reservoirs

 Pruess, 1983; 1990; O’Sullivan et al., 2010 ). Therefore, the quantitative

nalysis of the interplay between convection and conduction in complex
∗ Corresponding author. 

E-mail address: D.V.Voskov@tudelft.nl (D. Voskov). 

l  

i  

ttps://doi.org/10.1016/j.advwatres.2021.103985 

eceived 6 December 2020; Received in revised form 16 June 2021; Accepted 18 Jun

vailable online 24 June 2021 

309-1708/© 2021 The Author(s). Published by Elsevier Ltd. This is an open access a
eological structures (e.g., with the presence of fractures) is not only of

heoretical interest but also of practical significance. 

Among the geothermal resources ( Limberger et al., 2018 ), high-

nthalpy geothermal fields are given special attention owing to their

ubstantial energy potential ( Aravena et al., 2016; Kivanc Ates and Ser-

en, 2016; Serpen et al., 2009; Simpson and Bignall, 2016 ). For a high-

nthalpy geothermal system, either single-phase (vapor) or a two-phase

ixture (vapor and liquid) can be present at the reservoir condition. The

eysers field ( Geysers, 2019 ), an epitome of high-enthalpy geothermal

ystems, is the worlds largest exploited geothermal complex, producing

ot steam from more than 350 wells to generate electricity in 22 power

lants. The development of geothermal systems can be assisted by the

nherent or induced fracture networks, especially for reservoirs with a

ow permeable matrix ( Wang et al., 2019c ). Due to their high conductiv-

ty, open fractures behave as preferential flow channels for the injected
e 2021 
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old water. Most high-enthalpy geothermal systems either contain nat-

rally developed fractures or require induced fractures for fluid flow. 

To accurately simulate mass and heat transport in fractured geother-

al systems, a suitable fracture model is critical to capture the reservoir

esponse. Two approaches are commonly used in the representation of

ractured reservoir systems ( Berre et al., 2019 ). One is based on the

ontinuum model, of which the typical examples are the dual-porosity

odel proposed by Warren and Root (1963) and the dual-permeability

odel presented by Gerke and van Genuchten (1993a,b) . The contin-

um model is an efficient simplification of the fracture system but is not

ccurate enough when dealing with discontinuous fractures and large-

cale fractures dominating fluid flow ( Jiang and Younis, 2015 ). 

Another approach is the discrete-fracture model (DFM), where the

racture networks are explicitly characterized by individual control vol-

mes. Karimi-Fard et al. (2004) proposed the DFM method, which is

uitable for general-purpose reservoir simulators. This approach cap-

ures the pressure response generated by flow in fractured networks

n a robust and accurate manner ( Flemisch et al., 2018; Berre et al.,

021; Glser et al., 2017; Nissen et al., 2018 ). However, it is computa-

ionally more expensive due to the introduction of additional degrees

f freedom in the computational domain. Another approach proposed

y Lee et al. (2000) entails an effective representation of fractures in

 computational domain and called embedded discrete-fracture model

EDFM). This approach has been greatly extended recently using mul-

iscale techniques by Hajibeygi et al. (2011) and helps to control the

omputational performance and accuracy. However, the EDFM may

ot be as accurate as the DFM in some practical situations ()( Li and

oskov, 2021 ). 

While operating a high-enthalpy geothermal reservoir with cold wa-

er re-injection, complicated phase behavior (water vaporization and

team condensation) will take place at the thermal front ( Pruess et al.,

987 ). The multiphase flow and transport with complex phase changes

hat appear in high-enthalpy geothermal systems introduce significant

hallenges for numerical simulations ( Coats, 1980 ). Several advanced

echniques were proposed recently to overcome these challenges ( Wong

t al., 2018; Wang et al., 2019b ). 

In geothermal simulations, the mass and energy formulations are

ften tightly coupled because of the fluid thermodynamic properties

 Coats et al., 1974; Chen et al., 2019 ). The fully-coupled fully-implicit

pproach is generally adopted to solve the system of equations in a ro-

ust way. During a numerical simulation, the governing equations need

o be discretized in both space and time to get approximate solutions.

sually, the formulation in discretized form is nonlinear and should be

inearized to facilitate solving iteratively. A Newton-Raphson based pro-

ess is generally adopted to linearize the discretized formulation, which

equires the values of fluid properties and their derivatives. 

When complex physics (e.g., multiphase compositional flow with

omplex chemical reactions) is required in a model, a multiphase

ash calculation is often necessary for the evaluation of accurate

uid/rock properties during each Newton iteration in the molar for-

ulation ( Collins et al., 1992; Voskov and Tchelepi, 2012 ). There-

ore, the linearization of nonlinear equations becomes a complex prob-

em that can take up a large portion of the overall simulation time.

oskov (2017) proposed the operator-based linearization (OBL) ap-

roach to simplify this procedure and accelerate the linearization pro-

ess. Like discretization in space and time, the main idea of OBL is to

iscretize the physics within the space of nonlinear unknowns. The OBL

pproach has been utilized in the recently introduced Delft Advanced

esearch Terra Simulator ( DARTS, 2019 ). The DARTS framework for

eothermal modeling ( Khait and Voskov, 2018b; Wang et al., 2019a;

020b ) has been validated against the state-of-the-art numerical sim-

lators, TOUGH2 ( Pruess et al., 1999 ) and AD-GPRS ( Garipov et al.,

018 ), which have been widely used in geothermal energy and verified

gainst experimental and pilot test results. Moreover, all correlations

sed in our code are based on the robust industrial Equation of State

𝒖  

2 
 Kretzschmar and Wagner, 2019 ) and experimental work ( Saeid et al.,

014 ). 

In this study, we present a computational framework to numerically

imulate multiphase mass and heat transport within fractured high-

nthalpy geothermal systems. The DFM model is used to characterize

he reservoir. All simulations are run in DARTS with the OBL approach

o linearize the physics. In the following description, we first introduce

he adopted nonlinear formulation and the basics of the OBL approach.

hen, a comprehensive study on grid optimization and heat transfer dy-

amics is conducted within a synthetic fracture model. Next, a realistic

odel based on practical outcrop measurements is utilized to perform

umerical experiments with different parameters, and different scenar-

os are discussed. 

. Methodology 

Mass and heat transfer in a fractured reservoir involves a thermal

ultiphase flow system, which requires a set of equations to depict the

ow dynamics. In this section, we introduce the governing equations

nd detailed spatial and temporal discretization and linearization pro-

edures. Further details related to the DARTS implementation can be

ound in Khait (2019) . 

.1. Governing equations 

For the investigated domain with volume Ω, bounded by surface Γ,

he mass and energy conservation can be expressed in a uniformly inte-

ral way, as 

𝜕 

𝜕𝑡 ∫Ω 𝑀 

𝑘 𝑑Ω + ∫Γ 𝑭 
𝑘 ⋅ 𝒏 𝑑Γ = ∫Ω 𝑞 𝑘 𝑑Ω. (1)

Here, 𝑀 

𝑘 denotes the accumulation term for the 𝑘 th component

 𝑘 = 1 , 2 , … , 𝑛 , indexing for the mass components, [e.g., water, CO 2 ] and

 = 𝑛 + 1 for the energy quantity). 𝑭 𝑘 refers to the flux term of the 𝑘 th 

omponent. 𝒏 refers to the unit normal pointing outward to the domain

oundary. 𝑞 𝑘 denotes the source/sink term of the 𝑘 th component. 

The mass accumulation term collects each component distribution

ver 𝑛 𝑝 fluid phases in a summation form, 

 

𝑘 = 𝜙

𝑛 𝑝 ∑
𝑝 =1 

𝑥 𝑘 
𝑝 
𝜌𝑝 𝑠 𝑝 , 𝑘 = 1 , … , 𝑛 𝑐 , (2)

here 𝜙 is porosity, 𝑠 𝑝 is phase saturation and 𝜌𝑝 is phase density

 kg∕m 

3 ] and 𝑥 𝑘 
𝑝 

is molar fraction of 𝑘 component in 𝑝 phase. 

The energy accumulation term contains the internal energy of fluid

nd rock, 

 

𝑛 𝑐 +1 = 𝜙

𝑛 𝑝 ∑
𝑝 =1 

𝑠 𝑝 𝑈 𝑝 + (1 − 𝜙) 𝑈 𝑟 . (3)

here 𝑈 𝑝 is fluid phase internal energy per unit volume [ kJ∕m 

3 ] and 𝑈 𝑟 

s rock internal energy per unit volume [ kJ∕m 

3 ] . 
We assume that the rock is compressible and represented by the

hange of porosity through: 

= 𝜙0 
(
1 + 𝑐 𝑟 ( 𝑝 − 𝑝 ref ) 

)
, (4)

here 𝜙0 is the initial porosity, 𝑐 𝑟 is the rock compressibility [1/bars]

nd 𝑝 ref is the reference pressure [bars]. 

The mass flux of each component is represented by the summation

ver 𝑛 𝑝 fluid phases, 

 

𝑘 = 

𝑛 𝑝 ∑
𝑝 =1 

𝑥 𝑘 
𝑝 
𝜌𝑝 𝒖 𝒑 , 𝑘 = 1 , … , 𝑛 𝑐 . (5)

Here the velocity follows the extension of Darcy’s law to multiphase

ow, 

 𝒑 = 𝐊 

𝑘 𝑟𝑝 

𝜇𝑝 

(∇ 𝑝 𝑝 − 𝜸𝒑 ∇ 𝐷) , (6)
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Fig. 1. Schematic representation of the DFM model (modified from Awadalla and Voskov (2018) ). 
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here 𝐊 is the full permeability tensor (generally zero non-diagonal

lements are taken) [ mD ] , 𝑘 𝑟𝑝 is the relative permeability of phase 𝑝 , 𝜇𝑝 

s the viscosity of phase 𝑝 [ Pa ⋅ s ] , 𝑝 𝑝 is the pressure of phase 𝑝 [bars],

𝒑 = 𝜌𝑝 𝒈 is the specific weight [ N∕m 

3 ] and 𝐷 is the depth [m]. The energy

ux includes the thermal convection and conduction terms, 

 

𝑛 𝑐 +1 = 

𝑛 𝑝 ∑
𝑝 =1 

ℎ 𝑝 𝜌𝑝 𝒖 𝒑 + 𝜅∇ 𝑇 , (7)

here ℎ 𝑝 is phase enthalpy [ kJ∕kg ] and 𝜅 is thermal conductivity

 kJ∕m∕day∕K ] . 
The nonlinear equations are discretized with the finite volume

ethod using the two-point flux approximation on general unstructured

esh in space and with the backward Euler approximation in time. For

he 𝑖 th reservoir block, the governing equation in discretized residual

orm reads: 

 

𝑘 
𝑖 
= 𝑉 𝑖 

(
𝑀 

𝑘 
𝑖 
( 𝜔 𝑖 ) − 𝑀 

𝑘,𝑛 

𝑖 
( 𝜔 

𝑛 
𝑖 
) 
)
− Δ𝑡 

(∑
𝑙 𝑎 𝑙 𝐹 

𝑘 
𝑙 
( 𝜔 ) + 𝑄 

𝑘 
𝑖 
( 𝜔 ) 

)
= 0 . (8) 

Here 𝜔 𝑖 refers to state variables at the current time step, 𝜔 

𝑛 
𝑖 

referes

o state variables at previous time step, 𝑎 𝑙 is the contact area between

eighboring grids, and 𝑄 

𝑘 
𝑖 

is the source or sink term of the 𝑘 th compo-

ent. In the following description, only one (water) component is as-

umed existing in subsurface therefore 𝑥 𝑘 
𝑝 
≡ 1 . 

.2. Transmissibility evaluation 

The capability of discretizing complex fractured reservoirs in DARTS

as been extended with the DFM ( Karimi-Fard et al., 2004 ). This model

epresents the fracture geometry in the grid domain explicitly as a

ower-dimensional feature, specifically a 3D model contains 2D frac-

ures (planes) while a 2D model contains 1D fractures (lines). This is

epicted in Fig. 1 for a 2D example. To calculate transmissibilities, each

racture is assigned a specific aperture, therefore, it will have a certain

olume in the computational domain. 

The transmissibility between neighboring grid blocks is expressed as:

 12 = 

𝛼1 𝛼2 
𝛼1 + 𝛼2 

with 𝛼𝑖 = 

𝐴 𝑖 𝑘 𝑖 

𝐷 𝑖 

𝐧 𝐢 ⋅ 𝐟 𝐢 , (9)

here 𝐴 𝑖 is the contact area between two neighboring blocks, 𝑘 𝑖 is the

ermeability of grid block i, 𝐷 𝑖 is the distance between the centroid of

he interface and the centroid of the grid block i, 𝐧 𝐢 is the unit normal

f the interface pointing inside block i, 𝐟 𝐢 is the unit vector along the

irection of the line joining the grid block i to the centroid of the in-

erface. This equation holds true for matrix-matrix, fracture-matrix, and

racture-fracture connections. When more than two fractures intersect

n the same point (2D) or line (3D), a star-delta transformation is used to

alculate the transmissibility between each of the intersecting fractures.

ee Karimi-Fard et al. (2004) for more details. 

Fracture networks usually contain complex fracture intersections

hat result in difficult meshing requirements. The generated mesh, there-

ore, often contains artifacts that negatively impact the performance of
3 
he reservoir simulation (i.e., convergence problems and numerical inac-

uracies due to non-uniformity of the control volumes and large angles

etween 𝐟 𝐢 and 𝐧 𝐢 ). This is solved by using a pre-processing step in which

e sequentially discretize each fracture, using the desired discretization

cale (predefined size of the segment). 

For fracture pre-processing, we adapted a procedure suggested by

arimi-Fard and Durlofsky (2016) . During the sequential procedure, we

heck at every iteration if the newly placed discretized fracture segment

onflicts with any previously added segment. A conflict is defined here

s two fracture nodes (end-points of each discretized fracture segment)

hat fall within a certain radius (half the discretization accuracy) of each

ther. The conflicting fracture nodes will be merged and represented by

ne node. This pre-processing step is computationally insignificant with

espect to the main fluid-flow simulation time while still greatly im-

roving the simulation results (accuracy and computational time). This

ethod also allows for a fast and reliable way of creating the discretized

racture network at any desired resolution while maintaining the main

haracteristics of the original fracture characterization. 

.3. Operator-based linearization (OBL) 

The molar formulation ( Faust and Mercer, 1979; Wong et al., 2015 )

s taken as the system nonlinear formulation, where pressure and

nthalpy are chosen as the primary variables. The Newton-Raphson

ethod is usually adopted to linearize the nonlinear equations in con-

entional reservoir simulation. The resulting linear system of equations

n each nonlinear iteration can be expressed in the following form: 

 ( 𝝎 

𝑘 )( 𝝎 

𝑘 +1 − 𝝎 

𝑘 ) = − 𝒓 ( 𝝎 

𝑘 ) , (10)

here 𝑱 ( 𝝎 

𝒌 ) is the Jacobian matrix defined at the 𝑘 th nonlinear iteration,

 

𝑘 and 𝝎 

𝑘 +1 represent the physical state (or nonlinear unknowns) at the

 

th and 𝑘 + 1 th iteration. 

The conventional linearization approach involves the Jacobian as-

embly with an accurate evaluation of property values and their deriva-

ives to the nonlinear unknowns. The properties and their derivatives are

sually directly based on either piece-wise approximations (e.g. some

uid properties) or solutions of nonlinear system (e.g. multiphase flash)

ith partial derivatives reconstructed using the chain rule and inverse

heorem ( Voskov and Tchelepi, 2012 ). Due to the complex combina-

ion of these properties in the governing equations, the nonlinear solver

as to perform extra iterations to capture small variations in solution

ecause of the mixed property representation. 

Here, the OBL approach is utilized to improve the nonlinear behav-

or. For the OBL approach, the physical properties in mass and energy

overning equations are agglomerated into state-dependent operators

 Voskov, 2017; Khait and Voskov, 2018b ). Pressure and enthalpy are

aken as the unified state variables for a given control volume. Flux-

elated fluid properties are defined by the physical state of the up-

tream block, determined at interface 𝑙. The discretized mass conser-
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Fig. 2. The size of the synthetic fracture network is 1000m × 1000m × 50m . The 

blue lines delineate the fracture network and the solid gray represents the ma- 

trix. (For interpretation of the references to colour in this figure legend, the 

reader is referred to the web version of this article.) 

Table 1 

The number of grid cells for different grid 

sets. 

Grid set Fracture cells Matrix cells 

Grid 1 276 702 

Grid 2 1,088 4,516 

Grid 3 1,628 11,954 

Grid 4 3,211 46,446 
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ation equation in operator form reads as: 

0 𝑉 
(
𝛼( 𝜔 ) − 𝛼( 𝜔 

𝑛 ) 
)
+ 

∑
𝑙 

Δ𝑡 Γ𝑙 Φ𝑝,𝑖𝑗 𝛽( 𝜔 ) = 0 , (11)

here 𝜔 is the physical state of block 𝑖 at the current timestep and Γ𝑙 is

he fluid transmissibility. State-dependent operators are defined as 

𝛼( 𝜔 ) = 

(
1 + 𝑐 𝑟 ( 𝑝 − 𝑝 𝑟𝑒𝑓 ) 

) 𝑛 𝑝 ∑
𝑝 =1 

𝜌𝑝 𝑠 𝑝 , 

𝛽( 𝜔 ) = 

𝑛 𝑝 ∑
𝑝 =1 

𝜌𝑙 
𝑝 

𝑘 𝑙 𝑟𝑝 

𝜇𝑙 
𝑝 

. 

(12) 

The discretized energy conservation equation in turn can be written

n operator form as 

𝜙0 𝑉 
[
𝛼𝑒𝑓 ( 𝜔 ) − 𝛼𝑒𝑓 ( 𝜔 

𝑛 ) 
]
+ (1 − 𝜙0 ) 𝑉 𝑈 𝑟 

[
𝛼𝑒𝑟 ( 𝜔 ) − 𝛼𝑒𝑟 ( 𝜔 

𝑛 ) 
]
+ 

∑
𝑙 

Δ𝑡 Γ𝑙 Φ𝑝,𝑖𝑗 𝛽𝑒 ( 𝜔 ) 

+Δ𝑡 
∑
𝑙 

Γ𝑙 ( 𝑇 𝑖 − 𝑇 𝑗 ) 
[
𝜙0 𝛾𝑒𝑓 ( 𝜔 ) + (1 − 𝜙0 ) 𝜅𝑟 𝛾𝑒𝑟 ( 𝜔 ) 

]
= 0 , (13) 

here: 

𝛼𝑒𝑓 ( 𝜔 ) = 

(
1 + 𝑐 𝑟 ( 𝑝 − 𝑝 𝑟𝑒𝑓 ) 

) 𝑛 𝑝 ∑
𝑝 =1 

𝜌𝑝 𝑠 𝑝 𝑈 𝑝 , 

𝛼𝑒𝑟 ( 𝜔 ) = 

1 
1+ 𝑐 𝑟 ( 𝑝 − 𝑝 𝑟𝑒𝑓 ) 

, 

𝛽𝑒 ( 𝜔 ) = 

𝑛 𝑝 ∑
𝑝 =1 

ℎ 𝑙 
𝑝 
𝜌𝑙 
𝑝 

𝑘 𝑙 
𝑟𝑝 

𝜇𝑙 
𝑝 

, 

𝛾𝑒𝑓 ( 𝜔 ) = 

(
1 + 𝑐 𝑟 ( 𝑝 − 𝑝 𝑟𝑒𝑓 ) 

) 𝑛 𝑝 ∑
𝑝 =1 

𝑠 𝑝 𝜅𝑝 , 

𝛾𝑒𝑟 ( 𝜔 ) = 𝛼𝑒𝑟 ( 𝜔 ) . 

(14) 

This agglomeration of different physical terms into a single nonlin-

ar operator simplifies the implementation of nonlinear solution frame-

ork. Instead of performing complex evaluations of each property and

ts derivatives to nonlinear unknowns, one can parameterize operators

n physical space in the supporting points of mesh introduced in the

hysical space. The evaluation of operators during the simulation is

ased on multi-linear interpolation, which simplifies the linearization

tage. Besides, due to the unified piece-wise representation of operators,

he nonlinearity of the system is reduced, which improves the nonlinear

ehavior ( Khait and Voskov, 2018a; 2018b ). 

. Optimal spatial discretization 

In general, high-resolution grids are necessary to capture details

f fast convective flow in high-permeable regions (such as fractures

 Hui et al., 2018 )), while thermal conductive flow may require a lower

evel of grid discretization. Additionally, the computational efficiency

epends on the number of degrees of freedom of the model ( Faigle et al.,

015 ), correlating directly with the grid resolution. The first step in

ur study is to propose an optimal spatial discretization with enough

ccuracy and efficiency for modeling geothermal applications in natu-

ally fractured reservoirs. This section describes the parameters of the

elected fracture network, explains the model construction with prede-

ned resolutions, shows the results of the numerical convergence study,

nd proposes the optimal grid resolution. 

.1. Models description 

A synthetic fracture configuration is selected to perform an analy-

is on grid discretization and heat transfer mechanisms. A doublet for

njection and production is placed in the model, see Fig. 2 for details.

or simplicity of the analysis, we assume that the matrix is isotropic

nd homogeneous with a permeability of 0.001 mD. The aperture of

he fracture is 3e −4 m and the cubic law ( Berkowitz, 2002 ) is used to

escribe the hydraulic conductivity of the fracture. The fracture perme-

bility with an aperture 𝑏 is expressed as 

 𝑓 = 

𝑏 2 
. 
12 

4 
Two different initial conditions are selected. One is with vapor and

iquid coexistence from the start of the simulation. The initial pressure

s 100 bars, the initial enthalpy is 1,500 kJ/kg which corresponds to the

nitial temperature of 588 K. At these conditions, the initial steam satu-

ation is 0.47. The injection well condition is set with flow rate control of

50 m 

3 ∕ day , the production well condition is set with bottom hole pres-

ure (BHP) control of 80 bars. This reference conditions correspond to

he typical case from a hot-spot area (e.g., The Geysers ( Geysers, 2019 )).

Another type of conditions corresponds to an ultra-deep geothermal

eservoir filled with critical water. The initial pressure is 450 bars, the

nitial enthalpy is 660 kJ/kg which corresponds to the temperature of

23 K. The injection well condition is set with flow rate control of 300

 

3 ∕ day , the production well condition is set with bottom hole pressure

BHP) control of 400 bars. 

.2. Spatial discretization at different resolutions 

An optimal grid resolution is essential for both accurately present-

ng the fracture network and improving computational performance

 de Hoop et al., 2019; 2020 ). Here, four levels of discretized models,

ncreasing resolution from Grid 1 to 4 as shown in Fig. 3 , are selected to

haracterize the fracture network. Table 1 lists the detailed grid num-

ers of different grid sets. The sensitivity of simulation results to the

rid resolution will be identified with different models. To capture the

ast convective flow in the fracture, the number of grid cells utilized to

iscretize the fractures has to stay dense across different levels of reso-

utions. 

Comparing the numerical solutions of different discretization ratios

ill help to propose an optimal grid resolution for thermal flow in frac-

ured reservoirs. The temporal variation of production temperature in

onjunction with the parameter distribution (e.g., the temperature, sat-

ration, and pressure) at the selected time is utilized to quantitatively

ompare the results between different models. The solutions for the grid

ith the highest resolution ( Fig. 3 d) are taken as the reference and com-
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Fig. 3. Grid resolutions with four sets of discretization increase from left to right, Grid 1 to 4. The number of matrix cells varies in an order of magnitude from Grid 

1 to 4. Compared to matrix cells, meshing for the fractures remains dense among various resolutions to capture the fast convective flow taken place in the fractures. 

Fig. 4. Production temperature for initial conditions with (a) two phases (b) critical water with different levels of grid discretization. 

Fig. 5. The temperature maps with different levels of grid discretization at 10,000 days. The maps from left to right refer to Grid 1 to 4. 
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ared with solutions generated from models at lower resolutions ( Fig. 3 a

o c). 

.3. Resolution study 

Direct comparison of production temperature gives evidence to the

ccuracy of different levels of discretization. Fig. 4 displays the temper-

ture profile of the production well for the two test cases (two-phase and

ritical water conditions) under different grid resolutions. With the grid

efinement, the temperature curve approaches the reference solution

radually. Grid 3 (solid green line) can closely capture the referenced

emperature drop for both cases. The temperature decline ( Fig. 4 ) can

e simply divided into two consecutive parts along with time: the short

apid drop at the early period (i.e., < 7,000 days Fig. 4 a) and the fol-
5 
owing elongated mild drop. Figs. 5 to 7 display the distribution of the

emperature, pressure, and water saturation at certain selected simula-

ion time for the two-phase system. 

The temperature map for coarser resolutions (e.g., Fig. 5 a) show

ore dispersed cold water distribution than the finer ones (e.g., Fig. 5 c),

hich results from the assumption of instantaneous thermodynamic

quilibrium within one control volume. For coarser resolutions, the av-

raged size of computational control volumes is larger than that under

ner resolutions. For the same amount of matrix volume surrounded

y several fractures, the energy depletion under a coarser grid repre-

entation will be faster than its counterpart under finer resolutions. A

oarse grid block, represented by several control volumes under finer

esolution, will deplete integrally when the temperature gradient ex-

sts, which enables faster energy depletion. The same amount of energy
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Fig. 6. Pressure distribution with different levels of grid discretization at 1,000 days. The maps from left to right refer to Grid 1 to 4. Since the pressure propagates 

much faster than the temperature, an early simulation time (1,000 days) is selected to show the pressure distribution of the entire domain among the resolutions. 

Fig. 7. The saturation distribution with different levels of grid discretization at 1,000 days. The maps from left to right refer to Grid 1 to 4. Calculated from the 

solutions of pressure and enthalpy, the phase distribution at early simulation time (1,000 days) is selected. 
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Table 2 

The nonlinear iteration for different grid 

sets under both critical water and two 

phase conditions. . 

Grid set Critical water Two phase 

Grid 1 3,183 (0) 5,147 (150) 

Grid 2 3,357 (0) 5,371 (225) 

Grid 3 3,575 (0) 5,782 (480) 

Grid 4 3,861 (0) 6,733 (360) 

t  
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a  
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a  
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g  
epletion under finer resolutions will, however, experience several tran-

itional steps between control volumes, whereby the energy depletion

ill slow down and conform to the referenced process. Following a sim-

lar logic, the Multiple INteracting Continua (MINC) model ( Pruess and

arasimhan, 1985; Wu and Pruess, 1988 ) has been proposed for approx-

mately modeling mass and heat transport in fractured systems. 

Overall, the spreading of the cold water plume for different resolu-

ions is similar and converges with refinement. The grid set 3 ( Fig. 5 c)

an already accurately represent the solution of temperature in the

omputational domain. Since the initially distributed two-phase high-

nthalpy geothermal system is the focus of this study, the solutions of

ressure and saturation also need to be checked while comparing differ-

nt grid sets. It is obvious from Figs. 6 and 7 that the pressure and sat-

ration distributions present higher sensitivity to grid resolutions than

he temperature. 

At the thermal front, the pore pressure will decrease subject to the

team condensation triggered by the energy depletion ( Wong et al.,

018 ), which is a highly nonlinear process and can impact the solution

f pressure in the entire domain. In comparison with the referenced pres-

ure distribution ( Fig. 6 d), the pressure gradient buildup looks slower

or models with coarser discretization ( Fig. 6 a and b). This can be ex-

lained by the larger averaged volume of computational grids, as for

he temperature difference mentioned above. Saturation, as a function

f enthalpy and pressure, is also sensitive to the grid resolution ( Fig. 7 ).

estricted by the solution of pressure, the propagation of water satu-

ation with coarser resolutions ( Fig. 7 a and b) cannot precisely capture

he phase distribution under the reference resolution. As it is observed in

 Figs. 6 c and 7 c), the distributions of pressure and saturation for Grid 3

losely match with the finest resolution of Grid 4. 

.4. Computational performance and accuracy 

The computation time of each run is measured during the simulation,

s an indicator for numerical performance. Fig. 8 a displays the simula-
6 
ion time of both two-phase and critical water systems under various

rid resolutions. The performance is scalable with the grid resolution,

s an almost linear relationship is observed between the logarithm of

PU time and control volumes numbers in the serial runs. Grid 3 can

un about 10 times faster than Grid 4 (the finest resolution) with reason-

ble accuracy as shown in Fig. 8 b. It is worth noticing that the accuracy

f solution depends on fractured network modification and the accu-

acy of nonlinear physics representation as can be seen in Fig. 8 b as

ell. Here, the more linear critical water model converged to the ref-

rence solution faster than the two-phase model. Considering the fact

hat solutions at coarser resolutions (Grid 1 and 2) are not accurate, the

esolution of Grid 3 is proposed for farther analysis. Besides, because of

he heavier numerical nonlinearity associated with the two-phase sys-

em, more nonlinear iterations are needed than for the one with critical

ater, and therefore computation is more time-consuming for the two-

hase system. Table 2 shows the nonlinear iterations needed for both

ases. The number inside the bracket represents the number of wasted

onlinear iterations. 

. Heat and mass transfer 

Thermal convection and conduction are the two main mechanisms

overning heat transfer in the subsurface. A thermal Péclet number (Pe)
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Fig. 8. (a) Computation time under different levels of grid resolutions for the two initial conditions. (b) L2 norm to the difference of production temperature between 

the three levels of resolutions (Grid 1 to 3) and referenced resolution (Grid 4). 

Fig. 9. Temporal evolution of (a) Péclet number and (b) simulation statistics with the optimal grid discretization. In (b), the energy rate refers to the daily energy 

production, injection BHP refers to the bottom hole pressure of the injection well, water rate refers to the daily water production, steam rate refers to the daily steam 

production. 
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F  
s defined to quantify the interplay between thermal convection and con-

uction, whereby the heat transfer dynamics is studied and discussed.

he optimal grid discretization (Grid 3) of the synthetic fractured reser-

oir is utilized in the following analysis. 

.1. Thermal Péclet number 

For mass transfer, the Péclet number characterizes the interplay be-

ween the convective and diffusive flow. As the energy analog of mass

ransport, the thermal Péclet number quantifies the relative strength

f convection and conduction during heat transport. The dimensionless

hermal Péclet number is defined as follows: 

e = 

∑𝑛 𝑝 

𝑝 =1 ∫𝑡 

ℎ 𝑝 𝜌𝑝 𝑄 𝑝 𝑑𝑡 

∑𝑛 𝑓 

𝑖 =1 ∫𝑡 ∫Ωfi 

𝑑 𝑖𝑣 ( 𝜅∇ 𝑇 ) 𝑑 Ω𝑑 𝑡 

(15)

here 𝑄 𝑝 refers to the flow rate of a specific phase ( 𝑝 = 𝑤, 𝑠 for wa-

er and steam phase) at the production well, Ωfi denotes the control

olumes representing the 𝑖 th fracture. This interpretation is only suit-

ble for fractured systems with low permeable matrix as of this study,

here the thermal convective flow can be considered as dominating in

he fracture network while the fracture-matrix heat exchange is through

hermal conduction. 
7 
The dimensionless time is defined as follows: 

 D = 

∫
𝑡 
𝑄 𝑖 𝑑𝑡 

∑𝑛 

𝑖 =1 
𝜙𝑖 𝑉 𝑖 

(16) 

here 𝑄 𝑖 refers to the flow rate at the injection well, 𝜙𝑖 denotes the

orosity of grid block 𝑖 , 𝑉 𝑖 denotes the volume of grid block 𝑖 , 𝑛 denotes

he number of grid blocks. 

.2. Heat transfer regimes 

Fig. 9 a displays the temporal evolution of the Péclet number. Four

tages are detected on the Péclet curve, representing different heat and

ass transfer dynamics. Correspondingly, the dynamic simulation statis-

ics for different stages are recognized in Fig. 9 b. Overall, the Péclet

umber increases as simulation proceeds, which demonstrates the rela-

ive strength of thermal convection grows during the simulation. 

.2.1. Stable two-phase flow 

A constant thermal Péclet number (stage 1 ○) is observed ( Fig. 9 a) for

he first 100 days, which indicates a stable interplay between convection

nd conduction. Since the energy production rate is almost constant dur-

ng this period ( Fig. 9 b), the thermal conductive flow stays stable as well.

ig. 10 displays the temperature map of the model at 100 days. Only a



Y. Wang, S. de Hoop, D. Voskov et al. Advances in Water Resources 154 (2021) 103985 

Fig. 10. Temperature propagation at four simulation time nodes: 100 ( ), 2,000 ( ), 10,000 ( ) and 30,000 ( ) days at fine resolution. 

Fig. 11. Snapshot of water saturation at four simulation time nodes: 100 ( ), 2,000 ( ), 10,000 ( ) and 30,000 ( ) days under fine resolution. 
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o  
mall region of the matrix near the injection well shows a minor temper-

ture change. As enthalpy and temperature are independent in the two-

hase state, the matrix temperature stays unchanged while the enthalpy

rops until the two phases transit to a single phase. The phase transition

 Fig. 11 ) is a faster process than the temperature propagation, since

hase transition is more sensitive to pressure variations. In this period,

tabilized two-phase flow occurs in the fractures, which can be deduced

rom the stable water and steam flow rates observed at the production

ell. The injected cold water, heated up by the hot rock, vaporizes in

he fractures. Because of the existence of highly compressible steam,

he pressure buildup within the fracture network does not take place

nstantaneously, which is quite different for the quasi-incompressible

uid system. Correspondingly, the needed injection pressure to sustain

he operation scheme is stable ( Fig. 9 b). 

.2.2. Transient two-phase flow 

As the simulation proceeds, the Péclet number increases quickly

stage 2 ○), which mainly results from the condensed water breakthrough

n fractures. As it is shown in Fig. 9 b, the energy and water rates increase

rastically during this period. Due to heat exploitation, the produced

nergy cannot support water vaporization under the fixed production

ressure. Therefore, the steam rate decreases to zero and the energy

roduction curve reaches the maximum energy rate ( Fig. 9 b). The water

roduction rate increases owing to the pressure buildup in the fractured

ystem, which can also be observed in Fig. 9 b. The cold water plume

enetrates deeper towards the producer ( Fig. 10 ). A larger volume

ear the injection well depletes by thermal conduction. 

The production temperature ( Fig. 4 d) remains unchanged at the end

f this period (2,000 days), which indicates the thermal front has not

eached the production well yet. However, the fractures are fully sat-

rated with condensed water ( Fig. 9 b). The saturation profile ( Fig. 11

) shows the phase transition of the matrix cells along the fracture cells

etween injection and production wells at 2,000 days. 

.2.3. Transient single-phase flow 

From 2,000 to 10,000 days, the increment of the Péclet number be-

omes mild (stage 3 ○). The heat transferred by both the thermal con-
8 
ection and conduction decreases as the time proceeds. The energy con-

ained in unit-volume of fluid drastically decreases, since the energy rate

educes sharply with just a mild decrease in water flow rate ( Fig. 9 b).

he heat transferred by thermal conduction is expected to reduce more

han by convection as the Péclet number keeps increasing during this

eriod. From Fig. 10 , the temperature of the matrix surrounding the

ractures decreases a lot at 10,000 days. Since thermal conduction is pro-

ortional to the temperature gradient and inversely proportional to grid

istance, the thermal recharge of the fluids in the fractures by the ma-

rix weakens along time. This can also be verified from the production

emperature curve ( Fig. 4 a). The temperature decline in this period is

harp and steep due to the fast temperature drop in the matrix adjacent

o the fractures. 

As the average temperature of the fracture fluid drops, the fluid den-

ity and viscosity increase correspondingly, which leads to higher flow

esistance within the fractures. The pressure needed to maintain the con-

tant injection rate keeps increasing ( Fig. 9 b). Another interesting ob-

ervation is the phase transition in the regions without direct contact

ith cold water. Owing to the pressure elevation within the model, the

team phase in the matrix condensates to water phase ( Fig. 11 ). 

.2.4. Stable single-phase flow 

After 10,000 days, the Péclet number rapidly increases (stage 4 ○). As

s shown in Fig. 10 , the matrix energy has widely depleted at 30,000

ays. The thermal convective flow becomes dominant as the conduction

urns less influential in heat transfer due to energy extraction. The water

roduction stabilizes in this period with only a minor decrease in the

nergy production rate. In parallel, the increase of injection pressure

lows down simply because the temperature change of the fluids slows

own after 10,000 days ( Fig. 4 a). 

. Realistic fractured network 

.1. Background 

The fracture network used in this section is taken from an outcrop

f the Whitby Mudstone Formation ( Boersma et al., 2015 ). The hori-
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Fig. 12. The fracture network interpreted based on 

the bird’s-eye view imagery of an outcrop at the 

Whitby Mudstone Formation. In (a), the black lines 

delineate the fracture network and the solid gray 

represents the matrix. (b) shows the mesh discretiza- 

tion with 2,234 fracture segments and 14,014 ma- 

trix cells, where the blue lines represent the mesh 

edges and the red lines refer to the fracture network. 

. (For interpretation of the references to colour in 

this figure legend, the reader is referred to the web 

version of this article.) 

Fig. 13. The temperature distribution with different 

fracture-matrix permeability ratio (a) 7 . 5e4 (b) 7 . 5e6 (c) 

7 . 5e9 . 

z  

p  

a  

d  

o  

n  

o  

n

5

 

i  

H  

(  

C  

o  

s  

W

5

 

m  

r  

s

5

 

fl  

p  

p  

t  

t  

m  

r  

f  

a  

p  

a  

a  

b

 

i  

o  

p  

i  

i  

p  

t  

t

 

p  
ontal network was first captured from birds-eye view imagery of the

avement with an extent of about 15m at sub-cm resolution. The im-

gery was interpreted in the aspect of fracture orientation, length and

ensity. Individual fractures were manually traced from and assembled

n the constructed digital map. 2,148 fracture segments were recog-

ized from the images. The fracture network is scaled up to the size

f 1200 𝑚 × 1600 𝑚 × 50 𝑚 for simulations. The geometry of the fracture

etwork is depicted in Fig. 12 a. 

.2. Grid discretization 

A reasonable grid resolution is essential for both accurately present-

ng the fracture network and enhancing the computational performance.

ere, a grid discretization ( Fig. 12 b) with characteristic length of 7.5 m

the same as Fig. 3 c) is selected to characterize the fracture network.

ompared to Wang et al. (2020a) , the mesh quality is improved by the

ptimized treatment at the model boundary. In addition, a benchmark

tudy against state-of-the-art research simulators has been conducted in

ang et al. (2020b) . 

.3. Numerical experiments and discussions 

In this section, we compare the heat transfer dynamics inside the

odel with different parameter settings: fracture-matrix permeability

atio, flow rate, rock heat conductivity and heat capacity. The parameter

ettings of the base case are listed in Table 3 . 
9 
.3.1. Fracture-matrix permeability ratio 

Permeability is one of the key factors strongly influencing thermal

ow and transport. Depending on the geological formation, the matrix

ermeability can vary from high (porous sandstone) to low (almost im-

ermeable basalt). The permeability contrast between fracture and ma-

rix reflects their relative ability for fluid flow to percolate. It is impor-

ant to analyze the cold front propagation under different realistic per-

eability ratios ( Ijeje et al., 2019 ). A set of fracture-matrix permeability

atios is chosen and examined to observe the thermal response for dif-

erent scenarios. The variation of permeability contrast is achieved by

djusting the matrix permeability, while the fracture aperture for sim-

licity of interpretation is fixed. Here we choose typical matrix perme-

bility for different types of rocks: sandstone ( 100 mD ), carbonate ( 1 mD )

nd basalt ( 0 . 001 mD ), where the fracture-matrix permeability ratio will

e 7 . 5e4 , 7 . 5e6 and 7 . 5e9 . 
Fig. 13 displays the temperature distribution for different permeabil-

ty ratios, where large differences of the cold front propagation can be

bserved. For the lowest permeability contrast ( Fig. 13 a), the cold front

ropagates surrounding the injection well. Since the matrix permeabil-

ty is higher in this case, the preferential heat transport along fractures

s not prominent. With the increase in permeability ratio, the fluid flow

redominantly occurs within the fractures instead of through the matrix,

herefore the cold front spreads following the branches of the fractures

owards the production well. 

Fig. 14 shows the impact of fracture-matrix permeability ratio on the

roduction temperature. With a large permeability ratio, the injected
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Table 3 

Base case parameter settings. 

Parameter Value Parameter Value 

Matrix permeability, mD 0.001 Initial pressure, bar 100 

Fracture aperture, m 3e − 4 Initial enthalpy, kJ/kg 1,500 

Fracture permeability, mD 7 . 5e6 Initial steam saturation 0.47 

Rock heat conduction, kJ/m/day/K 200 Injection well condition, m 3 ∕day 1,000 

Rock heat capacity, kJ∕m 3 ∕K 2,500 Production well condition, bar 80 

Fig. 14. Temporal evolution of the production temperature under different 

fracture-matrix permeability ratios. 
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ater is pushed to flow through the fractures and the heat exchanges

etween fracture and matrix mainly through thermal conduction. There-

ore, the amount of depleted energy is lower in fracture-dominated flow

nd the temperature declines faster than for lower permeability ratios.

n addition, due to the diversion effect of the high-permeable matrix,

uid flow in the fractures is reduced which facilitates heating the fluids

ithin the fractures. Consequently, the shape of the temperature curve

ith the lowest permeability ratio (blue line in Fig. 14 ) becomes largely

ifferent from the rest. 

.3.2. Flow rate 

The flow rate directly associates with mass and heat transport. For

eal field applications, the flow rate is a key focus that will determine

he thermal breakthrough time ( Wang et al., 2019a ). Therefore, it is

rucial to determine how the heat transfer dynamics change with the

ow rate in fractured porous media. Five different injection flow rates

re utilized to investigate their influence on thermal propagation. 

Fig. 15 displays the temperature distribution at different flow rates.

arger volumes deplete with the increase of flow rate. Fig. 16 a shows

he production temperature for different flow rates. The temperature
Fig. 15. The temperature distribution with different rates (

10 
rops earlier and faster with the elevated flow rates, resulting from the

ore powerful convective flow in the fractures. The cumulative energy

roduction is displayed in Fig. 16 b. Here, 500 K is selected as the check-

ng point to compare the cumulative energy production with different

ow rates. The amount of cumulative energy slightly increases with the

eduction in flow rate, which is different from similar observations in

uvial systems ( Wang et al. ). The highly preferential convective flow

n fractures makes the fracture-matrix heat exchange less efficient un-

er higher flow rates. Besides, no extra flow paths get involved in heat

roduction with the increase of flow rate, as indicated in Fig. 15 . 

Fig. 16 c shows the thermal Péclet number for different flow rates.

he Péclet number is constant at the early stable two-phase flow regime,

here the thermal conduction is stronger than the convection under

ny flow rate. As the dimensionless time proceeds, the relative strength

f convection exceeds that of conduction gradually. The Péclet curves

verlap with each other, which means with the same amount of water

njected, the relative contributions of convection and conduction to heat

roduction are the same under different flow rates. 

.3.3. Rock heat conduction 

Conduction plays a vital role in heat extraction during geothermal

evelopment, especially in the case of low permeable rocks. Conductive

eat flow happens when the temperature gradient builds up between

ontrol volumes. The strength of thermal conduction is proportional to

he magnitude of temperature gradient and heat conductivity. In this

ection, various rock heat conductivity values are selected within a re-

listic range to study the sensitivity of thermal propagation to heat con-

uctivity in fractured reservoirs. 

Fig. 17 shows the temperature distribution with different heat con-

uctivity. With the same amount of water injected, the cold front prop-

gation is more confined with larger heat conductivity ( Fig. 17 e). Since

tronger conductive heat exchange happens under larger conductivity

alues, the reservoir energy close to the injection well largely depletes.

hen conductivity decreases, it will need more contact with the matrix

o heat the fracture fluids and therefore, the temperature front spreads

eeper towards the production well. Correspondingly, the region near

he injection well weakly depletes (e.g., Fig. 17 a). The influence of rock

onductivity to thermal propagation is clearly nonlinear since the vari-

tions shrink as the conductivity increases. 
 m 

3 ∕ day ) (a) 500 (b) 750 (c) 1000 (d) 1250 (e) 1500. 
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Fig. 16. Temporal evolution of (a) production temperature (b) cumulative energy production and (c) thermal Péclet number under different flow rates. The short 

colored lines at the top in (a) specify the time when production temperature starts dropping. 

Fig. 17. Temperature distribution for realistic range of rock heat conductivity ( kJ∕m∕day∕K ) (a) 50 (b) 100 (c) 200 (d) 300 (e) 400. 
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are observed for different cases. 
The production temperature for different heat conductivity is shown

n Fig. 18 a. Consistent with the temperature distribution, an earlier tem-

erature drop is observed at the production well with lower heat con-

uctivity. The temperature decline converges as conductivity increases,

s is shown for 𝜅 = 200 , 300 , 400 kJ∕m∕day∕K , which demonstrates the

onduction effect approaches its upper bound. Further increase of con-

uctivity is unable to heat the fluids even more because either the fluid

as already been heated up or the rock has been cooled down. Over-
11 
ll, the variation of production temperature with conductivity is not as

ignificant as with permeability ratio or flow rate. 

The Péclet curves are similar under different heat conductivity

 Fig. 18 b). As a multiplier in conduction calculation, smaller heat con-

uctivity will limit the conductive rate. However, the broader spreading

f the cold front along fractures with low conductivity enlarges the con-

act area for heat conduction. Consequently, quite similar Péclet profiles
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Fig. 18. Temporal evolution of (a) production temperature and (b) thermal Péclet number for realistic range of rock heat conductivity. 

Fig. 19. Temperature distribution for realistic range of rock heat capacity ( kJ∕m 

3 ∕K ) (a) 1500 (b) 2000 (c) 2500 (d) 3000 (e) 3500. 

Fig. 20. Temporal evolution of (a) production temperature and (b) thermal Péclet number for realistic range of rock heat capacity. 
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.3.4. Rock heat capacity 

Volumetric heat capacity proportionally correlates with the amount

f energy contained in the rock. Larger heat capacity simply means a

arger amount of energy is contained in the reservoir. Here, five values

f rock heat capacity within a realistic range are selected to investigate

ts influence on heat production. 

As shown in Fig. 19 , the thermal propagation is largely different from

he variation in rock heat capacity, reflecting the different capabilities of

eservoir rock resisting energy depletion. With the same amount of cold

ater injection, a larger portion of the reservoir depletes with lower heat
12 
apacity (e.g., Fig. 19 a). This is because the cold water quickly depletes

ts bypassed reservoir via conduction and therefore, a larger reservoir

olume is involved in the energy depletion process at the selected time

r for certain specific simulation time. 

Fig. 20 a displays the changes in production temperature with heat

apacity. The production temperature shows a similar two-stage decline

or all considered cases: sharp decrease and mild drop. The faster tem-

erature drop with lower heat capacity corresponds closely with the

bservation in Fig. 19 . Overall, the heat capacity shows a roughly lin-

ar influence on production temperature, since the difference between
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urves keeps almost the same with the linear change of heat capacity.

he difference in thermal Péclet numbers ( Fig. 20 b) becomes noticeable

s the temperature starts decreasing. Rock with larger heat capacity will

upply stronger energy to the injected cold water via thermal conduc-

ion, while the convective flow can be taken as the same for different

ases. Therefore, the Péclet number is smaller under larger heat capac-

ty. 

. Conclusion 

In this paper, the multiphase mass and heat transport in fractured

eservoirs is numerically investigated using the Delft Advanced Research

erra Simulator (DARTS). Fractures are explicitly depicted with the

iscrete-fracture model (DFM) and the mesh quality of the DFM dis-

retization is improved through a pre-processing procedure. Based on

he numerically converged model, a sensitivity study of heat transfer in

ractured reservoirs with different numerical and physical parameters

s performed to guide the uncertainty quantification and optimization

rocesses. 

First, a simulation framework is presented to comprehensively in-

estigate the sensitivity of simulation results to mesh resolution with a

ynthetic fractured model. The DFM discretization is based on confor-

al coarsening of fine-scale fractured network. The numerical conver-

ence of the solutions is achieved with mesh refinement under high-

nthalpy condition with the presence of both single- and two-phase flu-

ds. The simulation time and error statistics are summarized for differ-

nt sets of mesh discretization. The optimal mesh discretization is se-

ected out of several resolutions. It is highly recommended to qualify the

esh discretization when modeling geothermal transport within frac-

ured systems using accurate fractured models, which will both guaran-

ee precise simulation results and greatly improve computational perfor-

ance. Subsequently, a thermal Péclet number is defined for fractured

ystems with low permeable matrix. Four different flow stages and rel-

tive strength between thermal convection and conduction are recog-

ized from the Péclet curves. Our results show that geothermal devel-

pment in a fractured system becomes less efficient when heat transport

s mostly convection dominated, as clearly indicated by the thermal Pé-

let number analysis. 

Next, a fracture model sketched from a direct image interpretation of

 realistic outcrop is discretized with the optimal characteristic length

nd utilized for parameter sensitivity analysis. Almost linear impact of

ow rate and rock heat capacity to production temperature is observed,

hereas rock heat conductivity displays a clearly nonlinear influence

hich is difficult to predict without the direct numerical simulation.

dditionally, the fracture-matrix permeability ratio can largely alter the

ropagation of cold water front. These notable impacts of investigated

arameters on thermal propagation and heat transfer dynamics can help

o better design and layout the system and estimate the project eco-

omics with further uncertainty analyses. 

The proposed numerical methodology for finding an optimal grid

esolution is of great importance for improving the computation time

ithout compromising the accuracy. Therefore, our approach is recom-

ended for sensitivity studies or uncertainty quantification of geother-

al energy production from fractured reservoirs. In addition, the coarser

esolution, though yielding less accurate solutions, demonstrates the

ore efficient computational performance and can be used for effec-

ive clustering of realizations in uncertainty quantification studies, see

xamples in ( de Hoop et al., 2019; 2020 ). The defined Péclet number

rovides a way to theoretically quantify the characteristics of flow and

eat transport in fractured geothermal reservoirs. Besides, utilizing a

racture network generated from real outcrop observations helps to un-

erstand the complex thermal transport in realistic fractured systems.

ince there are not many publications on two-phase thermal transport

n highly resolved fractured high-enthalpy geothermal system, this pa-

er fills a gap in the literature and highlights the basic influential factors

or an optimal development of such resources. 
13 
This study is performed under the assumption of constant fracture

perture. In Van Der Kooij et al. (2020) , we demonstrated that the sta-

istical variability in fracture aperture for a fixed fracture network can

ead to different connectivity between injection and production wells

hich in turn yields different optimal production rate. In addition, rig-

rous consideration of the effect of thermoporoelastic deformation of

ock on heat production ( Stefansson et al., 2020; Berge et al., 2020 ) can

e essential for geothermal applications and has been ongoing develop-

ent in our group. 
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