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Abstract
The micro-scale light-emitting diode display has outstanding features and is a promising technology
for the next-generation display device. However, the cost of packaging makes micro-LED devices too
expensive to promote widely. To solve this problem, the X.AL project introduces a novel micro-LED
mass transfer method - liquid-based laser die transfer(LLDT). This thesis proposes an enhanced LLDT
method based on beam-shaping technology. This method can provide beams with arbitrary intensity
distribution for LLDT research and potentially improve the stability of die transfer.

To align with other systems in the X.AL project, LLDT’s design restrictions are introduced first. A
comprehensive literature survey on related fields is then conducted to select the most suitable configu-
ration for the donor substrate. This survey also suggests that the laser intensity distribution potentially
influences the micro-LED transfer dynamics. Therefore, multiple beam-shaping technologies are as-
sessed to get the desired intensity distribution.

Based on the configuration of the LLDT and beam-shaping system, the feasibility of the enhanced
LLDT system is investigated by heat transfer modules in COMSOL. Simulation finds that the maximum
intensity of the laser could be higher than the simplified model of other articles. Moreover, the feasibil-
ity of using a nano-second laser to generate a short-term specific temperature field in the metal film to
control the nucleation position of cavitation bubbles has been confirmed.

Then, as the most suitable beam-shaping technology for LLDT, the principle of far-field beam-
shaping based on a spatial light modulator is introduced. The analytical beam-shaping algorithm based
on the stationary phase and the numerical algorithm based on iterative Fourier transform are introduced.
The numerical method is selected due to its robustness to arbitrary beam-shaping targets. After sev-
eral refined strategies, the root mean square error of the theoretical beam-shaping result has been
eliminated to 1.32%.

Finally, a test setup for beam-shaping is built to verify the algorithm’s result. Due to the setup’s
absence, the gamma curve of the spatial light modulator can only be measured roughly, and the cal-
ibration can not be conducted. The experiment result has a root mean square error of 21.51%. The
causes of aberration are analyzed, and suggestions for improvement are proposed.

As early-stage research for the X.AL project, this thesis intends to contribute foundation knowledge
for future research. The beam-shaping algorithm has achieved excellent theoretical results, and the
experiment produced practical experience in beam shaping. Finally, the outlook gives suggestions
on improving experimental beam-shaping results and integrating the beam-shaping systems into the
LLDT.
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1
Introduction

In the 1940s, the cathode ray tube (CRT)-based television was introduced, which started the develop-
ment of display technology. From then on, high-performance displays always play important roles in
the evolution of electronics. From the 1950s to the 1990s, CRT-based display technology brought tele-
vision and personal computers into ordinary households. In the 2000s, the liquid crystal display(LCD),
a nonemissive technology, was introduced. LCD has a great advantage in portability compared to CRT.
In the same decade, another portable displace technology, organic light-emitting diodes(OLEDs), was
introduced. Display devices based on LCD and OLED technology have gradually replaced CRT de-
vices and driven the development of portable electronic devices such as laptops, mobile phones, and
smartwatches[1]. Though LCDs and OLEDs are widely used in recent display devices, they both have
some issues that need to be solved to be used in future display devices, such as low saturation, long re-
sponse time of LCDs, and short lifetime of OLEDs[1]. In recent years, micro-scale light-emitting diodes
(Micro-LEDs) whose lateral dimension is less than 100 μm × 100 μm have become the focus of display
research. Micro-LEDs have great efficiency, brightness, lifetime, and resolution advantages compared
to LCDs and OLEDs, making them a key part of the next-generation smartphone and IoT(Internet of
Things)[2]. However, the low yield of chip transfer makes the manufacturing cost of micro-LED devices
exceptionally high, which limits the wide application of micro-LEDs[1]. The low yield of micro-led can
be attributed to problems in monolithic manufacturing, mass transfer of chips, and full-color realization.
In this thesis, we focus on a new method of micro-LED mass transfer.

1.1. Mass transfer technologies of micro-LEDs
For efficient manufacturing, approaches based on different physics principles are introduced, such as
electrostatic[3], van der Waals[4], laser-based[5], and fluidic-based[6] assembly.

The electrostatic assembly is done with an electrostatic-charged stamp/target subtract[3]. The
micro-device is picked up by electrostatic attraction force. The pickup is flexible since the voltage
of every electrostatic transfer head can be adjusted. However, the voltage should be controlled care-
fully to avoid damaging the device.

The transfer based on van der Waal force needs pre-manufacture of the micro-device. The upper
and lower surfaces of micro-LEDs are designed with different roughness, which generates different
forces to the subtract[4]. The micro-LEDs are randomly oriented in the solvent and swept multiple
times by the align bar. When the position of the micro-LED is right, the van der Waal force is strong,
and the micro-LED can not move anymore. If the position is wrong or the micro-LED is upside down,
it will be swept away and aligned again until it is aligned in the right position. This method has high
accuracy and a high transfer rate after sufficient re-alignments.

The principle of laser-based assembly is the ablation of the dynamic released layer(DRL). Themicro-
LEDs are aligned on the DRL, and laser-induced ablation of the DRL will cause a bubble that pushes
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1.2. Research background 2

the micro-LEDs to the receiver. The placement rate can reach extremely high by using Massively Par-
allel Laser-Enabled Transfer technology[5]. However, DRL adds more processing steps, and it is a
sacrificed design that can only be used once.

The fluidic-based assembly is based on the self-alignment phenomenon on the solder-water in-
terface[6]. The micro-devices are randomly oriented in the water, in contact with melted solder, and
self-align to an accurate position.

The methods above can reach a high transfer rate and yield proportion in specific situations, such
as pre-manufacturing the micro-LEDs surface, orderly arrangement of micro-LEDs, or sacrifice design
that can only be used once. The method that can be used in a more general situation and a higher
transfer rate is demanded by the commercial mass production of micro-LEDs.

1.2. Research background
X.AL is the project that researches the next generation of green chip assembly processes and equip-
ment concepts. The ultra-fast micro-LED mass transfer technology is one of the core research direc-
tions of the project. As a part of the X.AL project, transferring the chip between the two substrates is
our group’s research challenge. Inspired by laser-induced forward transfer (LIFT)[7], the new transfer
process is called Liquid-based Laser Die Transfer (LLDT), which is shown in Figure 1.1. The transfer
process can be divided into three steps:

1. The laser shines on the donor substrate and interacts with the droplet/water film.
2. The laser generates jetting and pushes the micro-LED to the receiver substrate.
3. The receiver substrate with a droplet/adhesive film catches the chip.

Figure 1.1: Schematic diagram micro-LED transfer process in the X.AL system

The goal of the X.AL project is to transfer micro-LEDs with the size of 50µm. This thesis simplifies
the chip into a cube of 50µm× 50µm× 20µm. To integrate with other components of the chip transfer
system, there are many restrictions in the design:

1. The liquid should be pure water so it won’t pollute the micro-device in the transfer process.
2. The transfer system should be used multiple times.
3. The transfer process should be fast (in microseconds) to promise a high transfer rate.
4. The transmission efficiency should be within an acceptable range

In this thesis, we focus on the release of the chip from the donor substrate. As an early-stage
research project for the X.AL project, this thesis will review articles in related fields and assess the
feasibility of the LLDT. Based on the review, a more stable micro-LED transfer technology based on
beam-shaping technology will be proposed. Finally, a test setup for the beam-shaping optics path will
be built.



2
Literature Review

In this chapter, we will review the state of the art of related fields and raise the research questions of this
thesis. Firstly, we review the laser-material interaction that gives energy for micro-LED transfer, which
could help choose the optimal configuration of the donor substrate. Secondly, to better understand
chip release from micro-droplets, we review articles on micro-fluid dynamics with similar configura-
tions to this thesis. From the experiment results of these articles, it could be found that changing the
temperature distribution in the water droplet could differ the jetting response to laser excitation, thereby
changing the dynamic of chip transfer. Finally, to alter the spatial distribution of temperature, we review
articles on beam-shaping technologies and find an optimal optics configuration for this thesis.

2.1. Laser-material interaction on a micro-scale
When the laser shines on the material, various phenomena such as reflection, refraction, absorption,
scattering, and transmission occur.[8] Themost desirable phenomenon in the chip transfer is absorption,
which turns the laser power into energy that pushes the chip to the receiver. This chapter mainly talks
about the method that determines the absorption of laser and the effects generated by the absorption
of laser.

2.1.1. Absorption of laser radiation
Absorption of laser radiation can be seen as the interaction of electromagnetic radiation with the elec-
trons of material[8]. This process can be generally expressed by Beer-Lambert law:

I(z) = I0e
−µz (2.1)

where I(z) is the intensity in depth z, I0 is the incident intensity, and µ is the absorption coefficient. It
can be seen that light intensity decays exponentially inside the material. According to Figure 1.1, if the
laser power is not sufficiently absorbed by the material adhering to the donor substrate, the high-power
laser will shine on micro-LED and cause damage.

Another important phenomenon that influences the absorption of laser is ionization. The high-power
laser can vaporize water and interact with vapor. Laser-induced breakdown, including avalanche ion-
ization and multi-photon absorption, is the reason for plasma formulation[8]. Plasma can absorb pulsed
laser more efficiently and expand rapidly. A. Vogel and S. Busch studied the shock wave emission and
cavitation bubble expansion induced by pulsed laser in 1995[9]. The phenomenon in Figure 2.1 was
recorded 44ns after the optical breakdown.

2.1.2. Different configurations of donor substrate
Inspired by LIFT, the configuration of the donor substrate can be divided into two types: with DRL and
without DRL. Figure 2.2 shows the schematic diagram of two configurations.

3



2.1. Laser-material interaction on a micro-scale 4

Figure 2.1: Plasma, shock wave, and cavitation bubble produced by laser pulses with different durations and energy. (a) 30ps,
50µJ ; (b) 30ps, 1mJ ; (c) 6ns, 1mJ; (d) 6ns, 10mJ. The spot diameter of the picosecond laser is 5.8µm, and of the nanosecond

laser is 7.6µm. [9]

Figure 2.2: Schematic diagram of two kinds of alignment. (a) System with DRL; (b) System without DRL.

System without DRL
For systems without DRL, the laser energy shines directly on the droplet. However, pure water is a
transparent material in the visible spectrum. After checking the absorption coefficient spectrum[10][11],
pure water in micron thickness (such as 20 µm) can absorb laser energy efficiently (>63.2% energy)
in the far-infrared spectrum (2.70-3.45 µm or higher than 5.88µm).The far-infrared laser puts new re-
quirements on the optical design and limits the resolution of the optics system. By considering plasma
formation, the effective spectrum can be broader. The laser will shine on the vapor and generate
shock waves from plasma expansion. The high pressure of shock waves can release the chip from the
droplet, but the high laser power and violent reaction process may destroy the chip and the substrate.
Though the system without DRL has a simpler structure, the interaction process is more complex, and
the energy distribution of the laser needs to be strictly controlled.

System with DRL
As shown in Figure 2.2(a), the system with DRL has an opaque film coating on the donor substrate. In
some LIFT configurations, the opaque solid layer is commonly known as the dynamic release layers
(DRL)[7]. The opaque layer has a high absorption coefficient(> 107m−1) and can absorb laser in a
broad spectrum, which can bring more freedom to the design of the optics system. The most common
material of DRL is metal, such as Au, Ag, and Ti[7]. The DRL absorbs the laser energy, vaporizes, and
pushes transfer material to the receiver substrate. However, because of the cleanness requirement
of LLDT, the metal particles generated by vaporization are unacceptable. In LLDT, the laser power
should be controlled more precisely than LIFT. The laser power must be within the range that causes
explosive evaporation in the water droplet and does not damage the metal film.

The metal film that absorbs laser energy can be seen as a micro-heater. The water reaction to
a thin film micro-heater was studied by Z. Zhao in 1998[12]. The time-resolved pictures of bubble
development are shown in Figure 2.3(a). When the surface temperature of the micro-heater is well
above the boiling point of water, rapid vaporization will happen, which performs mechanical works on
the surroundings of vapor volume and emits acoustic pressure waves. The simplified model is shown
in Figure 2.3(b). The theoretical limitation of heat flux from vapor to water q′′max is given by Schrage
equation[13]. When q′′heater > q′′max, the vaporization can not fully release heat imposed by the micro-
heater, which is a necessary condition for explosive vaporization.
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Figure 2.3: (a) Time-resolved pictures of bubble development after a 6µs heat pulse by micro-heater. (A) Initial state. (B)
Formulation of bubble. (C) Bubble growth. (D) Bubble with maximum volume. (E) Bubble breaks up. (F) Bubble regrowth. (G)
Regrowth bubble with maximum volume. (H) Bubble dissipates into small bubbles.[12] (b) Schematic diagram of heat transfer.

Concerning DRL damage, the thermal effect is the main mechanism in the nanosecond laser ab-
lation of materials.[14] The failure modes of DRL include melting, vaporization, and cracking by ther-
mal pressure of the metal layer. In this case, the overheating that causes melting is prohibited. The
spatial-temporal evolution of temperature distribution is solved by a non-linear partial-difference equa-
tion, which will be analyzed in detail in the next chapter. Its analytical solution is always hard to find, and
numerical methods, such as finite difference and finite element analysis, are more commonly used[14].

2.2. Micro fluid dynamics
Water can be seen as the end effector of the transfer system. It handles the chip and pushes it to
the desired place. When the water handles the chip, the capillary force is the dominant force, which
generates the self-alignment phenomenon.[15] In this section, we will review articles about capillary
force and laser-induced fluid dynamics. The configurations of previous research will be assessed and
compared with LLDT, which could give inspiration for LLDT.

2.2.1. Capillary force at the micron scale
According to the scaling law, the surface tension force(∝ L) is much larger than the gravitational
forces(∝ L3) at the micron scale.[16] The surface tension, also known as capillary force, is used widely
in the self-alignment of microsystems. To make use of the self-alignment property, the size of the donor
substrate should be the same as the chip size.[15] The self-alignment phenomenon can give a stable
initial state of chip release.

Strong capillary force helps clamp the chip but is also the largest obstacle when releasing the chip.
The common way to release chips is to hold still and wait for the liquid to evaporate.[17] Fan et al.
accelerated the process by changing the ambient temperature and releasing the chip from the receptor
with an impulse force.[18] However, the release process is too slow(longer than 200ms) to meet the
requirement of the X.AL project. Another attempt is to change the contact angle and capillary force
with electro-wetting and release the chip by gravitational force. However, the gravity is so small on the
micrometer scale that this method can not be applied.[19] The LLDT method based on laser-induced
fluid dynamic intends to significantly reduce release time and be effective for micron-sized chips.

2.2.2. Laser-induced fluid dynamics
The absorption of laser energy will result in explosive vaporization, which formulates cavitation bubbles.
The cavitation bubbles have been widely used in microfluidic systems. The rapid flow in the bubble
expansion and collapse process can be used to lyse, separate, and manipulate cells.[20] Controlled
bubbles in microfluidic chips can act as a blocker and pumper.[21] In this thesis, cavitation bubbles
formulate in a finite-size droplet and should be controlled to stabilize the release of the chip, which
draws a high demand in bubble control. Unfortunately, a universal relation describing the cavitation
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bubble growth in a liquid and the response of the surrounding liquid has yet to be established.[12] The
system configurations of different articles will be compared to analyze the factors that affect the LLDT
fluid dynamics. Schematic diagrams of configurations in previous research and LLDT are shown in
Figure 2.4.

Figure 2.4: Different configurations of previous research and LLDT.

The simplest condition is that a bubble expands in an infinite body of incompressible fluid, which is
shown in Figure 2.4(a). The bubble duration time, including expansion and collapse, can be predicted
by Rayleigh collapse time.[22]

Concerning a more complex boundary condition, the laser-induced bubble is generated in a cham-
ber as shown in Figure 2.4(b). C.D. Ohl got multiple cavitation bubbles and studied their interaction
with the spatial light modulator(SLM).[20] Based on the compression and merging of the bubbles, C.D.
Ohl generated non-spherical bubbles in a 60µm height chamber by altering the intensity distribution of
the laser.[23]

Figure 2.5: Top view of multi-bubble interaction to form a square bubble with SLM in a chamber. The first picture is the pattern
of the laser. The following pictures are bubbles in different time steps. The number is in microseconds, and the black bar is

100µm.[23]

Comparing LLDT to the chamber(Figure 2.4(b) and (d)), the bottom solid part is not fixed but a
movable chip, and the bubble expands within a water droplet. The liquid momentum caused by laser-
induced bubble expansion may cause a jetting phenomenon and release the chip from the droplet. The
laser-induced fluid projection from a fixed substrate, shown in Figure 2.4(c), has been studied in LIFT.
LIFT is a digital printing technique that uses a laser beam as a driving force to project material from the
donor substrate to the receiving substrate, where the material will be deposited as a voxel.[7] Among
different types of LIFT, LIFT from liquid donor films is more relevant to the thesis topic. The process of
LIFT from liquid donor film always includes bubble nucleation, bubble expansion, and jetting. Because
the whole process is complex and hard to simulate, the fluid dynamics of LIFT from liquid donor film
is commonly studied by the time-resolved method, which is shown in Figure 2.6(a). For LIFT without
DRL, the process can be divided into four steps: [7]

1. The bubble expands laterally and to the free surface after the absorption of radiation.
2. The pressure gradient, caused by the difference of resistance to flow to the surrounding liquid

and the pole of the bubble, drives liquid along the bubble wall and toward the pole.
3. The streamlines converge at the stagnation point in the pole, which causes high pressure and

jetting.
4. The jetting breaks because of Plateau–Rayleigh instability.[7]
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For LIFT with DRL, the laser energy is absorbed by DRL. The vaporization of DRL could provide
the thrust that propels the donor material to the receiver substrate. Afterward, the process of LIFT with
DRL is similar to that without DRL. The schematic diagram of jetting is shown in Figure 2.6(b). Matthew
S. Brown et al. studied DRL type and beam shape influence on jetting dynamics.[24] A. Patrascioiu et
al. studied two jets interaction caused by two nearby laser pulses, which reveals the complex mech-
anism of jetting with complex beam shape.[25] P. Sopena et al. introduced a non-jet/contact LIFT
when the distance between the donor substrate and receiving substrate is small, which is shown in Fig-
ure2.6(d).[26] Some simulation attempts have also been made. P. Koukouvinis simulated free surface
jetting from a bulk of water.[27] This simulation achieved excellent qualitative results. However, its jet
speed deviated from the experimental results, which may give a wrong estimation of LLDT. A. Kalaitzis
et al. did a simulation with the boundary condition measured in the experiment and got simulation
results close to the experiment.[28]

Figure 2.6: (a) Time-resolved setup for LIFT study.[7] (b) Schematic diagram of laser-induced jetting. [7] (c) Time-resolved
pictures of aqueous solution of glycerol jetting into the ambient air with a 50nm Titanium DRL.[24] (d) Time-resolved pictures of

silver nanoparticle ink transfer.[26]

The articles above reveal the complexity of jetting mechanisms, which makes it hard to estimate
results by simulation. The factors that influence the jetting performance include the configuration of the
donor substrate, liquid viscosity, laser power, laser intensity distribution, etc. Since the configuration of
donor substrate and liquid properties are strictly constricted in LLDT, the main factors should be laser
power and laser intensity distribution. The ability to adjust these two factors arbitrarily will help find the
optimal configuration of LLDT in experiments.

2.3. Laser-induced die transfer
Using bubbles/jetting to release components from the capillary force is an unexplored field. Moreover,
the LLDT has different configurations compared to previous research, as shown in Figure 2.4. Although
it is hard to find research about releasing chips from water, there is research about releasing chips from
other substrates.

Laser-assist die packaging from an adhesive layer was studied by a team from North Dakota State
University.[29][30] The team used the thermo-mechanical response of polyimide DRL to release bare
dice from the adhesive layer and found that the laser parameters, such as scanning pattern and power
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intensity, could improve the accuracy of the transfer. Compared to LLDT, the laser-assist die packaging
has a more controllable initial statement(all the dies are perfectly aligned on the donor substrate) and
does not have sustainability requirements (the system is designed to be used once). R. Pohl et al.
studied the release of solid pellets from the gold layer by modulated light.[31] The laser is modulated
by SLM with arbitrary intensity distribution in the donor substrate. The edge of the desired pellets is
melted with a high-intensity laser, and the inner part is shined on by a lower-intensity laser. The pellet
is laterally isolated from the gold layer and released by thermo-stress in the inner part.

Figure 2.7: (a) Schematic diagram of thermo-mechanical selective laser-assisted die transfer.[29] (b) DRL after laser scanning
with the pattern that stabilizes releasing dynamics of dice. [29]

In conclusion, for bubble generation, the modulated laser can control the nucleation position and
the bubble’s shape, thus influencing the droplet’s jetting dynamics. Concerning the chip transfer, dif-
ferent jetting dynamics will affect the thrust distribution received by the chip, therefore having a high
probability of optimizing the transfer dynamics of the chip. As an early-stage study of this new field, a
setup that could project laser with arbitrary intensity distributions to the donor substrate DRL is needed.
Then, experiments should be proposed to find the optimal pattern that could transfer chips better, which
may be similar to the pattern in Figure 2.7(b).

2.4. Spatial light modulation
As mentioned before, different laser patterns shining on DRL will generate different phenomena. Since
the related fluid phenomena are complex to calculate analytically and numerically, the way to find the
most effective laser pattern is to experiment with various laser patterns. Spatial light modulation should
be performed to form various patterns in a 50 ∗ 50µm donor substrate. This section will introduce
different reconfigurable optics elements and beam-shaping methods, and the most suitable one will be
chosen.

2.4.1. Reconfigurable optical elements
In this section, we outline commonly used reconfigurable optical elements and choose the most suit-
able one for LLDT.

Liquid crystal(LC)–based SLMs are the most commonly used reconfigurable optical elements be-
cause of their ease of use, flexibility, and high resolution. Most of the LC-based SLMs operate in
reflection mode. Light transfers through the LC layer, reflects in the silicon backplane, and transfers
through the LC layer again. The LC layer provides phase-only modulation, but dependent on the po-
larization property of incident light, LC-based SLMs can also modulate the amplitude and polarization
of the light. The drawbacks of LC-based SLMs are the low modulation rate (tens of Hz), the aberration
introduced to the system by the rough silicon backplane, and the power limitation.[32][33]

Digital mirror devices(DMDs) are MEMS systems developed for optical projectors. DMDs contain
an array of micro-mirrors that can switch in two directions, modulating light amplitude by transmitting
and blocking light in a specific position. The advantages of DMDs are high operation frequency(up to
40kHz), low cost, and ease of control. However, DMDs can only do binary modulation, and light power
should be limited because of the low thermal mass of the micro-mirror.[33]
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Deformable mirrors(DMs) are high-reflective surfaces whose shape is controlled by an array of ac-
tuators. DMs have a high power limitation and are insensitive to polarization and wavelength, so DMs
are used in high-power laser systems.[33]

In this project, we need high-resolution modulation while high operation frequency is unnecessary.
So, LC-based SLMs are themost suitable reconfigurable optical elements. Most commercially used LC-
based SLMs are electro-optical, shown in Figure 2.8(a). The electrical field controlled by electrodes will
change the angle of LCs. Another essential characteristic of SLMs is the molecular alignment of LCs.
Different alignments determine the manipulation types of SLMs, such as phase-only, amplitude-only,
and coupled amplitude and phase modulation.[34] In most cases, the SLM is the phase-only modulator.
So, we only talk about phase-only electro-optical SLMs in this thesis.

Figure 2.8: (a)Schematic diagram of liquid crystal on silicon SLMs.[34]; (b) Wavefront correction by SLM.[35]

The rotation angle of LCs, as shown in Figure 2.8(a), generates an extraordinary index of refraction
ne(θ). The phase shift introduced by SLMs can be written as:[36]

∆Φ =
2πd

λ
(ne − n0) (2.2)

where λ is the incident wavelength, d is the thickness of the LC layer, and n0 is the original index of
refraction. The Jones matrix of SLM can be written as:[34]

M =

[
eiΦe 0
0 eiΦ0

]
= eiΦ0

[
ei(∆Φ) 0

0 1

]
(2.3)

where Φ0 and Φe are the phase shift with reflection index n0 and ne. Jones matrix shows that the SLMs
only manipulate phase shifts to one polarization component. So, the polarization property of incident
light should be considered in the modulation.

2.4.2. Alignment and corresponding beam-shaping methods
The alignments of SLMs influence the desired digital holograms of the SLMs. As shown in Figure 2.9,
there are two common alignments of SLMs: near-field alignment and far-field alignment.

Figure 2.9: Two common alignments of SLM-based light modulation. (a)Near-field alignment; (b)Far-field alignment.[34]



2.4. Spatial light modulation 10

Beam shaping for near-field alignment
As shown in Figure 2.9(a), the modulated laser beam goes through a 4-f system in the near field align-
ment. The field on the screen plane is just the scaled field of the SLM plane. The aperture could act
as a filter in the frequency domain.

This alignment can apply the Jones matrix of Equation 2.4 to modulate intensity in each pixel of
SLM. Polarization-sensitive properties of SLMs can be used for intensity modulation by putting SLM
between two crossed polarizers. The extraordinary axis of the SLM is oriented at 45 deg.[31][36] The
setup is shown in figure 2.10(c). The Jones matrix of this system can be written as Equation 2.4. The
system can modulate amplitude by changing ∆Φ.

M =

[
0 0
0 1

] [
cos(∆Φ/2) isin(∆Φ/2)
isin(∆Φ/2) cos(∆Φ/2)

] [
1 0
0 0

]
=

[
0 0

isin(∆Φ/2) 0

]
(2.4)

Another way to form desired patterns is to set the zero phase at the desired position and the grating
phase in another space. As shown in Figure 2.10(a)(b), the intensity inside the zero phase pattern
goes through the aperture and projects in the plane while the grating part diffracts and is blocked. This
method has a short calculation time and good flat-top properties. However, the amplitude can only be
controlled in binary.[37] To adjust the intensity in the screen plane, we can encode a blazed grating in
the pattern region and change the depth of the grating.[34] The depth of grating determines the diffrac-
tion efficiency of the desired diffraction order and the undesired orders can be blocked.[38]

Figure 2.10: (a) Digital hologram of dynamic aperture modulation[37]; (b) Setup of dynamic aperture modulation[37]; (c) Setup
of polarization based amplitude modulation.[31][36]

Beam shaping for far-field alignment
As shown in Figure 2.9(b), SLM and screen are aligned in the focal planes of the lens, which means
the field distribution in the screen is the Fourier transform of the SLM field. The main issue of far-field
beam-shaping is to find the proper SLM phase distribution that generates the desired field after the
Fourier transform. In many instances, only the intensity distribution of the desired plane is important
and the phase can be set as a free variable. The recovery of phase given the magnitude before and
after the Fourier transform is called phase retrieval. The desired phase hologram in SLM can be calcu-
lated both analytically[39] and numerically[40].

In some cases, the phase can not be seen as a free variable. Because of the interference phe-
nomenon of coherence light, the random phase distribution introduces speckle noise. To eliminate
this problem, several ”average” speckle-suppressed methods, such as time-average[41] and shift-
average[42], have been applied. Those methods load tens of holograms to average out the speckle
points. However, in short-pulse laser processing, the laser duration is too short for SLM to change
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holograms. The numerical methods with the oversampling method can detect and eliminate speckles
in each iteration.[43] The irregular wavefront in the screen plane will also aggravate the defocus aber-
ration, which is shown in Figure 2.11.[44] To modulate the phase and amplitude of the whole screen
plane, at least two SLMs are needed: one modulates amplitude, and the other modulates phase.[39] In
most cases, we do not need to constraint amplitude in the whole screen plane. Setting the amplitude
in the noise region of the image plane free can modulate both amplitude and phase in the signal region
with only one SLM.[44] The refined strategies for the phase retrieval algorithm will be introduced and
practiced in detail later. The refined phase retrieval algorithms, such as the mixed-region amplitude
freedom algorithm, are already used in two-photon polymerization in microchannel fabrication, which
gives a good speckle suppression result. [45]

Figure 2.11: (a) Intensity distribution of image plane with GS algorithm. (b) Intensity distribution of 2µm away from the image
plane. (c) Top view SEM image of GS algorithm by one exposure. (d) (e) (f) Comparison with MRAF algorithm.[45]

The near-field alignment can intuitively obtain the hologram on the SLM. However, the undesired
power is blocked by the polarizer or aperture. Due to the property of the Fourier transform, the far-field
alignment can redistribute all the power in the SLM to one ”point” in the screen plane, which means
a lossless beam-shaping can be done. Since SLM is sensitive to high-power lasers[32], the far-field
alignment is more appreciated in this thesis, in which the SLM intends to be used in high-energy laser
working conditions.

2.5. Research question and plan
After reviewing related fields, this section comes up with the research questions of this thesis. The
main idea of this thesis is to explore how the intensity distribution in the donor substrate influences the
chip transfer dynamics.

According to Section 1.2, the restrictions in the designmake the LLDT system different from previous
research, such as LIFT. Therefore, the feasibility of a system with DRL should be analyzed first with
analytical calculation and numerical simulation. Then, we will focus on the beam-shaping algorithm.
The theoretical relationship between critical planes in the physical and signal fields will be derived.
Different beam-shaping algorithms will also be assessed, and the most suitable one will be selected
for later experiments. Finally, a test setup based on a low-power laser source will be built to verify
the result of the beam-shaping algorithm. As an early-stage research for the X.AL project, this thesis
intends to contribute foundation knowledge for future research.



3
Heat conduction in metal film

This chapter will analyze the heat conduction near and within the metal film analytically and numeri-
cally. Due to the design restrictions mentioned in Section 1.2, the laser power should be limited to a
range that does not ablate the metal film but causes explosive evaporation within the droplet. There-
fore, the laser intensity should be controlled more carefully than LIFT with DRL. Firstly, the theory of
laser absorption and heat conduction will be introduced. According to those theories, the feasibility
of LLDT will be assessed analytically. To obtain more accurate results, numerical models based on
COMSOL are established. A 1-D model of the glass-metal-water interface is established to evaluate
the ablation threshold of metal films. To test whether a specific laser shape can produce the expected
phase transformation in a water droplet after thermal diffusion through the metal, a 2-D model was
constructed.

3.1. Theory and feasibility analysis
Before analyzing the LLDT system, we must determine the laser and metal film parameters based on
the experiment equipment. The laser that intends to verify the ablation threshold is a high-power UV
laser whose parameter is shown in Table 3.1. The metal film is a gold film with a thickness of 50nm.
The material of the base of the donor substrate is quartz glass.

Table 3.1: Specification table of the UV laser source.

Specification FLARE NX 343-0.2-2
Wavelength(nm) 343±0.5
Pulse Energy(uJ) >1001

Pulse Repetition Rate(Hz) up to 2000
Pulse Width(ns) 1.0±0.2

Beam Waist at 1/e^2(um) 300±30
Polarization >100:1,vertical±5◦

Theory of laser absorption
For simplification, we assume that the laser intensity does not descend in the quartz glass. The reflec-
tion on the air-glass and glass-metal interface depends on the polarization and incident angle of the
laser. In this section, the incident angle of the laser is assumed normal, and the reflectance can be
calculated by the Fresnel equation:

R = |n1 − n2

n1 + n2
|2 (3.1)

where n1 and n2 are the refractive indices of the first and second media that the laser passes. The
refractive index of quartz glass is 1.4781, and that of gold is 1.4809 + 1.8708i.[46] The reflectance in
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the air-glass interface is 0.0372 and that of the glass-gold interface is 0.2856. After subtracting the
reflection value, the intensity within the metal film obeys Beer-Lambert law mentioned in Section 2.1.1.
The transmission can be calculated as:

T = e−µd = e−6.854∗107m−1×50nm = 0.0325 (3.2)

where µ is absorption coefficient at 343nm wavelength[46] and d is the thickness of metal film. It can
be seen that 96.75% of the power has been absorbed by the metal film.

Theory of heat transfer in the metal film
After sufficient absorption of the laser power, the heat transfer needs to be evaluated. The most simple
model for heat transfer in metal film is based on a lumped system assumption. The metal film is seen
as a block with the same temperature in each position, and the heat transfer to the environment is ne-
glected.[31] The temperature rise can be calculated by the energy conservation law. For simplification,
the reflection of the air-glass interface and the transmission of the metal film is neglected.

Fmax =
d · (Cp ·∆T + ρ · Lm)

1−R
(3.3)

where d is the thickness of the metal film, Cp is the heat capacity, ρ is the density, Lm is the latent heat
of fusion, and ∆T is the temperature rise at the melting point. For a gold film, Cp = 2.5 · 106J/(m3 ·K),
ρ = 19300kg/m3, Lm = 0.6 · 105, and R = 0.2856. The melting point of gold is 1064◦C. For the total
melting of gold film, the fluence can be calculated as F = 5.260 · 109 · d[J/m2]. For temperature rise
without phase change of gold, the fluence can be estimated as F = 3.499 ·106 ·d ·∆T [J/m2]. For 50nm
film, the maximum fluence must be strictly limited to below 263.02J/m2 to avoid total melting and prefer-
ably below 181.95J/m2 to prevent localized melting. For a 50µm × 50µm square, the corresponding
pulse energy requirement is 0.658µJ and 0.455µJ , which can be easily reached by the UV laser source.

The lumped system assumption is too simplistic to find the temperature distribution within the metal
film shined by a specific laser pattern. A more sophisticated model considering the heat conduction
within the metal film and towards the glass substrate and the droplet needs to be established. Since
the pulse duration of the laser source is 1ns, the basis of conduction is Fourier’s law.[14] In other words,
the heat flux is proportional to the temperature gradient.

q⃗ = −k∇T (3.4)

where q⃗ is heat flux [W/m2], k is conductivity[W/m · K], and T is temperature field. Apply Fourier’s
law to a small element. We can get the heat transfer function.

ρ(r⃗, T )cp(r⃗, T )
∂T (r⃗, t)

∂t
−∇[k(r⃗, T )∇T (r⃗, T )] = Q(r⃗, t) (3.5)

where r⃗ is the location vector, ρ is the mass density, cp is heat capacity[J/K · kg], t is time, k is con-
ductivity, and Q is the volumetric inner heat source [W/m3].

Apart from heat conduction, explosive evaporation happens in the droplet. In the condition of evap-
oration in the kinetically limited regime, the Schrage equation is commonly used to estimate the heat
transfer rate. Intuitively, the laser with minimum energy should generate explosive vaporization within
the droplet to release the chip. In the ideal condition that all the laser power is transferred to the
droplet, the incident power should be larger than the maximum heat flux transferred from vapor to the
water on the water-vapor-interface. At atmospheric pressure, the maximum heat flux on the interface
is q′′max = 223MW/m2[12].

Considering heat conduction and explosive evaporation, the analytical solution of the temporal and
spatial distribution of temperature is hard to find. So, the model is simplified into a 1-D and 2-D model,
and the numerical method is used to get the desired information.
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Feasibility analysis
Based on the above theory, the feasibility of a laser beam modulated by SLM to induce explosive evap-
oration in the droplet without ablating the metal film can be roughly evaluated. According to the Schrage
equation, the minimum heat flux transferred by laser is 223MW/m2, corresponding to the minimum flu-
ence of 0.223J/m2 for 1ns laser. According to the lumped system assumption, the maximum fluence
should be 181.95J/m2. For ease of calculation, we assume the laser shining on SLM has a uniform
intensity distribution. By projecting the fluence in the donor substrate to the whole SLM, we can get the
fluence range in the SLM:

FSLM = FDRL
SDRL

SSLM
= 0.223~181.95J/m2 2.5 ∗ 10−9m2

1.328 ∗ 10−4m2
= 4.20 ∗ 10−6~3.43 ∗ 10−3J/m2 (3.6)

The parameters of SLM will be introduced in the later chapter. The calculated fluence range is much
lower than the maximum fluence provided by the SLM company, which is 14.1J/m2 in 8.4ps pulse du-
ration. The huge difference in magnitude between the maximum incident power of SLM and the energy
required by the LLDT ensures the feasibility of the system.

3.2. 1-D system analysis
In this section, we focus on the laser absorption and heat transfer in the vertical direction near the gold
film, which is shown in Figure 3.1(a). In the experiment, the metal film is deposited on a glass slide.
Since the thickness of the glass slide (approximately 1mm) and the droplet (approximately 20µm) is
much larger than the gold film thickness (50nm), the glass and water regions of the one-dimension
model can be simplified to the semi-infinite areas. According to the Beer-Lambert law, laser power is
absorbed exponentially within the metal film, which is a complex heat source. To evaluate heat transfer
condition in the 1-D model shown in Figure 3.1(a), a numerical model is built in COMSOL, which is
shown in Figure 3.1(b).

Figure 3.1: (a) Configuration of the system with DRL and the simplified one-dimension model; (b) The COMSOL model for 1-D
analysis.

Themultiphysicsmodule Heat Transfer with Radiative Beam in Absorbing Media in COMSOL
is selected for the simulation. Themultiphysicsmodule includes Heat Transfer in Solids and Radiative
Beam in Absorbing Media. The equations of those two physics modules are Beer-Lambert Law and
heat transfer function that are mentioned in Section 3.1. In this section, we only care about the
heat conduction within several nano-seconds, so water’s flow dynamics and phase change are ne-
glected. So the Heat Transfer in Fluids can be simplified to Heat Transfer in Solids. Because
the Radiative Beam in Absorbing Media module does not support 1-D geometry, the one-dimension
model in Figure 3.1(a) is built as a 2-D model in Figure 3.1(b). To get the same results as the 1-D
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model, the artificial domain Infinity Elements Domain is applied in the vertical and horizontal direc-
tions, which could scale the coordinates in the horizontal and vertical directions into a layer.[47] The
type of the mesh is Physics-controlled mesh and the element size is selected as Extremely fine
to get an accurate result.

To check if the simplification in Section 3.1 is valid in this more accurate model. The laser fluence
is set at 181.95J/m2. The simulation result of laser intensity is shown in Figure 3.2(a), which fits the
analytical result based on Beer-Lambert law well. Then, we check the lumped system assumption. The
maximum, minimum, and average temperature within the metal film are shown in Figure 3.2(b). It can
be seen that those three temperatures are pretty close, and the metal film can be seen as a lumped
system. However, the temperature value is much lower than the model in Section 3.1. That means
the heat transfer towards water and glass substrate cannot be ignored. According to Equation 3.3,
the temperature rise should be 1044K. However, in the simulation, the temperature rise is only 437K.
When the incident laser has a fluence of 400J/m2, the average temperature rise is 1046K. Taking heat
conduction to the glass substrate and droplet, the power threshold of the laser can be higher than the
model based on Equation 3.3.

Figure 3.2: (a) Analytical and numerical intensity distribution within metal film. (b) The maximum, minimum, and average
temperature within the metal film versus time.

3.3. 2-D system analysis

Figure 3.3: The two conditions of heat diffusion. The heat diffusion within the metal film is slight in the left figure. The right
figure shows that severe lateral heat diffusion can cause bubble combination.

In the 1-D system, we assess the energy threshold of the incident laser. In this section, the diffusion
of heat flux in the horizontal direction is evaluated to check the feasibility of achieving location-specific
bubble nucleation by the shaped laser. The two conditions of heat diffusion are shown in Figure 3.3.
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The diffusion of heat flux in the metal film should be analyzed.

The 2-D system simulation could be quite complex because many highly coupled physics field
is included, such as Heat Transfer in Solids, Radiative Beam in Absorbing Media, and Heat
Transfer in Fluid. The laser intensity determines the temperature distribution in the metal film; the
temperature distribution causes the water phase change, and the vapor expansion changes the bound-
ary condition of heat conduction. Simulating such a complex process could be very difficult, so this
thesis will focus only on heat conduction in the metal film. The fluid dynamics generated by heat flux
will not be considered.

Figure 3.4: Thickness scaling of the metal film

Apart from the highly coupled problem, the thickness of the metal film (50nm) is negligible relative to
its length and width (50µm), which raises problems in COMSOL model building. To solve this problem,
we apply the scaling law to the system and build a thicker film with the same time scale for diffusion:

Fo =
ρcpL2

k
(3.7)

where L is the characteristic length. For a metal film whose thickness increases to m times the original
thickness, the characteristic length in the thickness direction changes from d tomd while the character-
istic length remains unchanged in the other directions, as shown in Figure 3.4. Meanwhile, the energy
capacity per size of the scaled film should remain the same to estimate the temperature rise of the film.
The heat capacity is adjusted to meet those requirements, and the conductivity is set to anisotropic.
The scaled system should obey the equations as follows:

dρcp = mdρc′p

ρc′pL
2/k′x = ρcpL

2/k

ρc′p(md)2/k′y = ρcpd
2/k

(3.8)

where c′p, k′x, and k′y are the new parameters in scaled metal film. c′p = cp/m, k′x = k/m, k′y = mk is a
solution to the function 3.8. Furthermore, the time scale of bubble nucleation should be set properly. A
similar configuration as Figure 3.3 has been studied by A. Patrascioiu on jet interaction in LIFT[25]. In
the article, two nanosecond laser beams (spot size: 40µm, distance: 100µm, fluence: 5.5 ∗ 104J/m2)
shine on 50nm thick Ti film. Two holes were ablated in the metal film, which means the diffusion is not
strong, and the bubble nucleated within 500ns. In LLDT, the laser spot and distance are much smaller,
and phase change in the metal film is forbidden. According to Rayleigh collapse time[22], the bubble
duration is proportional to the size of the bubble. This section sets the spot size as 1.5µm, and the
distance between two beams is 5µm. Correspondingly, we can have a look at heat transfer in 20ns.

The COMSOL model is built as Figure 3.5. The laser has a fluence of 182J/m2 and shines at 1ns.
The multiphysics modules similar to Section 3.2 are chosen, and Heat Transfer in Fluid is added.
To observe the heat diffusion within the metal film, the film thickness has been enlarged by 100 times
to 5µm.

The temperature distribution at the bottom of the metal film, shown as the red dashed line in Figure
3.5, has been recorded. The evolution of temperature distribution can be divided into two stages: From
1 to 2 ns, the laser shines on the film, and the temperature rises as shown in Figure 3.6(a); From 2ns to
the end of the simulation, the heat is diffused into nearby metal film, water, and glass substrate, which
is shown in Figure 3.6(b). It can be seen from Figure 3.6 that the specific temperature distribution can
be generated on the bottom of the film. In other words, we could control the initial state of the jetting by
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Figure 3.5: COMSOL model of the 2-D system.

shining a shaped laser on the DRL. However, we should also consider that heat flux diffuses quickly in
the metal film. After 9ns, the low-temperature region between the two beams will disappear. Water’s
phase change is roughly estimated by the Phase Change Material module. We can find the phase
distribution versus time from Figure 3.7. The two vapor regions merge at 3ns.

Figure 3.6: (a) Temperature distribution at the bottom of the metal film versus time when the laser shines on the film; (b)
Temperature evaluation after the laser beam.

The simulation here only studies the heat conduction in the metal film. The transfer of the chip can
not be guaranteed because the complex fluid dynamics, such as jetting, after laser excitation remain to
be studied.[24] The fluid dynamics of two-phase liquid with heat-flux condition is studied for heat-flux
controlled boiling application, which is quite complex and is not included in this thesis.[48] Further study
and experiment need to be done for this system.
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Figure 3.7: The water phase changes near the bottom of the metal film. 0 to 1represents the proportion of liquid phase.



4
Beam shaping algorithm

In this chapter, the common alignment of far-field beam-shaping will be introduced. As the theory
basement of beam-shaping, diffraction of 2-f and 4-f systems will be derived. Then, the theory will
be projected from the physics field to the signal field and implemented with Matlab. Finally, different
beam-shaping algorithms will be introduced, and the most suitable one will be selected.

4.1. Common alignment of far-field beam-shaping
The optics system of LLDT includes a beam-shaping system and a time-resolved imaging system. In
this thesis, we focus on the design of the beam-shaping system. As we mentioned in Section 2.4.2,
the far-field alignment is more suitable for this thesis task. Figure 4.1 shows a common alignment of
the far-field beam-shaping. The donor substrate is placed on Plane B. The relationship between fields
in SLM, Plane A, and Plane B will be derived in the later section. The main reason for adding a 4-f
system after the 2-f system is to avoid optics components interference and increase the beam-shaping
resolution. Without the 4-f system, the resolution depends on the aperture size of the SLM and the focal
length of lens L1. A shorter f1 is needed for a larger numerical aperture to reach a higher resolution.
However, because the incident angle of the laser to SLM should be smaller than 5o in practice, lens L1
with a shorter focal length will block the incident laser. By seeing lens L1 and L2 as a 4-f system, we
could scale the field on SLM to the plane between L2 and L3. Then, we can set lens L3 as a microscopy
objective with a high numerical aperture to increase the resolution. Another advantage of this alignment
is that it can facilitate the inspection of beam-shaping results. In practice, a beam splitter is commonly
aligned between Plane A and lens L2 to sample the reflective light from the donor substrate.[32] The
high-power laser and the observation light could share the 4-f system, which could ease the alignment
of the beam-shaping system.

Figure 4.1: Schematic diagram of beam shaping system.
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4.2. Diffraction theory
The optics phenomenon can be jointly explained by Maxwell’s electromagnetic theory and quantum
theory, which is known as the wave-particle duality. This section focuses on electromagnetic theory to
explore field propagation and derive the field change after the 2-f and 4-f systems. The free propagation
of the light field is introduced in Appendix A. The transmission function through a single lens, 1-f, and
2-f systems will be derived based on free propagation.

4.2.1. Transmission function of thin lens
A proper expression of the lens is needed for diffraction with lenses. The lens is commonly made with
material with a higher refractive index. The thickness difference in the xy plane gives different phase
delays. The translation of rays in the XOY plane can be neglected in a thin lens. The phase delay can
be expressed as:[49]

φ(x, y) = kn∆(x, y) + k[∆0 −∆(x, y)] (4.1)

where n is the refractive index of lens material, ∆(x, y) is the thickness function of lens, ∆0 is the
maximum thickness of lens. The schematic diagram of the lens can be seen in Figure 4.2.

Figure 4.2: Thickness function of the lens. (a)Front view (b) Side view.[49]

Neglecting the constant phase factor in the XOY plane, the lens transfer function can be written as:

t(x, y) = eik(n−1)∆(x,y) (4.2)

The thickness function is carefully designed by lens makers. In practice, focal length and aperture are
important parameters of the lens. The transfer function can be written as�

t(x, y) = P (x, y)e−i k
2f (x2+y2)) (4.3)

where P (x, y) is the aperture function and f is the focal length of the lens.

4.2.2. Diffraction of one lens system

Figure 4.3: Schematic diagram of one lens system.

The alignment of one lens system is shown in Figure 4.3. Light transmits from plane A to plane B
through the lens. The relationship between the field in plane A and plane B can be calculated by the
Fresnel diffraction integral and transmission function of the lens.

U(m,n) = FT {FT {U(x, y), d1} · tLens, d2} (4.4)
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where FT {U, d} is the Fresnel diffraction integral of U at distance d and tLens is the lens transmission
function. The lens function’s aperture function P (x, y) will act as a low-pass filter. In this thesis, the
aperture of the beam-shaping system is determined by the SLM, and the corresponding point spread
function will be introduced in detail in later sections. If d2 is equal to the lens’s focal length, the field in
plane B can be seen as the Fourier transform of plane A multiplied by a quadratic phase.

U(m,n) =
eik(d1+f)

iλf
ei

π
λf (1− d1

f )(m2+n2)
∫∫

U(x, y)e−i 2π
λf (xm+yn) dx dy (4.5)

If d1 is also equal to the focal length, the system can be seen as a 2-f system, and the relationship
between two planes can be written as:

U(m,n) =
ei2kf

iλf

∫∫
U(x, y)e−i 2π

λf (xm+yn) dx dy (4.6)

Plane B can be seen as the Fourier transform of plane A, and the frequency is substituted as follows:

fX =
m

fλ

fY =
n

fλ

(4.7)

4.2.3. Diffraction of two lenses system

Figure 4.4: Schematic diagram of the 4-f system.

L2 and L3 in Figure 4.1 form a 4-f system, which can be seen as a combination of two 2-f systems.
The relationship between plane and plane can be expressed with function:

U(m,n) =
ei2kf2

iλf2

∫
{e

i2kf1

iλf1

∫
U(x, y)e−i 2π

λf1
(xu+yv) dx dy}e−i 2π

λf2
(um+vn) du dv

=
e2ik(f1+f2)

−λ2f1f2

∫
e−i 2π

λf2
[
f2
f1

x+m]u+[
f2
f1

y+n]v du dvU(x, y) dx dy

(4.8)

Substitute − f2
f1

with magnification M . Equation 4.8 can be written as:

U(m,n) =
e2ik(f1+f2)

−λ2f1f2

∫
δ(
m−Mx

λf2
,
n−My

λf2
)U(x, y) dx dy

= e2ik(f1+f2)M

∫
δ(m−Mx,n−My)U(x, y) dx dy

= e2ik(f1+f2)M · U(Mx,My)

(4.9)

In practice, the constant phase e2ik(f1+f2) can be neglected. It can be seen from Equation 4.9 that the
field in Plane C is scaled from Plane A.
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4.3. SLM and discrete field diffraction
The relationship of fields besides 2-f and 4-f systems has been derived by diffraction function and
expressed by Equation 4.6 and 4.9. Since the 4-f system scales and flips the field, we only talk about
the relationship between the incident and output fields of the 2-f system. To calculate the field in the focal
plane from an incident field with arbitrary amplitude and phase distribution, the transmission function will
be discretized and calculated by Matlab. Firstly, the parameters of the SLM in this thesis are introduced,
and an approximation is implemented to simplify the expression of the SLM field. Then, the discrete
Fourier transfer is applied to calculate the field in the focal plane of the 2-f system. Finally, Matlab
calculates the field in the focal plane from that in the SLM plane.

4.3.1. Parameter of SLM
The SLM used in this thesis is Holoeye PLUTO TELECO. The specification table is shown in Table 4.1.

Table 4.1: Specification table of SLM

Type HOLOEYE PLUTO TELCO
Wavelength range 1400-1700nm
Active Area 15.36mm*8.64mm
Resolution 1960*1080
Pixel Pitch 8um
Fill factor 93%
Phase levels 256(8-bit) levels
Maximum illumination 2W/cm^2
Waveband UV irradiation below 405nm shall be blocked

The SLM can be seen as an array with rectangular aperture elements, which is shown in Fig-
ure4.5(a). The repeated apertures can be expressed as the convolution between a rect function and a
comb function:

P (x, y) ∝ [rect(
x

a
,
x

b
)! comb(

x

p
,
y

q
)]rect(

x

L
,
y

H
) (4.10)

where the parameter is shown in Figure 4.5(a). According to the aperture function, the field in SLM
can be expressed as USLM (x, y) ·P (x, y). Correspondingly, the field in the focal plane is F{U(x, y)}!
F{P (x, y)} with the scaling term defined in Equation 4.7. F{P (x, y)} with the scaling term is defined
as the point spread function of the system.

F{P (x, y)} ∝ [sinc(afx, bfy)comb(pfx, qfy)]! sinc(Lfx,Hfy) (4.11)

Figure 4.5: (a) Schematic diagram of SLM aperture;[50] (b) Point spread function in the x-direction. [50]

Equation 4.11 can be seen as the convolution between a comb function with a period of [ 1p ,
1
q ] and a

sinc function with a period of [ 1L ,
1
H ] and the convolution has an envelope which is a sinc function with

period of [ 1a ,
1
b ]. The schematic diagram of the spectrum in the x-direction is shown in Figure4.5(b). In

this thesis, the SLM has a quite high fill factor. In other words, the pixel distance [p, q] is approximately
equal to the pixel size [a, b]. The total size of the SLM plane [L,H ] is much larger than the pixel
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size [a, b] due to the high resolution of SLM. To get the point spread function, a scaling operation is
needed according to Equation 4.7. For a sinc function sinc(a x

λf ), the minimum condition is afx = n,
where n = 1, 2, 3.... The first minimum point is x = λf

a . According to Table 4.1, the first minimum of
each term in Equation 4.11 can be written as: [λfa , λf

b ] ≈ [λfp , λf
q ] = [48.4mm, 48.4mm], [λfL , λf

H ] =

[25.23µm, 44.85µm]. Taking x-direction as an example, the period of sinc(a x
λf ) and comb(p x

λf ) is too
large for a 1-inch lenses system. So, in this thesis, we can neglect the envelop function sinc(afx, bfy)
for simplification. The field in the SLM plane can be approximated into a series of delta peaks.[51] In
other words, the pixel size [a, b] can be assumed as infinitely small, and the aperture function can be
seen as a comb function.

Pnew(x, y) ∝ comb(
x

p
,
y

q
)rect(

x

L
,
y

H
) (4.12)

The point spread function of the new aperture is:

hnew(m,n) ∝ comb(p
m

λf
, q

n

λf
)! sinc(L

m

λf
,H

n

λf
) (4.13)

This approximation can greatly simplify the subsequent calculations for the 2-f system.

4.3.2. Diffraction with discrete Fourier transform
In practice, SLM can only modulate the phase of the field by pixel with finite resolution. Equation 4.6
shows the relationship between the SLM plane and the focal plane. The field propagation can be di-
vided into a standard Fourier transform and a scaling operation, which is shown in Figure 4.6. For the
ease of describing the relationship between physical fields on the SLM plane and focal plane by signal,
the discrete Fourier transform will be introduced.

Figure 4.6: The discrete relationship between the focal plane and SLM plane. The frequency plane is the standard Fourier
transform of the SLM plane. The focal plane is the scaled plane of the frequency plane.

Firstly, we focus on the relationship between the SLM and frequency planes, which is a standard
Fourier transfer. The continuous two-dimensional Fourier transfer can be written as:

G(fx, fy) = F{g(x, y)} =

∫ ∞

−∞
g(x, y)e−i2π(fxx+fyy) dx dy (4.14)

The SLM plane g(x, y) has finite size (Lx, Ly) and is pixelated into a (Nx, Ny) array with the distance
of (∆x,∆y). According to the approximation we made in Section 4.3.1, the field in the SLM plane can
be approximated into a series of delta peaks.

g(x, y) ≈
Nx−1∑

m=0

Ny−1∑

n=0

δ(x−m∆x)δ(y − n∆y)g(x, y) (4.15)

The SLM plane in Equation 4.14 can be discretized.

G(fx, fy) =
Nx−1∑

m=0

Ny−1∑

n=0

g(m∆x, n∆y)e−i2π(fxm∆x+fyn∆y) (4.16)
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The focal plane can also be pixelated to a (Nx, Ny) array in the frequency region. The maximum
frequency of the SLM plane can be written as:

fx(max) =
1

Lx/Nx

fy(max) =
1

Ly/Ny

(4.17)

The distance between each point in the focal plane can be written as

∆fx =
1/(Lx/Nx)

Nx
= 1/Lx

∆fy =
1/(Ly/Ny)

Ny
= 1/Ly

(4.18)

The discretized Fourier transform function is:

G(p∆fx, q∆fy) =
Nx−1∑

m=0

Ny−1∑

n=0

g(m∆x, n∆y)e−i2π(pm∆fx∆x+qn∆fy∆y)

=
Nx−1∑

m=0

Ny−1∑

n=0

g(m∆x, n∆y)e−i2π(pm/Nx+qn/Ny)

(4.19)

Equation 4.19 is the same as the standard definition of the two-dimensional discrete Fourier transform.

G[p, q] = DFT {g[m,n]} =
Nx−1∑

m=0

Ny−1∑

n=0

g[m,n]e−i2π(pm/Nx+qn/Ny) (4.20)

Then, the relationship between the frequency plane and focal plane can be derived from Equation 4.7:

∆x′ = fλ∆fx

∆y′ = fλ∆fy
(4.21)

In conclusion, the discrete relationship between the SLM plane and the focal plane in amplitude and
cell size can be written as:

UFocal[p, q] = DFT {USLM [m,n]} =
Nx−1∑

m=0

Ny−1∑

n=0

USLM [m,n]e−i2π(pm/Nx+qn/Ny)

∆x′ ×∆y′ = fλ/Lx × fλ/Ly

(4.22)

In practice, fast Fourier transform always substitutes the discrete Fourier transform to increase the
calculation speed. We prefer to put the zero frequency in the middle of the plane. To do this, a Fourier
shift operation is needed after the fast Fourier transform.

4.3.3. 2-f system in Matlab
According to the simplification in Section 4.3.1, the SLM field can be expressed as a complex array
with the size of [1080, 1920]. Corresponding to the parameter of SLM, the size of each element in the
complex array is 8∗8µm. We could define the amplitude distribution in the SLM plane with the element
size. If the incident beam is a Gaussian beam, the amplitude distribution can be expressed as:

U(x, y) = Ae−
x2+y2

2σ2 (4.23)

where A is the scaling factor, σ is the standard deviation. In this thesis, we define the radius r of
the Gaussian beam as the distance between the center and the position where the intensity drops to
A/e2. So r =

√
2σ. For a Gaussian beam with a radius of 3.5mm, the amplitude distribution in the
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SLM plane can be generated with the help of OTSLM Toolbox:otslm.simple.gaussian([1080,1920],
3.5e-3/8e-6/sqrt(2)).[52]

The focal length of the 2-f system is selected as 250mm, and the wavelength is 1550nm. The reason
for choosing those parameters will be introduced in detail in the later chapter. The element size of the
focal plane can be calculated according to Equation 4.22.

∆x′ ×∆y′ =
250mm ∗ 1550nm

1920 ∗ 8µm × 250mm ∗ 1550nm
1080 ∗ 8µm = 25.23µm× 44.85µm (4.24)

Equation 4.22 doesn’t consider the aperture of the lens of the 2-f system. The reason for that is the
aperture size of the SLM (15.26mm×8.64mm) is smaller than the lens’s aperture (25.4mm). According
to Equation 4.12, the point spread function of each delta function in the comb can be seen as the point
spread function of the SLM rectangular aperture:

h(x′, y′) ∝ sinc(
x′

λf/Lx
)sinc(

y′

λf/Ly
) = sinc(

x′

25.23µm
)sinc(

y′

44.85µm
) (4.25)

4.4. Beam-shaping algorithm
In previous sections, we derive the relationship between fields in the SLM plane and the focal plane of
the 2-f system and implement the physical field relationship into the signal region. This section will intro-
duce the algorithm that could shape the beam into the desired pattern. The beam-shaping algorithms
can be classified into analytical and numerical algorithms. The iterative Fourier transform algorithm,
which can give a robust result for arbitrary target patterns, will be focused on in this section. Finally,
different algorithms will be compared, and the algorithm with the best performance will be applied to
the experiment in the next chapter.

4.4.1. Geometrical beam-shaping algorithm
A simple analytical method is based on the superposition of the blazed grating. The phase of the blazed
grating can be expressed asΦ(x, y) = 2π(ax+by). Adding the blazed grating phase into the SLM plane
allows us to displace the field distribution in the focal plane. Based on Equation 4.6, the field on the
focal plane can be calculated as:

UFocal(m,n) =
ei2kf

iλf

∫∫
USLM (x, y)eiΦ(x,y)e−i 2π

λf (xm+yn) dx dy

=
ei2kf

iλf

∫∫
USLM (x, y)e−i 2π

λf [(m−λfa)x+(n−λfb)y] dx dy

=
ei2kf

iλf
F{USLM (x, y)}(m− λfa, n− λfb)

(4.26)

By setting different grating phases in different regions on the SLM plane, the input beam can be
displaced into different positions. As shown in Figure 4.7(a), the SLM plane is divided into nine regions,
and different blazed gratings are applied to each region. The SLM is shined with a uniform beam and
the zoomed intensity distribution after propagating through a 2-f system is shown in Figure 4.7(a). We
can see that blazed grating displaces the energy at their region to the desired position. The blazed
grating is one of the most important phase patterns in beam-shaping because it can shift the desired
pattern to a specific position. Based on this property, the desired pattern can be separated from un-
modulated light, which is a common solution to eliminate zeroth order light.

In SLM digital hologram, the transmission function will not be continuous as equation 4.26. The
stepped contour is shown in figure 4.7(a). The relative efficiency at each diffraction order of the stepped
grating is given by:[38]

ηα(N) =

(
sin
(
πα
N

)

πα

)2(
sin(π(1− α))

sin( π
N (1− α))

)2

(4.27)
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where α is the diffraction order, ηα is the relative efficiency at αth order, and N is the steps per period.
The step number of phase influences the efficiency of the first order, which is shown in Figure4.7(c).
The efficiency is close to the continuous case when the step per period is more than 10. The pixel
period should be considered when we move the desired pattern by superposition with a blazed grating.

Figure 4.7: (a)Phase distribution of blazed grating and corresponding intensity distribution in the focal plane; (b) Continuous
and stepped phase grating; (c) Efficiency at the first order versus stepped number N .[38]

The differential form of Equation 4.26 is the principle of the geometrical beam-shaping.[51] The
process of geometrical beam-shaping can be divided into two steps: Find a distortion function that
redistributes intensity on the SLM plane to the focal plane; Compute phase distribution that realizes the
coordinate distortion. [53] Taking 1-D beam-shaping as an example, the intensity redistribution from a
Gaussian distribution to a top-head distribution is shown in Figure 4.8.

Figure 4.8: The redistribution from a Gaussian distribution to a top-hat distribution.[53]

Firstly, we need to find the distortion function defined as h(x) = m. The energy redistribution can
be expressed as: ∫ x

−∞
|USLM (x)|2dx =

∫ m

−∞
|UFocal(m)|2dm (4.28)

And the coordinate m in the focal plane can be substituted by the distortion function.
∫ x

−∞
|USLM (t)|2dt =

∫ h(x)

−∞
|UFocal(t)|2dt (4.29)

By defining integrals FSLM =
∫ x
−∞ |USLM (t)|2dt and FFocal =

∫ x
−∞ |UFocal(t)|2dt. The distortion func-

tion can be calculated by:
h(x) = F−1

Focal(FSLM (x)) (4.30)
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For 2D situations, the distortion function is complex to calculate. So the fields on the SLM plane and
focal plane are usually separated: U(x, y) = U1(x)× U2(y).

Secondly, the phase distribution should be computed from the distortion function. From Equation
4.26, we can see that blazed grating can redistribute the energy in the focal plane. The gradient of the
blazed grating determines the redistribution. According to the method of stationary phase, the phase
distribution can be calculated from the distortion function.[39]

∇Φ(x, y) =
2π

λf
h(x, y) (4.31)

An example of converting a Gaussian beam with a diameter of 7mm into a flat-top square beam
with a size of 3mm is shown below. Since the two directions of the fields are separable, we only talk
about x-direction in this section. The equations FSLM and FFocal can be calculated by integrating the
intensity distribution from the Gaussian beam to the square beam, which is shown in Figure4.9(a) and
(b). Then, the distortion function can be calculated by interpolating the inverse function of FFocal with
the dependent variable of FSLM . The distortion function of pixel position is shown in Figure 4.9(c).
Finally, according to Equation 4.31, the phase distribution in the x-direction is shown in Figure 4.9(d).

Figure 4.9: (a) Intensity distribution of the Gaussian beam and the square beam in the x-direction; (b) Integration of the
intensity along the x-axis; (c) The distortion function with the unit of the pixel; (d) The phase distribution in the x-direction in the

SLM plane.

By combining the phase distribution in the x and y direction together, the phase distribution in the
SLM is shown in Figure 4.10(a), and the shaped beam in the focal plane is shown in Figure 4.10(b). It
can be seen that the geometrical beam shaping algorithm shapes the Gaussian beam into the square
beam. The calculation speed of the analytical method is fast. However, it has some drawbacks: the
beam-shaping target pattern is limited in the separable patterns; the quality of the shaped beam is
not perfect; the beam-shaping result is sensitive to the intensity distribution in the SLM plane.[51] The
numerical algorithm introduced in the next section can solve those problems.

4.4.2. Iterative Fourier transfer algorithm
The previously introduced analytical method can only transfer a Gaussian beam into simple patterns. If
the pattern is not separable, the projection function can not be found. To get phase distribution for more



4.4. Beam-shaping algorithm 28

Figure 4.10: (a) Phase result calculated by geometrical beam-shaping algorithm; (b) Beam shaping result in the Fourier plane.

complex patterns, a numerical method called iteration Fourier transform algorithm(IFTA) is introduced.
The flowchart of the original IFTA is shown in figure 4.11. The input of IFTA includes initial phase φ0,
amplitude distribution in the SLM plane |Uin|, and desired intensity distribution in the focal plane ITarget.

Figure 4.11: The flowchart of IFTA.

Firstly, an initial phase φ0 is introduced to the SLM plane. The amplitude of the SLM plane is limited
to the amplitude of the incident light |Uin|, which is a Gaussian distribution. According to Section 4.3.2,
the field in the focal plane Efocalcan be seen as the discrete Fourier transform of the field in the SLM
plane. In each iteration, the amplitude of the focal plane field |Efocal| could be evaluated to determine
if the algorithm has achieved the desired results. Then, the new focal plane field E′

focal can be reached
by substituting the amplitude of E′

focal with specific amplitude |Enew|, which is the target amplitude√
ITarget for the original IFTA. To get the new SLM plane field USLM , an inverse discrete Fourier trans-

form is applied. Finally, the amplitude of USLM is replaced with the amplitude of the incident beam.
By substituting those amplitudes in each iteration, the phase of the new field of the SLM plane will be
closer to the desired phase distribution.

To characterize the performance of each algorithm, we introduced the root mean square error(RMSE)
as the measure of accuracy. The RMSE is defined as:

η =

√√√√ 1

NMR

∑

(x′,y′)∈MR

[IFocal(x′, y′)− ITarget(x′, y′)]2

ITarget(x′, y′)2
(4.32)

where MR is the measured region that we are concerned. It is usually defined as the non-zero region
in the target intensity distribution. NMR is the pixel number of the measured region. IFocal and ITarget
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are the intensity of calculated focal plane and target.

Figure 4.12: (a), (b) Amplitude and phase distribution calculated by IFTA in the SLM plane; (c) Intensity distribution in the focal
plane; (d) Root mean square error versus the iteration time. The root mean square error after 100 iteration time is 0.2295.

Figure 4.12 shows the result of the original IFTA algorithm shaping a beam from a Gaussian beam
into a top-hat square. It can be seen that the algorithm could generate a square pattern as we desired,
but the quality of the pattern is not good. We can see from Figure 4.12(c) that the intensity fluctuates
seriously. From the root mean square error graph versus iteration time, we can see that image quality
improvement stagnates as the iteration increases, and the algorithm falls into a local minimum.[40]
Because of those drawbacks, multiple refined strategies need to be introduced.

4.4.3. Refined strategies for IFTA
The problems that refined strategies need to solve can be divided into two aspects: stagnation in the
local minimum and speckle noise.

Stagnation problem
To overcome the stagnation, multiple strategies that fasten convergence and escape local minimum
can be applied. The strategy commonly changes the amplitude constraint in the focal plane in Figure
4.11. The most common solution for fast convergence is the Adaptive-Additive(AA) algorithm. The new
complex field in the focal plane can be expressed as:

E′
focal = {m

√
ITarget + (1−m)|Efocal|}eiarg[Efocal] (4.33)

where m is a constant parameter that is commonly around 2. Taking m = 2 as an example, E′
focal =

{2|ETarget|− |Efocal|}eiarg[Efocal], we can qualitatively analyze the rationality of the AA algorithm. At a
specific position, if |Efocal| is larger than |ETarget|, the amplitude of E′

focal will be smaller than |ETarget|.
In other words, if the result of one loop is larger than the desired amplitude, the algorithm will give a
smaller target for the next loop.

Another way to solve the stagnation problem is to divide the focal plane into different regions and
set more freedom for the region we do not care about. The representative algorithm for this solution is
the ”mixed-region amplitude freedom” (MRAF) algorithm. The MRAF algorithm divides the focal image
into signal region (SR) and noise region (NR). SR includes the desired pattern, which is always small
compared to the whole focal plane, and NR is the region left. The new focal plane can be expressed
as:

E′
focal =

{
m
√
ITargeteiarg[Efocal] , (x, y) ∈ SR

(1−m)|Efocal|eiarg[Efocal] , (x, y) /∈ SR
(4.34)

where m is a constant parameter. It can be seen that the amplitude in the SR only depends on ITarget,
which is similar to the original IFTA, while the amplitude freedom is given to the NR. The constraint of
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Equation 4.34 is that the total power of field |E′
focal| should be the same as Efocal. A power normaliza-

tion is applied in each loop.[43]

Speckle noise
We can get satisfactory results in Matlab with the refined strategies above. However, the random
distribution of phase will cause intensity fluctuation in the physical field, which is referred to as ”speckle”.
The causes of speckles can be divided into two types: destructive interference because the phase
difference between neighboring sample points is close to π, and vortex generated by the spiral phase
singularity.[54]The order of phase singularity is defined as:

S(x0, y0) =
1

2π

∫

Γ(x0,y0)

∇φ(x, y) · dr (4.35)

where Γ(x0,y0) is a sufficiently small positively oriented simple closed curve around (x0, y0) and S is
the order of phase singularity. An example of a speckle image with the phase distribution is shown in
Figure 4.13.

Figure 4.13: The collections of speckles. The upper left and right are caused by spiral phase singularities, and the lower right
is caused by destructive interference. In each collection, the upper row is the amplitude distribution, and the lower row is the

phase distribution.[54]

The speckle noise is invisible if we sample the field with the grid defined by Equation 4.24. To
observe the amplitude between two sample points, a common solution is to pad the field in the SLM
plane with zeros. In this thesis, we apply the Nyquist criterion and pad the SLM field to twice its original
size, which is shown in Figure 4.14 (e). Though the total size of the SLM field increases, the element
size remains 8µm, which means the maximum frequency in Figure 4.6 is unchanged. Correspondingly,
the array size of the focal plane is enlarged, but the physical size of the focal plane is unchanged. By
padding the SLM field with zeros, we interpolate the focal plane. The observation of the MRAF algo-
rithm speckle is shown in Figure 4.14.

Different types of speckle noise have different solutions. For the destructive interference between
neighboring points, the interpolated focal plane can be used in IFTA, which means the amplitude of
the SLM plane is padded with zero intensity, and the size of the array in the focal plane is doubled.
The solution for spiral phase singularity is more complex since IFTA can not remove the singularity.[54]
The main idea of solving this problem is setting an initial phase without singularity and not introducing
singularity during IFTA. The initial phase in the SLM plane can be chosen from some specific profiles
without singularity, such as quadratic phase distribution, linear phase distribution, and conical phase
distribution. Different profiles are added together in the SLM plane to get close to the focal plane’s de-
sired intensity distribution. And it is found that the pattern in the focal plane does not have speckles.[43]
This method is simple but needs to adjust parameters manually for each pattern. Another method for
choosing the initial phase is based on the geometrical beam-shaping. Using the character that the
phase distribution of geometrical beam-shaping does not have a singularity, an inverse beam shaping
is applied to get the phase distribution in the focal plane to redistribute energy in the focal plane to
the SLM plane.[51] Since the desired pattern may not be separable, a SepOp operator is applied to
change the inseparable pattern to the separable one.[51] In this thesis, the initial phase is chosen by a
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Figure 4.14: This figure shows the influence of speckle. The beam-shaping result is generated by 100-iteration MRAF with the
same target as Figure 4.12. Figure (a), (b), and (c) show the zoomed phase and intensity distribution in the focal plane. The
intensity distribution of MRAF is much better than the original IFTA. The oversampling is applied by padding the SLM field with
0 in Figure (e). The array size of Figure (e) is [2160, 3840]. Figures (f) and (g) are the zoomed intensity in the focal plane after
oversampling. The speckle noise is detected by oversampling, and the beam-shaping result suffers from serious fluctuation.

simplified method. We envelop the desired pattern in a top-hat square and find the phase distribution
in SLM with the geometrical beam-shaping algorithm. This method aligns with the LLDT in which we
intend to form a pattern in a 50 × 50µm DRL square. And the property that there is no singularity in
the output beam by beam-shaping based on the stationary phase is applied. [39]. Then, a soft-coding
method is applied to eliminate the singularity introduced by IFTA. In this method, the phase in SLM is
partially replaced in each loop.[54][51] The complex field of the SLM U ′

SLM is calculated as:

U ′
SLM = |Uin|ei[βarg(USLM )+(1−β)φlast] (4.36)

where φlast is the phase distribution of U ′
SLM in the last iteration and β is a number increasing from a

small value to 1 during the iteration.

According to the strategies, IFTA has been improved in the following aspects:

1. The initial phase is selected based on the geometrical beam-shaping method.
2. The field in the SLM plane is padded with zero intensity to oversample the field in the focal plane.
3. Amplitude constraint in the focal plane is generated based on both target intensity and algorithm

result. The constraint could be different in the signal region and noise region.
4. The phase change in the SLM plane is limited by the soft-coding method. According to Equation

4.36, β is initially set as 0.001 and set as the square root of the last iteration in each loop.

4.4.4. Comparison of IFTA
In this section, we will compare different algorithms and find the optimal one. The target pattern for
this section is the top-head square with 1.5mm size. Beam-shaping results for complex images will be
shown at the end of the section.

The algorithm comparison in this section includes original IFTA, AA, MRAF, and Amplitude Free-
dom(AF). The definition of AA and MRAF is introduced in Section 4.4.3. Based on the experience of
other articles and several attempts, the parameterm of AA is chosen as 2, and that of MRAF is chosen
as 0.45. AF is similar to MRAF, but the parameterm is adaptive during the iteration.[51] The constraint
in the focal plane of the AF can be expressed as:

E′
focal =

⎧
⎪⎨

⎪⎩

∫
SR

√
ITarget|Efocal|dA∫

SR |Efocal|2dA
√
ITargeteiarg[Efocal] , (x, y) ∈ SR

|Efocal|eiarg[Efocal] , (x, y) /∈ SR

(4.37)
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The fraction term
∫
SR

√
ITarget|Efocal|dA∫

SR |Efocal|2dA will increase if the power of Efocal is smaller than the target
power ITarget, which guides the power redistribution in the focal plane. The RMSE versus iteration
time of those four algorithms is shown in Figure 4.15.

Figure 4.15: Comparison of RMSE decrease versus iteration time of different beam-shaping algorithm

After 100 iterations, the MRAF and AF show great improvement in RMSE. In those two algorithms,
the focal plane is divided into a signal region and a noise region, and the intensity is not constrained
in the noise region. Another important evaluation parameter is the power efficiency in the focal plane,
which is defined as the fraction of the sum of power in the signal plane to the sum of power in the
whole focal plane. The laser used in this project is a high-power laser, and the SLM has strict limita-
tions on incident laser power. The algorithm with low efficiency is not suitable for the condition of this
project. The efficiency and final RMSE of four algorithms is shown in Table 4.2. It can be seen that AF
has a higher efficiency and good RMSE, which makes it a better beam-shaping algorithm for this thesis.

Table 4.2: Comparison of efficiency and RMSE of four algorithms after 100 iterations

Algorithm Efficiency RMSE
IFTA 99.32% 0.1257
AA 99.32% 0.1244
AF 91.68% 0.0155

MRAF 66.79% 0.0132

The over-sampled beam-shaping results of the 1.5mm square and 1.5mm square with brighter
edges are shown in Figure 4.16. It can be seen from the figure that the speckle noise is eliminated and
the error of beam-shaping is quite small.

Figure 4.16: Beam-shaping result of AF. (a), (b): 2D and 3D intensity distribution from Gaussian beam with diameter of 7mm
to square pattern with the size of 1.5mm; (c), (d): 2D and 3D intensity distribution from the same Gaussian beam to 1.5mm

square with 0.25mm wide bright edges.
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Another simple and common pattern we may need is the point array. Figure 4.17 shows the beam-
shaping from a plane uniform beam to a 5 × 5 points array by the blazed grating array and MRAF.
Because each blazed grating redistributes the beam in its region, the numerical aperture of each point
is decreased, and the point spread function becomes larger, which can be seen in Figure 4.17(a). Mean-
while, the IFTA redistributes the energy of the whole SLM plane to each single point, which makes the
numerical aperture of each point the whole SLM plane. Therefore, the numerical method has a huge
advantage in generating the point array. Furthermore, the IFTA can generate complex patterns with
diffraction resolution. The over-sampled beam-shaping result from a Gaussian beam with a diameter
of 7mm to the TUDelft logo with a size of 1.5mm and the PME logo with a size of 3mm is shown in
Figure 4.18.

Figure 4.17: The phase distribution in SLM and corresponding zoomed intensity distribution in the focal plane. (a)
Beam-shaping based on the blazed-grating; (b) Beam-shaping result of MRAF.

Figure 4.18: (a) The target intensity distribution of the TUdelft logo; (b) The beam-shaping result of AF after 200 iterations; (c)
The target intensity distribution of the PME logo; (d) The beam-shaping result of AF after 200 iterations;

4.4.5. Practical consideration
In practice, there are practical constraints in the SLM and focal planes. Firstly, the phase number
in each pixel of the SLM plane is quantized into 0-255(8-bit), which is shown in Figure 4.19(a). The
quantization will influence the result of beam shaping. According to Figure4.19(b), the influence of
quantization is small in the beam-shaping result, and the beam-shaping result after quantization even
seems better than without quantization. For the whole pattern, the RMSE before quantization is 0.0171
and the RMSE after quantization is 0.0168.
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Figure 4.19: (a)The quantization of phase distribution in the SLM plane; (b) Slices of beam-shaping results by the continuous
phase value and the quantized phase value.

Secondly, the position of the donor substrate may not be in the position of the focal plane due to
the manufacture deviation of the chip transfer system. Since the phase distribution is free in the focal
plane, which means a randomly distributed wavefront, the intensity distribution will deteriorate quickly
as the donor substrate is away from the position of the focal plane.[45] According to Figure 4.20(a) and
(b), we could see the intensity and phase distribution of the signal region. Because of refined strategies
in speckle-noise suppression, the phase distribution is much more regular than the phase distribution
shown in Figure 4.14(a), which declines the aberration of defocus. The intensity distribution in the plane
that is 100um away from the focal plane is shown in Figure 4.20(c). If a better robustness property to
the defocus is needed, the phase distribution of the signal pattern can also be restricted by introducing
another SLM[39] or specifying phase distribution in the signal region[55].

Figure 4.20: (a) Normalized intensity distribution of AF; (b) Phase distribution in the region of beam-shaping pattern; (c)
Normalized intensity distribution in +100µm out-of-focus position.

Furthermore, the fragile and expensive SLM is not suitable to mount in the chip transfer equipment.
When the optimal pattern is confirmed by the experiment, a diffractive optical element with the same
phase distribution as the SLM should be manufactured and take the place of SLM, which can reduce
the cost and increase the maximum energy threshold of the LLDT system.



5
Beam-shaping experiment

In this chapter, a beam-shaping experiment will be conducted. Firstly, devices in the experiments will
be introduced, and the optics path will be designed based on the lab’s inventory. The gamma curve
of the SLM is measured roughly by the extending equipment. The beam-shaping set is built, and the
beam-shaping result can be checked. At last, the aberration of the experiment results will be analyzed,
and the improvement in further research will be proposed.

5.1. Optics path design
According to the lab’s SLM property and inventory, the laser source was selected as Santec TSL-550,
a tunable semiconductor laser. The laser is guided out by a fiber and expanded by a collimator(Thorlab
F810APC-1550). The critical parameters of the laser source are shown in Table 5.1. In this thesis, the
wavelength is selected as 1550nm since the designed wavelength of the collimator is 1550nm and the
SLM working wavelength is 1400 − 1700nm. According to the data in Thorlab, the divergence of the
expanded beam can be neglected in this thesis. Another important device is the camera. The camera
working in the infrared spectrum in the lab is an XEVA 320 series CCD camera. It has a resolution of
320×256 and a pixel size of 30×30µm. Correspondingly, the imaging region has a size of 9.60×7.68mm.

Table 5.1: Specification table of the infrared laser source

Specification TSL-550 + F810APC-1550
Wavelength 1200-1700nm

Tunable power 0.02-20mW
Beam Waist at 1/e^2 7.0mm
Full-Angle Divergence 0.016o

Because the pixel size of the infrared camera is larger than the usual camera, a larger element
size in Equation 4.22 needs to be designed to effectively observe the beam shaping results. Since
the wavelength and size of the SLM are fixed, the element size depends on the focal length of the 2-f
system. In this experiment, a lens with a large focal length of 250mm is selected, and the element has
a size of 25.23µm×44.85µm. According to Nyquist criterion, to measure a field with Rayleigh resolution
of 25.23µm×44.85µm, the detector pixel should be smaller than 12.62µm×22.43µm. The camera pixel
is still too large. We can get a larger element by choosing a lens with a larger focal length. But that will
cause a longer beam path and vignetting problem.[51] Another way to solve the problem is to align a
4-f system as microscopy after the 2-f system. The microscopy can enlarge the field in the focal plane
of the 2-f system for effective observation of the infrared camera. The magnification of the microscopy
is based on the element size in the focal plane and the camera’s pixel size. Since the camera pixel is
approximately three times the minimum pixel size according to the Nyquist criterion, the focal lengths of
two lenses in the microscopy are selected as 30mm and 100mm, and the corresponding magnification
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is 3.3.

After selecting the focal lengths of important lenses, the position of the beam-shaping system should
be designed. The setup is aligned in the optical table with an array of mounting holes. To simplify align-
ment, most of the optics paths are designed horizontally so that the mounting holes can be seen as
a reference of the beam path. Figure 5.1 shows the schematic and model of the optics path. The
experiment setup is shown in Figure 5.3.

Figure 5.1: (a) Schematic diagram of the beam-shaping system. (b) Model with actual size.

Apart from the choice of focal length, several practical issues need to be considered in the design:

1. The incident angle of the SLM should be smaller than 5◦ in practice. In this design, the angle is
4.1◦

2. The blocking between the lens mounts and laser beam should be checked, which is shown in
Figure 5.2.

3. The saturation of the CCD camera needs to be considered. We do not have information about the
saturation intensity of the CCD camera. So, the output power from the laser source is selected
as 0.05mW , and a neutral density filter is added to the optics path to avoid saturation.

4. In practice, the camera mount is higher than the mount of the laser source. The horizontal beam
after SLM is higher than the beam before the mirror. The height difference is adjusted by the pitch
angles of the mirror and the SLM.

5.2. Gamma curve calibration
In practice, the gamma curve of SLM should be calibrated before application. The gamma curve is a
curve that reveals the relationship between the grey level and phase shift in the corresponding pixel in
the SLM. In this section, we will measure the gamma curve of the SLM in 1550nm wavelength and try
to calibrate the aberration.
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Figure 5.2: The solid line is the aperture edge in the horizontal direction of SLM. It can be seen that the lens mount does not
block the beam within the SLM aperture.

Figure 5.3: (a) The SolidWorks model of the experiment setup; (b) The experiment setup in the lab.

5.2.1. Principle of gamma curve measurement
The measurement of the gamma curve is based on two-beam interference. The setup is shown in
Figure 5.4(b). Gaussian light from the light source is transformed into two beams after being blocked
by a two-hole mask, as shown in Figure 5.4(a). The two beams shine on different regions of the SLM
and focus in the same position by a lens. Changing the phase difference in the two areas in SLM will
move the interference pattern, and the gamma curve can be derived from the pattern’s movement. The
schematic diagram is shown in Figure 5.5. The solid line is the first-order interference fringe, and the
dashed line is the second-order fringe. If a phase delay is introduced to one beam, the first-order fringe
will move as shown in the right part of Figure 5.5.

Figure 5.4: (a) Two-hole mask for gamma curve calibration; (b) The experiment setup for gamma curve calibration.

After learning the principle of two-beam interference, we need to determine the parameter of each
lens to observe the interference pattern and get the gamma curve. As shown in Figure 5.5, the distance
between the first and the second order fringe ∆y will satisfy 2 ∗ ∆y ∗ sinθ = λ. If θ is a small value,
∆y can be calculated as ∆y = λ∗L

d . According to the size of the SLM and the incident Gaussian beam,
the distance between two beams is selected as 7mm, and the focal length of the lens is 250mm. In
this condition, ∆y is 55.36µm. In gamma curve measurement, the movement of fringes versus phase
change should be observed, which places higher demands on the system’s resolution. Since we only
care about the intensity of the interference pattern and the magnification should be large, the one-lens
imaging system is chosen for the gamma curve observation. As shown in Figure 5.4, we use an infrared



5.2. Gamma curve calibration 38

Figure 5.5: The principle of two beams interference.

objective lens (focal length: 16mm) to form a one-lens imaging system. The magnification system is
based on the lens equation:

1

s0
+

1

si
=

1

f
(5.1)

where s0 and si are the distance to the focal plane and the camera as shown in Figure 5.4. The mag-
nification is defined as M = − si

s0
and selected as -16. Correspondingly, s0 = 17mm and si = 272mm.

Then, the gamma curve can be derived from the movement of the interference pattern during the
change of the phase delay. This operation can be conducted using the software ”PhaseCam” provided
by HOLOEYE. PhaseCam can change the grey level in the SLM and record interference patterns from
the camera to generate the gamma curve automatically. The gamma curve data is exported with a se-
quence file and imported to the SLM with a COM cable. The sequence file can change the look-up table
of SLM and alter the voltage responding to different grey levels.[56] However, the application program-
ming interface of the infrared camera is so old that the PhaseCam can not detect it. Moreover, the COM
cable that connected SLM to the computer is missing. Though it is hard to calibrate SLM with existing
setups, an attempt was made to measure the gamma curve, and the curve will be checked qualitatively.

As shown in Figure 5.6, the interference pattern is recorded as the grey level in two regions of SLM
changes. Then, we slice the center part (green block) of each interference pattern and combine them
as the image shown in the right part of Figure 5.6. It can be seen from the combined figure that the
environmental vibration disturbs the interference pattern, which is shown as the horizontal fringes. The
image is binarized to fit the gamma curve, and the edge is fitted by a 4th-degree polynomial, which is
the pink dot line in the bottom-right image in Figure 5.6. The y-axis of the image represents the phase
change, and the x-axis is the grey level change in the SLM.

5.2.2. Gamma curve result analysis
According to the right image of Figure 5.6, the zeroth-order fringe moves to the position of the first-order
fringe as the grey level difference changes from 0 to 255. That means when the phase depth is close to
2π. Figure 5.7(a) shows the measured and ideal gamma curves. Figure 5.7(b) shows a look-up table
from phase to grey level to linearize the gamma curve. The SLM phase distribution calculated from the
beam-shaping algorithm can find the proper grey level that should be transferred to the SLM.

After the calibration, the beam-shaping system is aligned as Figure 5.1 to check the calibration re-
sult. A 1.5mm square pattern and a TU pattern are selected as the target. The beam-shaping result
before and after the gamma curve correction is shown in Figure 5.8. It can be seen that the pattern after
calibration has a bright point in the center of the image. This unsatisfactory result could be due to mea-
surement errors and interpolation problems. The environmental vibration is severe in the experiment,
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Figure 5.6: Generation of Gamma curve

Figure 5.7: (a) Theoretical and measured gamma-curves; (b) The look-up table for phase display.

which makes the measured gamma curve inaccurate. The compensated grey level in Figure 5.7(b)
intends to redistribute the grey level to the middle value, and the bright point in the center shows that
this redistribution puts more pixels in the same voltage value, and generates extra uniform phase dis-
tribution in the SLM. To calibrate the gamma curve more accurately, a new infrared camera that could
align with PhaseCam is required for gamma curve measurement, the SLM’s COM cable is needed
to change the look-up table in the SLM, and an optical table with stronger vibration isolation ability is
required to eliminate the horizontal fringes.

5.3. Beam shaping result and aberration analysis
In this section, the result of beam-shaping will be assessed. Then, the reasons for aberration will be an-
alyzed. From the laser source to the infrared camera, the aberration can be attributed to the imperfect
incident beam from the laser source, the absence of gamma curve calibration, alignment aberration of
the 2-f and 4-f systems, and the old infrared camera.

5.3.1. Beam-shaping result
The experiment result for beam-shaping to a square top-hat beam with the size of 1.5mm is assessed
in this section. The reason for choosing this simple pattern is that some aberrations can be estimated
from the intensity distribution. To eliminate the zeroth order, the square pattern is shifted by a horizontal
blazed grating with the period of 216µm, corresponding to 27 pixels in the SLM. And the zeroth order
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Figure 5.8: Measured beam-shaping result. (a) Square top-hat beam without gamma curve calibration; (b) Square top-hat
beam with gamma curve calibration; (c) TU pattern without calibration; (d) TU pattern with calibration.

pattern is blocked, which is the zero intensity region in the left part of Figure 5.9(a). Figure 5.9(b) shows
a cross-section of the intensity distribution. The RMSE of the square pattern is 0.2151. Although no
vortex exists in the square pattern, the intensity oscillates due to the aberration. What makes things
worse is that the intensity oscillation appears random, making it difficult to estimate the source of the
aberration.

Figure 5.9: (a) Measured intensity distribution of beam-shaping form Gaussian beam to top-head square pattern; (b) A lateral
slice of the intensity distribution in the middle of (a).

5.3.2. Characterization of incident light
According to the collimator manual, the intensity distribution of the incident light is a Gaussian beam
with a diameter of 7mm. However, the measured intensity of the incident beam is not perfect, as shown
in Figure 5.10. Since the camera has a large noise error, a Gaussian filter is applied to eliminate the
intensity oscillation. Moreover, the camera still outputs a constant intensity value in the dark area. This
constant value is subtracted across the entire camera plane.

In order to estimate the impact of the imperfect incident beam on the beam shaping results, we apply
the SLM phase distribution for the ideal Gaussian beam to the square top-hat beam and substitute the
intensity distribution in the SLM with the measured intensity. The result is shown in Figure 5.11. It can
be seen that the concentration of light intensity at the edge is consistent with Figure 5.9.
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Figure 5.10: Comparison of the measured intensity distribution, measured intensity after Gaussian filter, and ideal Gaussian
beam from the manual.

Figure 5.11: The simulated top view, lateral slice, and surface image of the beam-shaping with aberrated incident beam.

5.3.3. Aberration in SLM
According to Section 5.2, the gamma curve has not been calibrated accurately due to the absence of
necessary setups. In this section, we test the influence of the deviated gamma curve on the beam-
shaping result. As shown in Figure 5.8, the measured gamma curve can generate the saturation point
in the center. Assuming the curve trend is correct, we could create a gamma curve γnew with a minor
deviation from the ideal curve:

γnew = γi + β ∗ (γm − γi) (5.2)

where γi is the ideal gamma curve, γm is the measured gamma curve, and β is a constant parameter.
When β is chosen as 1, γnew = γm and a saturation point is generated. By setting β to a small number,
we could get a γnew closed to γi. Taking β = 0.2 as an example, the beam-shaping result is shown in
Figure 5.12. The brighter region in the center of the square is consistent with the beam-shaping result
in Figure 5.8.

Figure 5.12: The simulated beam-shaping result with a slightly deviated gamma curve.

Another aberration introduced by SLM is the wavefront error due to the fabrication aberration of the
back panel. Commonly, this aberration should be measured by an interferometer before the experi-
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ment. In this thesis, the wavefront error is checked together with the wavefront error caused by the
optics components alignment in the next section. Other aberrations, such as pixel crosstalk and the
internal Fabry-Perot cavity[57], are beyond the scope of this thesis.

5.3.4. Aberration in optics alignment
The optics components alignment after the SLM could introduce another aberration, which is shown
in the bottom part of Figure 5.1(b). To eliminate the alignment aberration, the components are aligned
in a cage system. According to Equation 4.24 and magnification of the 4-f system, the first order of
the point spread function on the camera plane has the size of 84.02µm × 149.35µm, corresponding
to 3x5 pixel size, which is hard to estimate aberration from the point spread function image. Another
calibration method is to build a Shack-Hartmann wavefront sensor based on SLM. [58] From our setup,
the positions of the error point array and the reference point array are quite close, which shows that
the optical system has no serious alignment aberration. Compared to the aberration introduced by the
gamma curve and incident light characterization, the aberration introduced by the alignment can be
neglected.

5.3.5. Aberration from camera
In order to have a more intuitive understanding of the camera aberration. A large top-hat square pattern
that can fully cover the camera sensor is generated by the geometrical beam-shaping method. The
image from the camera is shown in Figure5.13. The bright point in the center of the image is the zeroth
order, which is unmodulated light from the SLM. In Figure5.13(a), the top-hat pattern is in the middle of
the focal plane. In Figure5.13(b), the pattern is shifted by superpositioning a blazed grating. Then, the
zeroth order can be blocked by the aperture. Several aberrations can be seen from the figure: there
are a lot of bad pixels in the red dotted box; the fringes in the green dash frame do not move with the
pattern, which means it is generated by the gain deviation of the camera; there are saturated pixels in
the blue frame. The camera is in bad condition. Furthermore, it can not interface with PhaseCam and
is difficult to control with programming tools, such as Matlab.

Figure 5.13: Aberrated output from the infrared camera.

5.3.6. Conclusion
In conclusion, the bad condition of the infrared camera is the main reason for the unsatisfactory beam-
shaping experiment results. According to simulation results in Section 5.3.2 and 5.3.3, it can be esti-
mated that the aberration mainly comes from the lack of light source characterization and gamma curve
calibration. To improve the result, the measured intensity distribution could be set as the object inten-
sity in the beam-shaping algorithm. A spatial filter, such as Thorlab KT311/M, can also be aligned after
the collimator to convert the aberrated beam into a finer Gaussian beam. The gamma curve should be
calibrated in a vibration-isolated table, and the infrared camera with standard USB webcams would be
appreciated.
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Conclusion and outlook

6.1. Conclusion
This thesis proposes an enhanced LLDT method based on beam-shaping technology. This method
can provide beams with arbitrary intensity distribution for LLDT research and potentially improve the
stability of die transfer.

Based on LLDT’s design constricts, a comprehensive literature survey on related fields is conducted.
The survey suggests the optimal donor substrate configuration with DRL and finds that the laser in-
tensity distribution potentially influences the micro-LED transfer dynamics. Therefore, multiple beam-
shaping technologies are assessed, and SLM beam-shaping with far-field alignment is proved to be
the most suitable.

Based on the configuration of the LLDT and beam-shaping system, the feasibility of the enhanced
LLDT system is investigated by heat transfer modules in COMSOL. The simulation finds that the max-
imum intensity of the laser could be higher than the simplified model of other articles. The feasibility
of using a nano-second laser to generate a short-term specific temperature field in the metal film to
control the nucleation position of cavitation bubbles has been confirmed.

Then, the far-field beam-shaping principle is introduced in physical and signal fields. The analytical
beam-shaping algorithm based on the stationary phase and the numerical algorithm based on iterative
Fourier transform are introduced. The AF algorithm is selected due to its low RMSE and high efficiency.
The RMSE of the theoretical beam-shaping result has been eliminated to 1.32%.

Finally, a test setup for beam-shaping is built to verify the algorithm’s result. Due to the bad con-
dition of the infrared camera and the absence of a COM cable, the gamma curve of the spatial light
modulator can only be measured roughly. The experiment result has a RMSE of 21.51%. The causes
of aberration are analyzed, and suggestions for improvement are proposed.

6.2. Outlook
As early-stage research on laser-induced liquid chip transfer of the X.AL project, many aspects need
to be studied further.

6.2.1. Heat conduction of metal film
According to Section 3.1, nearly 30% of laser energy is lost due to the reflectance. What makes things
worse is that infrared light’s reflectance loss is larger. So, a methodology to reduce reflection loss
needs to be proposed. The choice of metal, wavelength, polarization, and incidence angle should be
assessed to reduce the reflectance.
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In Section 3.2, we find the energy threshold of the laser can be larger than the threshold calculated
by the lumped and isolated model. This result needs to be verified by experiment. The difficulty is in
building a setup that outputs laser with specific intensity.

A more accurate method for heat transfer simulation that considers vapor expansion and fluid dy-
namics should be introduced. More sophisticated simulations can predict bubble interaction and jetting
performance, helping find the optimal pattern for chip transfer. This multi-physics simulation could be
complex because of the highly coupled physics fields. Judging from the current literature, no one has
accurately simulated a similar process. A new finite element analysis method needs to be proposed.

6.2.2. Beam-shaping algorithm and experiment
The beam-shaping algorithm introduced in Chapter 4 shows excellent performance in RMSE, energy
efficiency, and robustness to different targets. According to the results in Chapter 5, the main issue is
to eliminate the aberration of the setup. Here are some suggestions for the future experiment:

1. An infrared camera with a higher resolution is needed to measure the intensity distribution of the
incident light. To use PhaseCam software, which is important in gamma curve calibration, infrared
cameras with standard USB webcams that could be automatically recognized by Windows are
preferred. For more information, please read PhaseCam’s manual.

2. To eliminate the aberration introduced by incident light. Apply a spatial filter to the laser source for
a clean Gaussian beam. Or substitute the amplitude distribution in the beam-shaping algorithm
with the measured result.

3. Calibrate gamma curve with HOLOEYE software PhaseCam. A cable connecting the configura-
tion interface of the SLM to the computer is needed to input the calibration data to the SLM. This
cable needs to be included. Please contact HOLOEYE for a new one.

4. The aberration of optics alignment should be checked with the method of the Shack-Hartmann
sensor.

5. After characterization of incident light and calibration of the gamma curve, a better result can be
obtained. The aberration elimination based on IFTA and camera feedback can be used to obtain
excellent experiment results. [51]

6.2.3. The experiment setup for LLDT
A setup that integrates the high-power IR laser source, the beam-shaping system, and the time-resolved
imaging system should be built to test the beam-shaping influence on chip transfer. The optics design
based on the high-power IR laser source in the lab is shown in Figure 6.1.

Figure 6.1: Schematic diagram of the integrated system
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The pulse laser is shown as the red light, which goes the same optics path as the path in Chapter
5. The power threshold needs to be checked carefully to avoid ablating the SLM. The result of beam
shaping is monitored by the reflected light from the donor substrate, which is the green light in Figure
6.1. The yellow light at the bottom is the time-resolved system that observes the chip transfer dynamics.
This system needs more advanced optical alignment skills. Furthermore, the trigger times of the laser
pulse and the flash lamp should be set carefully. The optics path of the pulse laser and the monitor
light based on the laser source in the Photoacoustic lab have been designed. The SolidWorks model
is shown in Figure 6.2. I hope this design will be helpful for future research.

Figure 6.2: SolidWorks model of the integrated system. The purple region is the place occupied by other researchers.
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A
Diffraction theory

The explanation of the optics phenomenon can be jointly explained by Maxwell’s electromagnetic the-
ory and quantum theory, which is known as the wave-particle duality. In this section, we focus on
electromagnetic theory to explore field propagation and derive the field change after the 2-f and 4-f
system.

A.1. Helmholtz equation
The fundamental of Maxwell’s electromagnetic theory is Maxwell’s equations. In the case that light
propagates in the media without free charges, Maxwell’s equation can be written as:

∇× H = ϵ∂E/∂t
∇× E = −µ∂H/∂t
∇ · µH = 0

∇ · ϵE = 0

(A.1)

where r is the position vector, H is the magnetic field, E is the electric field, ϵ is the permittivity, and
µ is the permeability. In this thesis, we mainly care about the propagation within the media which
is linear, nonmagnetic, isotropic, nondispersive, and homogeneous. In other words, permittivity and
permeability are constant.[49] In this case, the wave equation can be derived by taking curl to both
sides of Faraday’s law:

∇×∇× E = ∇× (−µ
∂H
∂t

)

∇(∇ · E)−∇2E = − ∂

∂t
(ϵµ

∂E
∂t

)

∇2E = ϵµ
∂2E
∂t2

(A.2)

The wave velocity can be expressed as v = 1√
ϵµ = c

n . c is the light speed in the vacuum and n is
the refractive index. The vector equation can be broken down into a scalar equation in this constant
condition. All components of Equation A.2 satisfy the scalar equation:

∇2u = ϵµ
∂2u

∂t2
(A.3)

The derivation above restricts several properties of media. In this thesis, most of the situations are
light propagating in constant media (air) with boundary conditions(aperture). The boundary conditions
will introduce coupling between electric and magnetic fields. Since the coupling region only exists near
the boundary, the coupling aberration can be neglected when the aperture has a much larger scale
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than the wavelength.

In this thesis, the light source is laser so we only consider the case of monochromatic light. The
solution of Equation A.3 can be derived as:[49]

u(r, t) = A(r)cos(2πυt− φ(r))
= R{A(r)eiφ(r) · e−i2πυt}

(A.4)

where A and φ are the amplitude and phase of the wave, υ is the frequency of light. For simplification,
the spatial function A(r)ejφ(r) can be expressed as U(r). Substitute u in Equation A.3 with Equation
A.4 will eliminate the temporal term and get Helmholtz equation:

∇2U(r) + n2

c2
(2πυ)2U(r) = 0

∇2U(r) + k2U(r) = 0
(A.5)

where k = 2πυ
c/n is defined as wavenumber. The light propagation should satisfy the Helmholtz equation.

A.2. Angular spectrum method
In optical imaging, we are interested in the propagation of wavefields. A typical wavefield imaging prob-
lem is to calculate U(xi, yi, z) from U(x0, y0, 0), which is shown in figureA.1.

Figure A.1: Schematic diagram of diffraction.[59]

Based on the Helmholtz equation, the field propagation can be calculated by the angular spectrum
method. Field U(x0, y0, 0) and U(xi, yi, z) can be expressed as the inverse Fourier transform of their
angular spectrum:

U(x0, y0, 0) =

∫∫ ∞

−∞
U(fx0 , fy0 , 0)e

i2π(x0fx0+y0fy0 ) dfx0 dfy0

U(xi, yi, z) =

∫∫ ∞

−∞
U(fxi , fyi , z)e

i2π(xifxi+yifyi ) dfxi dfyi

(A.6)

Substitute the field in the scalar Helmholtz equation in the z direction with U(xi, yi, z).
∫∫ ∞

−∞
[
∂2U(fxi , fyi , z)e

i2π(xifxi+yifyi )

∂2z
+ k2zU(fxi , fyi , z)e

i2π(xifxi+yifyi )] dfxi dfyi = 0 (A.7)

With the fact that the integral is zero when the integrant is zero, a solution to the equation above can
be written as:

∂2U(fxi , fyi , z)

∂2z
+ (2π)2(

1

λ2
− f2

xi
− f2

yi
)U(fxi , fyi , z) = 0 (A.8)
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By solving this differential equation for angular spectrum, we get the general solution:

U(fxi , fyi , z) = U(fx0 , fy0 , 0)e
±iz2π

√
1
λ2 −f2

xi
−f2

yi (A.9)

Equation A.9 shows the relationship between the spectrum of U(x0, y0, 0) and U(xi, yi, z). However,
the relationship between U(x0, y0, 0) and U(xi, yi, z) is still hard to express. Another solution to the
Helmholtz equation will be explained next.

A.3. Rayleigh-Sommerfeld integral with different approximations
The wave propagation problem can be calculated by Kirchhoff and Rayleigh-Sommerfeld theory.[49]
For simplification, we just talk about the case that the propagation distance is much larger than the
wavelength. The relationship can be expressed as Huygens-Fresnel principle:

U(xi, yi, z) =
1

iλ

∫∫
U(x0, y0, 0)

eikL

L
cosθdx0dy0 (A.10)

where L = |ri − r0| =
√
(xi − x0)2 + (yi − y0)2 + z2 is the distance between two points in two planes,

θ = L
z is the angle between ri − r0 and z axis, which is shown in Figure A.1. It can be seen as the

integral of the product of the spherical wave and obliquity factor of each point in plane z = 0.

Equation A.10 is still hard to calculate. Several simplifications are applied. With the paraxial ap-
proximation, the obliquity factor cosθ can be seen as 1 and z ≈ L. Since z >> |xi − x0|or|yi − y0|, the
approximation based on Taylor expansion

√
1 + x = 1 + 1

2x− 1
8x

2 + ... can be applied to L:

L = z

√
1 + (

xi − x0

z
)2 + (

yi − y0
z

)2 ≈ z[1 +
1

2
(
xi − x0

z
)2 +

1

2
(
yi − y0

z
)2] (A.11)

Substitute L with z in the denominator of the spherical wave and decompose L in the phase factor.
Equation A.10 can be written as:

U(xi, yi, z) =
1

iλ

∫∫
U(x0, y0, 0)

eikz[1+
1
2 (

xi−x0
z )2+ 1

2 (
yi−y0

z )2]

z
dx0 dy0 (A.12)

Move terms from the integral that are independent of x0 and y0, we can get an important equation:
Fresnel diffraction integral.

U(xi, yi, z) =
eikz

iλz
ei

k
2z (x

2
i+y2

i )

∫∫
U(x0, y0, 0)e

i k
2z (x

2
0+y2

0)e{−i k
z [xix0+yiy0]} dx0 dy0 (A.13)

Since wavenumber is always a large number, the accuracy of this approximation mainly depends
on the phase factor. The higher-order term k 1

8z3 [(xi − x0)2 + (yi − y0)2]2 should be smaller than 1rad.

z3 >>
π

4λ
[(xi − x0)

2 + (yi − y0)
2]2max (A.14)

This restriction is always considered too strict. The large higher-order term will change the phase fac-
tor but may not influence the result Fresnel diffraction integral. It turns out that the Fresnel diffraction
integral has an accurate result even at a distance that is quite close to the aperture.[49]

In the Fresnel diffraction region, a stronger approximation can be applied to get a simpler integral.
If ei k

2z (x
2
0+y2

0) ≈ 1, the Fresnel diffraction integral can transfer to the Fraunhofer diffraction integral.

U(xi, yi, z) =
eikz

iλz
ei

k
2z (x

2
i+y2

i )

∫∫
U(x0, y0, 0)e

{−i 2π
zλ [xix0+yiy0]} dx0 dy0 (A.15)
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This integral can be seen as the Fourier transform of U(x0, y0, 0). The frequency is evaluated as:

fX =
xi

zλ

fY =
yi
zλ

(A.16)

This approximation has a stricter constriction, which is always a far distance in optical wavelength.

z >>
π(x2

0 + y20)max

4λ
(A.17)


