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Abstract
The objective of this report is to establish and
present a machine learning model that effectively
translates affect representation from emotional at-
tributes such as arousal (passive versus active) and
valence (negative versus positive) to dominance
(weak versus strong). In the pursuit of this goal,
various research questions are addressed. The pa-
per outlines the process of dataset selection, ensur-
ing appropriateness for the problem at hand. Subse-
quently, a comprehensive investigation into suitable
evaluation methods for the developed model is con-
ducted, providing well-reasoned justifications for
the chosen approach. An additional research ques-
tion focuses on assessing different machine learn-
ing approaches to determine the optimal performer.
The motivation behind this translation lies in the
recognition of the interdependence between these
affect attributes, supported by both theoretical un-
derpinnings and practical evidence. This contrasts
with previous studies that have treated these dimen-
sions as independent descriptors for representing
emotions.

1 Introduction
In contemporary times, affective analysis, a field that delves
into the study of emotions and their impact, has gained sig-
nificant relevance. In particular, video-based content has
emerged as the foremost means of experiencing entertain-
ment, catching up with major news, and media articles via
platforms such as movies and YouTube1. With the potential
to evoke emotions, it has caught the attention of scientists
from various research fields such as psychology, sociology,
neuroscience, and computer science, who are attempting to
develop models to evaluate and measure emotions[21] during
video content exposure.

This task however proves to be quite demanding as emo-
tions are highly multi-dimensional and expressed differently
by various individuals. This leads to researchers with con-
trasting fields of study finding it exceptionally difficult to ex-
change and reuse each others’ work and papers as agreeing
upon the way emotions are represented and measured could
be onerous.

The study of video affective content analysis has thus
gained traction and significant importance due to the increas-
ing use of videos in everyday life[8]. With the growing avail-
ability of video content via social media, news outlets, etc.
and the increasing importance of understanding emotions on
a deeper level and more intelligently in diverse fields, such
as marketing[1] and entertainment[6], researchers especially
in computer science fields are under increasing pressure to
develop reliable and effective methods,models and databases
with appropriate multiple affect representations. These meth-
ods need to be robust enough to account for the variability
in emotional expression and understandings across different
individuals, cultures, and contexts.

1https://www.youtube.com/

As a result from these demands a lot of related work has
already been done in the field of video affective content
analysis[24] also in music[9] and image[25]. The aim of this
report is more about translating between different affect rep-
resentations unlike the work listed above which focuses more
on collecting affect data from participants using some of the
following techniques: SAM(Self-Assessment Manikin)[4] or
the AffectButton[5]. In this paper a very methodological way
of researching and collecting appropriate datasets for the is-
sue at hand, some with more than one affect representation for
the same video by the same person. After the gathering some
machine learning models were developed and then evaluated
using comparison between mean squared errors (MSE)[12]
and R-Squared[10] scores. Then another question which
needs answers is how can we generalize the translation mod-
els to other unseen datasets and also what is the feasibility of
this issue. And at the end, a best performer out of the models
would be picked and analyzed. Due to some difficulty finding
satisfactory large dataset with multiple affect representations
we decided to tackle a more niche problem whether there is
correlation between pleasure,arousal and dominance.

This particular question of dependence in this 3D affect
representation has already been tackled as you will be pre-
sented in the related work section (See section 2) this paper
aims to go further into that question while also observing the
intercorrelation between each of the emotion representations.
Our goal is to develop the machine learning models, optimize
them, evaluate them and remark what the results achieved
mean for the problem at hand and also discuss what does this
mean for further papers and experiments which use PAD[2]
as their affect representation.

Overall, the study of video affective content analysis is an
area of growing importance that requires collaboration and
coordination across multiple disciplines to develop effective
models for evaluating and measuring emotions during video
content exposure. Therefore any development done in that
direction is of help and will benefit the future work done in
that field of study.

2 Related work
Previous studies have shown dependencies between arousal
and dominance[20; 19; 13].

Russell et al. (1977) argues for showing that pleasure,
arousal and dominance are all sufficient and necessary to de-
scribe emotions unlike some beliefs that dominance because
of being newer dimension is not as important.It conducts two
studies and they both show in different ways that not only are
the 3 dimensions important equally but also spots some inter-
correlations in them which accounts for variance in scores.For
example an intercorrelation of .40 for pleasure and domi-
nance,.15 for arousal and dominance. The paper also defends
the use of dominance because despite the fact that there is
correlation and one could argue that it can be done without
the dominance there are examples of some emotions needing
the dominance dimension to be assessed accurately such as
distinguishing angry from anxious, alert from surprised and
relaxed from protected.

Another study conducted by Russell et al. (1978) also

https://www.youtube.com/


consists of several experiments which strengthen his research
conclusion in the forementioned article with some similar in-
tercorrelations and reliability of the dimensions examined.

These observations suggest that there is a realistic need
and possibility of a solution which uses valence and arousal
to predict dominance values. This is even more appeal-
ing considering the fact that some other affect representation
schemes such as discrete categories of emotions like hap-
piness, anger and sadness or PANAS(Positive and Negative
Affect Schedule)[23] have major drawbacks.For example the
using discrete emotions has negative effect when needed to
scale and might not always be consistent across different peo-
ple and stimuli but using the 3D representation of PAD[2] ac-
counts for the same amount of variability despite the widely
different stimuli used [13].Extending the number of classes
leads to sparseness and unbalance in the distribution of emo-
tional classes.For those reason using few emotional attributes
is highly appealing.

Another paper tackles an issue very similar to this one[16].
In this article we S.Parthhasarathy and C.Busso show that
there are interrelations between the 3 dimensions and de-
velop a multi-task learning (MTL) framework implemented
with deep neural networks (DNN) with shared hidden layers.
Their model using MTL jointly predicts arousal, valence and
dominance by setting a target emotional attribute considered
as primary task and treating the others as secondary tasks.

The contribution this paper aims to provide is further ex-
plore the possibility and reliability of translating valence and
arousal emotional dimensions to dominance. Relying on the
previously discussed correlation between the emotional cate-
gories a various number of machine learning models are im-
plemented from simple linear regression to tree regressors
and their performance is compared to each other and to a
dummy regressor which should provide concrete and further
evidence to whether such dependences exist.

3 Methodology and Problem Description
In this section the reader will be presented with the method-
ology of our work and then a formal problem description.

3.1 Methodology
This subsection outlines the exploration procedure employed
to explore automatic translation between affect representation
schemes in videotape affective content analysis and address
the exploration questions. The methodology encompasses
data collection, evaluation procedure, dataset analysis, ma-
chine literacy approaches, performance evaluation, and lim-
itations. All of these steps in development were treated as
sub-research questions.

For data collection, a methodical approach was taken. A
comprehensive literature review was conducted, consulting
academic databases and repositories. A plethora of datasets
were found a lot of them only using one affect representa-
tion in the following article[3] such as LIRIS-ACCEDE, HU-
MAINE, EMDB etc. some also used physiological emotion
depiction but that is of no use for our goal. Another set of
datasets was found such as FilmStim and CP-QAE-I but the
first one lacks in size and for the second no EULA’s or PDF’s

were found. And since the named datasets were needed to be
applicable to videotape affective content analysis and no ap-
propriate ones were identified the research question at hand
was altered to examining the dependence of dominance on
arousal and valence in the 3D PAD representation.

After settling on using the Mementos dataset[7] dataset we
moved onto the second step of pre-processing the data and
then developing various ML models. To ensure that there was
no bias while training the model the data was split in train and
test sets while guaranteeing that there were no entries by the
same person or the same movie in both sets. This assures that
the machine learning models would meet only unique entries
while predicting on the test set. Then the problem of evalu-
ating the performance of these models was tackled by testing
a few approaches and choosing the the best measures: MSE
and R-Squared. MSE was chosen to keep track of how much
better the current model is in predicting closer to the correct
value of dominance. The more important score and the one
we focused more on while deciding how good a model is is
R-Squared since it is a statistical measure used to assess the
goodness of fit of a regression model. It provides an indica-
tion of how well the dependent variable is explained by the in-
dependent variables in the model. Together with these scores
a number of graphs such as QQ Plot[15] have been generated
to better visualize the results which we obtained.

To insure reproducibility and validity, a detailed experi-
mental setup will be handed. This included information on
tackle, software, hyperparameters, and any preprocessing was
applied to the datasets. The performance of the machine
learning approaches was estimated using the named crite-
ria . Statistical and qualitative analysis were performed to
compare the models’ performance and gain perceptivity into
their strengths and limitations. Ethical considerations were
taken into account throughout the exploration process, in-
cluding proper citation, acknowledgments, and warrants for
the datasets used.

After observing the performance some other machine
learning algorithms were implemented such as decision trees
and a simple neural network. The exploration methodol-
ogy acknowledges limitations similar as implicit impulses in
dataset selection and constraints in the evaluation procedure.
The impact of these limitations on the validity and general-
izability of the findings was precisely considered. In con-
clusion, the exploration methodology employed a method-
ical approach for data collection, a valid evaluation proce-
dure, dataset analysis, disquisition of machine literacy ap-
proaches, detailed experimental setup, comprehensive perfor-
mance evaluation, ethical considerations, and acknowledg-
ment of limitations. The methodology aligns with established
practices and aims to effectively address the exploration ques-
tions.

3.2 Problem description
Automatic emotion recognition systems can be categorized
into two main tasks within the research domain. The first task
involves the identification and classification of discrete cate-
gories of emotions, encompassing emotions like happiness,
anger, and sadness, among others. The second task involves
the prediction of values associated with emotional attributes,



Figure 1: Distribution of Dominance Values in the original data in
Mementos.

including arousal, valence, and dominance. The challenge
of classifying emotions lies in the intricate nature of human
interaction, as acknowledged in the study on human interac-
tion conducted[14]. This complexity makes it difficult to cat-
egorize emotions into a limited number of distinct classes.
Moreover, expanding the number of classes to accommodate
a wider range of emotions leads to issues of sparseness and
imbalance in the distribution of emotional classes. Conse-
quently, the utilization of a reduced set of emotional attributes
appears highly advantageous. In order to predict the val-
ues of emotional attributes, many systems rely on machine
learning algorithms that are trained using signals from one
or more modalities. These modalities typically encompass
acoustic, facial, and physiological signals, such as electro-
cardiograph (ECG) and electroencephalogram (EEG), as evi-
denced in studies[18; 22].

Given the disadvantages with systems trained using cate-
gorical affect representation this has sparked our interest in
further researching the dependence in the 3D PAD space and
also the importance of dominance in evaluating emotions.

3.3 Dataset selection
In the search for dataset as previously stated we found some
with multiple affect representations but they were not satis-
factory in size so we decided to aim for ones that use 3D PAD
representation. A multimodal corpus called Mementos fit our
requirements so we used it to computationally describe how
affect and memory are processed in response to video input.
It includes 1995 unique replies from 297 individual viewers
who responded to 42 different music video portions. It was
gathered online through crowdsourcing. The dataset contains
the three dimensions pleasure, arousal and dominance stored
as continuous values in the range of [-1,1] (Figure 1) repre-
senting viewers’ rating for the emotional experience that the
presented video stimulus elicited in them.

In addition to 2012 minutes of webcam recordings of their
upper-body behavior and self-reports of their emotional ex-
perience, it also includes in-depth explanations of the in-

cidence and content of 989 individual memories that were
brought on by the video content. The dataset also includes
viewer-specific self-report measures of individual differences
in participants’ backgrounds and circumstances (Demograph-
ics, Personality, and Mood), which makes it easier to explore
key contextual elements in research that builds on it and this
helps building the model for this study.

Another dataset found with the desired affect representa-
tion is the DEAP[11] dataset. In it the ratings from an on-
line self-assessment where 120 one-minute extracts of music
videos were each rated by 14-16 volunteers based on arousal,
valence and dominance are recorded and the participant rat-
ings, physiological recordings and face video of an experi-
ment where 32 volunteers watched a subset of 40 of the above
music videos. EEG and physiological signals were recorded
and each participant also rated the videos as above. For 22
participants frontal face video was also recorded.

3.4 Machine learning models
Algorithms and packages used in the development:

• Scikit-learn(1.0.2.)[17]:
– Linear Regression - fits a linear model with coeffi-

cients w = (w1, . . . , wp) to minimize the residual
sum of squares between the observed targets in the
dataset, and the targets predicted by the linear ap-
proximation.

– Neural Network - A sequential model is created us-
ing the Sequential class from the Keras library. The
model consists of three densely connected layers.
The first two layers have 64 units and use the ReLU
activation function, and a dropout layer is added af-
ter each of them to prevent overfitting. The final
output layer has a single unit with a linear activa-
tion function.

– GradientBoostingRegressor - This estimator builds
an additive model in a forward stage-wise fashion;
it allows for the optimization of arbitrary differen-
tiable loss functions. In each stage a regression tree
is fit on the negative gradient of the given loss func-
tion.

– Mean (control) - In a mean model, the predicted
value for every input sample is the mean value of
the target variable in the training data. This means
that regardless of the input features, the model pre-
dicts the same constant value for all samples.

– Median (control) - Similarly, in a median model,
the predicted value for every input sample is the
median value of the target variable in the training
data. Again, this means that the model predicts the
same constant value for all samples.

– Grid Search - Implements a “fit” and a “score”
method. It also implements “score samples”, “pre-
dict”, “predict proba”, “decision function”, “trans-
form” and “inverse transform” if they are imple-
mented in the estimator used. The parameters of
the estimator used to apply these methods are opti-
mized by cross-validated grid-search over a param-
eter grid.



Figure 2: Intercorrelation between Pleasure,Arousal,Dominance for
the Mementos dataset.

4 Experimental Setup and Results
Before starting with the modelling process a decision was
made to keep the data in the original continuous state and not
translate it to discrete since it is not the aim of this research
to achieve great accuracy which will be highly unlikely, but
to show that there is some interdependence between plea-
sure,arousal and dominance. So that way we keep the pre-
processing to a minimum since we only need to set the va-
lence and arousal labels as training set and the dominance as
the target.

It was already observed in the related work section that
intercorrelation between the dimensions is not unlikely and
the same was found in the mementos dataset(Figure 2) we
can see that there is intercorrelation between pleasure and
dominance with a rating of 0.28 and arousal and dominance
with a rating of 0.15. Which already display some better
correlation than what was observed by Russel al. 1977. So
we can expect better R-Squared results than what he was
able to achieve of 5%.

Setup One
The following models and results are done using a constant

random state = 0 to compare all results in one particular in-
stance of the dataset test/train split.

Before any models started to be developed a simple
mean/median approach was taken in order to obtain a mean
squared error(MSE) and R-Squared scores to which we can
compare the latter models and examine either the benefits or
the losses compared to this approach. Results can be seen
here in the following table (Table 1). As expected the R-
Square scores obtained are very close to 0 which means we
have a good baseline for MSE and looking if our model can
also obtain better accuracy in addition to improving the pro-
portion of the variance in dominance explained by pleasure
and arousal. This was also tackled so the feasibility question
could be answered. It would show whether our models are

Figure 3: Distribution of dominance values predicted using Linear
Regression

better than chance/proportional guessing and if the there is a
possibility of finding a solution to the problem of dependence
between the dimensions.

The first model that was implemented and tested was lin-
ear regression there the following results were achieved (Ta-
ble 1). By investigating both of these results it can be seen
that a simple model like linear regression already performs
slightly better than mean/median approach but still not great
in terms of accuracy. But where large improvement can be
observed is the R-Squared score of 0.106 which means that
even a straightforward linear regression model can be used to
show some dependence between the emotional dimensions.
Another valuable remark can be made when looking in the
distribution of dominance values predicted by the linear re-
gression (Figure 3) is that the values are only in the range [-
0.1,0.4] which shows us that the model is not complex enough
to capture the full range of variation in the data because of
the possibility that the relationship between the labels is non-
linear.

That is why the next model developed was Decision Tree
Regressor. Here a Grid Search was used so optimal hyperpa-
rameters would be achieved.The following results were gath-
ered from this model (Table 1) together with the best param-
eters found:

• Best Parameters: ’max depth’: 3, ’max features’: ’sqrt’,
’min samples leaf’: 2, min samples split’: 2

It can be seen that no benefits in terms of score were
achieved by the Decision Tree.

The next model implemented is Gradient Boosting Regres-
sor(GBR). Again Grid Search was used to achieve the best re-
sult possible (Table 1) together with tuned hyperparameters:

• Best Parameters: ’learning rate’: 0.1, ’max depth’: 3,
’n estimators’: 1000, ’random state’: 0, ’subsample’:
1.0

Here some sizeable gains can be seen in both measures.
Firstly, the MSE is down from the other two models by ap-
proximately 0.069 which is 22.5%. But the value which helps



Figure 4: Gradient Boosting Regressor QQ plot.

the aim of this research is the R-Squared value which indi-
cates that approximately 34.1% of the variance in the tar-
get (in our case dominance) can be explained by the inde-
pendent (shown in [20]) variables (in our case pleasure and
arousal). We have also generated a QQ Plot for the results of
this model (Figure 4) where we can clearly observe that points
fall roughly in a straight line, which indicates that the dataset
follows the theoretical distribution closely and also presents
more evidence of how the GBR captures the dependence of
our target label.

Table 1: MSE and R-Squared results for each model using ran-
dom state = 0.

Model MSE R-Squared

Mean/Median 0.36 -0.00
Linear Regression 0.305 0.106

Gradient Boosting Regressor 0.237 0.341
Decision Tree Regressor 0.306 0.102

Neural Network 0.32 0.114

We also developed a Neural Network and we observed
overfitting on the training data which indicates two things:
either the model is too complex or we have not enough data
to work with. First the NN was ran with Grid Search to find
optimal parameters and after noticing that the network was
achieving good MSE in later epochs but the model’s overall
MSE when tested on the test set was not good it was drawn
the conclusion that overfitting is happening so an early stop-
ping criteria was added to the model (Figure 5) which stops
training after not gain is achieved in a period of 10 epochs
and the model constantly stopped learning after 40-50 epochs
which shows that the NN is sufficiently trained on that time
but only can achieve R-Squared of 0.114 barely any better
that the other two models.

As expected none of the models can achieve even marginal
accuracy but that is not the aim of this research but it is to
simply show that there is some dependence between plea-

Figure 5: Training and Validation Loss Over Epochs.

Figure 6: Results for MSE and R-Squared achieved by the models.

sure,arousal and dominance which is partly achieved by the
Gradient Boosting Regressor. Also for better generalization
all results were plotted in Figure 6.

Setup Two
The following models and results are done using a random

repeated sampling for random state from 0 to 100 so we can
achieve robustness, reliability and sensitivity analysis.

For this data setup we observe more or less the same be-
haviour amongst the models. Since we have a larger set of
results here we can also look at best/worst values achieved
and do some statistical evaluation of how good or bad are the
models. For example in both Figure 7 and Figure 8 we can
observe the significantly better performing GBR model when
compared to Linear Regression and Decision Tree Regres-
sor but also these two models’ boost in performance when
brought up to the control models of the Mean/Median ap-
proach we discussed in the beginning of the section.

Another interesting statement that can be reached while
monitoring the best/worst (Tables 2 and 3) results from these
models are e.g. the best R-Squared score for Gradient Boost-
ing Regressor which is as high as 0.488 which is a witness to
how much of the variation in the dominance dimension can



Figure 7: Results for MSE and R-Squared achieved by the models.

Figure 8: Results for MSE and R-Squared achieved by the models.

be explained by valence and arousal variables which further
strengthens our stand that there is high dependence between
the emotion dimensions. Also another remarkable score is the
best MSE score for the same model which gets 0.173 showing
that not only it accounts the variance but also gets consider-
ably close to the true values of the dominance label.

Table 2: Best and Worst MSE results achieved by the models during
random repeated sampling.

Model Worst Best

Mean/Median 0.372 0.301
Linear Regression 0.348 0.266

Gradient Boosting Regressor 0.301 0.173
Decision Tree Regressor 0.357 0.266

5 Responsible Research
In translating the pleasure-arousal dimension to the domi-
nance dimension, we have taken a responsible and rigorous
approach to ensure accurate representation and meaningful
interpretation of the data. The process involved several key
steps:

• Understanding the original framework: We thoroughly
studied the work of Bakker et al. (2014) to gain a com-

Table 3: Best and Worst R-Squared results achieved by the models
during random repeated sampling.

Model Worst Best

Mean/Median -0.023 0.00
Linear Regression 0.038 0.142

Gradient Boosting Regressor 0.150 0.488
Decision Tree Regressor -0.001 0.180

prehensive understanding of the pleasure-arousal dimen-
sion and its relationship to dominance.[2]

• Conceptual alignment: We carefully examined the con-
ceptual and theoretical foundations of both dimensions
to identify any overlaps or distinctions. This step helped
us understand the underlying constructs and their nu-
ances.

• Statistical analysis: We conducted appropriate statis-
tical analyses to explore the relationship between the
pleasure-arousal and dominance dimensions. This in-
volved examining correlation coefficients, regression
models, or other relevant statistical techniques to iden-
tify any patterns or trends.

• Interpretation and validation: We critically analyzed the
findings and interpretations, ensuring that the translation
from pleasure-arousal to dominance was supported by
empirical evidence and consistent with established theo-
ries and frameworks.

• Dataset ethics: Our paper also heavily relies on ethical
aspects held by the researchers who performed the data
gathering for the datasets DEAP and Mementos. Ulti-
mately, the ethical aspects of creating a model using data
from different experiments revolve around respecting
participant autonomy, ensuring privacy and confiden-
tiality, addressing biases, and promoting transparency
and accountability throughout the research process. By
upholding these ethical principles, researchers can con-
tribute to the development of AI models that have a posi-
tive impact while safeguarding the rights and well-being
of individuals involved.

6 Discussion
Since we were unable to obtain a multiple affect representa-
tion dataset that met our specific requirements, we cannot de-
fend the usage of dominance as done by Russell et al. (1977),
where it was shown that certain emotions are challenging
to capture without the inclusion of dominance as a dimen-
sion. However, despite this limitation, our study makes a
general contribution by demonstrating a correlation between
the pleasure-arousal-dominance (PAD) dimensions and high-
lighting that pleasure and arousal can account for some of the
variance in the dominance field.

Although we acknowledge that a comprehensive under-
standing of affective states necessitates the inclusion of mul-
tiple dimensions, our findings suggest that there exists a sig-
nificant correlation between the PAD dimensions. This sug-
gests that pleasure and arousal, as captured by the available



datasets, can provide valuable insights into the dominance di-
mension. While it is important to recognize the limitations
of this approach, our study contributes to the broader under-
standing of affective psychology by showcasing the intercon-
nectedness between these dimensions.

7 Conclusions and Future Work
In this study, we addressed several sub-questions that aimed
to help in investigating the relationship between pleasure-
arousal (PA) and dominance (D) dimensions, as well as ex-
plore the availability of datasets with suitable representations
for this analysis. Based on our findings, we draw the follow-
ing conclusions.

First, the process of gathering datasets revealed that many
existing datasets predominantly provide two-dimensional or
three-dimensional representations. This highlights the need
for further research and dataset development that incorpo-
rate the multidimensional nature of affective states, includ-
ing PA and D. By expanding the availability of datasets with
richer representations, we can enhance our understanding of
the complex interplay between affective dimensions.

Specifically addressing the research question of the depen-
dence between PA and D, our analysis revealed a significant
relationship with a results mainly between 20% and 40% with
our observations reaching as high as 48.8%. This finding
is particularly noteworthy when compared to other relevant
studies in the field, as it contributes to the growing body of
evidence supporting the interdependence of affective dimen-
sions. However, it is important to note that further research is
required to explore the specific mechanisms underlying this
dependence and to validate the findings across diverse popu-
lations and contexts.

Moving forward, there are several areas for future work
that warrant attention. First, improvements in the translation
process from PA to D could be explored. While our study
provided a valuable initial investigation, refining the trans-
lation methodology may lead to more accurate and nuanced
representations of affective dimensions. Consideration of al-
ternative translation approaches and the incorporation of ad-
ditional dimensions could contribute to a more comprehen-
sive understanding of affective states.

Furthermore, the identified dependence between PA and D
holds potential implications across various domains. Future
research could focus on exploring the practical applications
of this relationship, such as in marketing, user experience de-
sign, or psychological interventions. Understanding how the
interplay between PA and D influences individuals’ emotional
experiences and behaviors can provide valuable insights for
developing tailored strategies and interventions.

In conclusion, this study sheds light on the dependence be-
tween pleasure-arousal and dominance dimensions, revealing
a significant relationship with implications for understanding
affective states. While further research is needed to refine
the translation process and investigate the underlying mecha-
nisms, our findings contribute to the growing body of knowl-
edge in affective psychology. We encourage future research
to build upon these findings and explore the diverse applica-
tions and potential benefits of understanding the dependence

between PA and D.
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