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1 Introduction

Interoperability solutions have long been a concern for the geospatial information com-
munity. According to the Open Geospatial Consortium (OGC), interoperability consists
of “software components operating reciprocally (working with each other) to overcome
tedious batch conversion tasks, import/export obstacles, and distributed resource access
barriers imposed by heterogeneous processing environments and heterogeneous data.”
(2019).

There are mainly three types of interoperability issues: syntactic, structural or schematic
and semantic. Syntactic interoperability issues are related to the exchange of data using
agreed-upon data formats – it deals with GIS file format translations and the definition
and use of geometric datatypes, for example. Structural issues, on the other hand, con-
cern the application of data models and schemes. In the geospatial domain this is related
to the use of different datums, map projections and coordinate systems. Finally, seman-
tic heterogeneity deals with ambiguously defined concepts – it considers the content and
meaning of data instances.

While it is possible to create converters and integrators that can solve differences in
data coding, topology and data formats across databases, this approach cannot be used
to resolve semantic issues. Semantic heterogeneity is especially challenging because it
relates to the meaning of words across different systems. And since organizations un-
derstand the meaning of concepts in different ways – depending on the domain or ap-
plication for which the data is primarily collected -, conflicts are most likely to occur.

Several approaches exist for semantic data integration, among which ontology-based
methods. Ontologies are used to represent a shared understanding of a certain domain
and consist of a set of concepts (mainly entities and attributes), definitions and rela-
tionships. Although ontologies can take up different forms, they will always include a
vocabulary with definitions of terms. Depending on the degree of formality used to cre-
ate the vocabularies, ontologies can be expressed in natural language, formally defined
languages or with theorems and proofs (Uschold and Gruninger, 1996). In the context
of information sciences, formal ontologies are mostly used as they give access to robust
computational tools (such as inferencing and reasoning engines).

The employment of formal ontology structures for online data integration has been
the subject of many studies and can be understood through the principles of the Web 3.0
– or Semantic Web. According to Berners-Lee et al. (2001), the Semantic Web extends the
current Web by giving data well-defined meaning in machine-understandable language.
One of the main goals of this vision is to enable systems to interpret the content of web
resources. With increasing volumes of data being made accessible through the web,
mechanisms and applications for search, retrieval and integration of this newly available
information must be developed.

Therefore, the World Wide Web Consortium (W3C) has created a set of tools to im-
plement the ideas of the Semantic Web. Some of the main technologies behind this idea
are the Resource Description Framework (RDF) 1, the Web Ontology Language (OWL)2

and the SPARQL query language 3. RDF provides the graph-based data model to de-

1https://www.w3.org/RDF
2https://www.w3.org/OWL
3https://www.w3.org/TR/sparql11-overview
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scribe all things on the Web. It allows structuring information about resources by using
statements containing a subject, predicate and object – also referred to as triples (see Fig-
ure 1. Although the knowledge contained in RDF triples can be used to define simple
relationships between concepts and resources, it is not rich enough to tackle semantic
heterogeneity. To this end, formal and machine-understandable ontologies can be lever-
aged. These can be expressed using OWL, a formal and standardized ontology language
based on description logics.

Figure 1: Representation of triple structure. Adapted from Žáček et al. (2015)

In The Netherlands as well as abroad there is a growing need for applications in-
volving cross-domain data – especially considering the emergence of several web-based
services in the context of open data developments. Therefore, the ideas behind the Se-
mantic Web are being used to promote and stimulate the use of data made available
through Spatial Data Infrastructures (SDIs) – this is referred to as ‘linked data’. Linked
data denotes the design principles used for the sharing of machine-readable and inter-
linked web data, and is summarized in four principles (Berners-Lee, 2019):

1. Use URIs to name (identify) things.

2. Use HTTP URIs so that these things can be looked up (interpreted, ”dereferenced”).

3. Provide useful information about what a name identifies when it’s looked up, us-
ing open standards such as RDF, SPARQL, etc.

4. Refer to other things using their HTTP URI-based names when publishing data on
the Web.

A recent survey conducted by the European Spatial Data Research (2018) showed linked
data to be one of the most important research items and key factors moving SDIs toward
the next generation. Thus, governments have been investing in linked data initiatives.
A recent example is the Data Integration Partnership for Australia (DIPA), which cre-
ated the ‘Location Spine’, a model for describing the links between objects from differ-
ent datasets (Car et al., 2019). In Europe, several other initiatives can be found as well.
The Italian Institute for Statistics and the Agency for Digital Italy have published pub-
lic administration information as linked data. The United Kingdom Ordnance Survey
has published three open data products as linked data – including the administrative
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geography for Great Britain. And in The Netherlands, ongoing efforts from the Dutch
Cadaster have led to the publication of several (geo)registries as linked data.

While publishing data online using formal ontology languages might be an important
first step towards semantic interoperability, it does not lead to linked data. For data to be
truly linked it does not suffice to publish it with linked data standards. It must also be
possible to establish connections between instances from different datasets when they
relate to the same real-world objects. Although progress has been made in this area (see
the overview of currently linked datasets from the Linked Open Data Cloud initiative,
in Figure 2), a lot can still be achieved. Therefore, the next section will give an overview
of ontology-based data integration frameworks.

Figure 2: Fragment of Linked Open Data Cloud showing connections between datasets
and ontologies. Adapted from The Linked Open Data Cloud (2019)

2 Background and related work

In the 1990s, the concept of ontologies was introduced into the field of geographic infor-
mation science (Winter, 2001, as cited in Sun et al., 2019a). In order to understand the
development and relationship between ontologies, Uschold (2000) classified them into
global and local. Global ontologies represent a common and shared agreement between
different groups or units and can be found at various levels of hierarchy – on the level
of an organization as well as a domain. Local ontologies are then characterized by the
fact that they have to be aligned to a global ontology, as they are not a primary source of
reference (Janowicz, 2012). Although the distinction between global and local ontologies
can be fluid, this classification will be used to understand research efforts in the devel-
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opment of geo-ontologies.

Although global ontologies can be found within organisations and at smaller scales,
the idea of creating one top-level or universally agreed upon ontology for the geo-
information community has attracted some interest from researchers. Kuhn (2003) re-
lates to this idea by introducing the concept of semantic reference systems. Similar to
how spatial reference systems enable integration of spatial data across systems, semantic
systems should allow integrating data cross heterogeneous semantics. A semantic refer-
ence system has a semantic reference frame and a semantic datum. The semantic datum
allows projecting data models to simpler representations and translating data from dif-
ferent models. The reference frame consists of a conceptualization of a certain universe
of discourse and can be formalized by using ontologies. To realize a semantic reference
frame (and ultimately the system), the first step would be to extract semantic primitives
and formalize their meaning. An experimental implementation of such a system was
realized in Baglatzi and Kuhn (2013) by creating an ontology for the land cover domain
based on the Conceptual Space Markup Language (CSML).

More recently, Sun et al. (2019a) attempted to create a comprehensive ontological
framework named GeoDataOnt, which they believe could provide a standardized rep-
resentation for semantic geo-information. Their research involved finding the main se-
mantic issues related to geospatial data sharing and integration. The results were then
used to identify relevant top-level terms based on essential, morphologic and prove-
nance characteristics of geospatial data. Each type of characteristic was formalized in
an ontology, represented in OWL. However, as the quality of framework has not been
evaluated, there is no insight into whether the entities defined in the ontologies (classes,
properties, relations and instances) are able to accommodate views from different local
geo-ontologies. Furthermore, the ontologies were created manually. This method is not
the most suited for such complex tasks, as it is error-prone and turns updating into a
labour-intensive task.

While data integration might motivate the use of semantic web technologies, it is not
an end on itself. Often, integration represents a pre-requisite to accomplish more ad-
vanced tasks. Therefore, another approach is to focus on the development and inter-
linking of local geo-ontologies, which are used to facilitate more specific tasks. Zhang
et al. (2010), for example, explored the use of semantic web technologies in the context
of disaster and emergency management. Their research focused on finding a solution
for searching feature level geospatial data based on their content – instead of traditional
metadata keyword searches -, by means of OWL ontologies. A more recent example
is the research of Chen et al. (2018), which introduced a mapping mechanism and a
semantic translation engine to generate domain ontologies that can be used for the com-
putation of urban density indicators. They use OWL-DL to express their ontology. Wang
et al. (2018) also developed an ontology-driven integration system that allows exploring
information related to geology and palaeontology, with the goal of improving the com-
patibility between local and global geologic standards. Futia et al. (2017) used SPARQL
queries to investigate inconsistencies in procurement data, and found problems related
to incoherent payments under ongoing contract and multiple registered business names.
Their research was motivated by developments in the publication of Open Government
Data (OGD). More recently, the research of Homburg and Boochs (2019) emphasized
the importance of data quality in geospatial linked data. The authors indicate that data
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quality could be used by reasoners for decision making processes – to help assess the
reliability of the information contained in the employed data sources. To this end, data
quality requirement profiles were created, which define metrics and value ranges in-
dicating the reliability of the data regarding a certain use case. The profiles were then
converted into SWRL4 reasoning rules. These rules are applied to the data stored in a
triplestore, and through GeoSPARQL 5 queries it is possible to find out if the available
data is suitable for the intended purpose.

The integration between local ontologies from government authorities has also at-
tracted considerable attention. Years ago, Alani et al. (2007) were already exploring
the benefits of using semantic web technology to enable better re-use of public sector
information in the UK. The researchers collected data from several public sector organ-
isations and designed OWL-DL ontologies for each dataset. Mappings were created
between both concepts and instances of the datasets using CROSI, an alignment tool
offering a wide range of mapping algorithms. Mapping on instance level was done
by creating scripts searching for duplicates of specific instances, which were then con-
nected through owl:sameAs links. Finally, all local ontologies were manually mapped
to the best matched terms in the government’s reference taxonomy (the Integrated Pub-
lic Sector Vocabulary, or IPSV). This integration of data sources provided the researches
with insights into the quality of datasets. For example, joining business information
from different sources on their address coordinates revealed mismatching information.

Yu et al. (2017) explored the use of ontologies to avoid data duplication between Aus-
tralian governmental authorities. The researchers build ontologies for Points of Interest
datasets from different organizations. Then, the data integration tool Karma was used
to convert the source data to RDF format. Finally, automated reasoning (through SWRL
rules based on geometry, topology and policy rules) was proposed as a solution for find-
ing the best location in the context of emergency response applications. The methodol-
ogy was limited to handling point geometries.

In The Netherlands, Brink (2018) has explored cross-domain semantic harmonisation
between different domain models within the Dutch SDI - starting from the Information
model Geography. The method used in the research was based on manual matching,
as the focus was to promote better data re-use by involving stakeholders personally.
Firstly, the semantic overlap between models was found and published in a register us-
ing a domain independent classification. The visualisation of the register then exposed
the semantic conflicts, which were discussed with the model-owners. Further efforts by
the Dutch National Mapping Agency, Kadaster, have led to the publication and linking
between three base registries: BAG, BRT and BRK. The research of Ronzhin et al. (2019)
describes the process of building a knowledge graph for these and other official datasets.
Most of the data was aligned by using spatial relations, by means of topological analyses
based on GeoSPARQL queries.

Regardless of the approach chosen for integrating geo-ontologies, establishing cor-
respondences between entities from different data sources remains a key research is-
sue. The problem involves creating mechanisms for finding the correspondences (on-
tology matching), as well as deciding on how to express the results (the alignment) in a
machine-processable way. To this end, many tools have been created and made available
online. In order to evaluate the performance of such tools, the Ontology Alignment Eval-

4https://www.w3.org/Submission/SWRL
5https://www.opengeospatial.org/standards/geosparql
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uation Initiative (OAEI) 6 organizes annual contests. The initiative publishes benchmark
datasets from different domains, composed of two ontologies and a reference alignment
developed manually by experts. The performance of the matching tools is measured by
comparing the results of their alignments to the reference alignment. However, many of
the alignment algorithms used by general matching tools do not account for the spatial
characteristics of geo-information. Moreover, the OAEI does not provide benchmark
datasets that are representative of the geospatial domain.

3 Research objectives

3.1 Objectives

Much work has been done on creating a Dutch system of registries based on standard-
ized information models. Nonetheless, more research is needed to determine how data
from different models can be better combined and to what extend integration can aid
more specific applications. Currently available datasets are not completely linked ac-
cording to the fourth principle of linked data. Therefore, this research aims to explore
the ways in which further interlinking of data - trough the use of semantic web tech-
nologies - leads to integration and coherence in the system of registries. //

The main question of the research then becomes: ”To what extent can ontology-based
alignment using semantic web technologies contribute to the integration and use of data
from geo-spatial registries?”. //

To answer this question, it is important to consider the different ways in which align-
ments between ontologies can be made. Moreover, integration must be seen as a means
to an end. Therefore, the extent to which integration is accomplished will be measured
by analyzing how the alignments can help infer new and useful knowledge. Thus, the
main question can be broken down into the following sub-questions:

• What type of alignment and mapping techniques are best suited in the case of
integrating data from the geo-registries? How does the semantic overlap and dif-
ferences between the data affect the alignments?

• To what extent can class-based manual alignment and inference rules be used for
generating new knowledge? Can this knowledge be used to detect logical incon-
sistencies?

• To what extent are current (semi)automated alignment tools equipped for deal-
ing with geospatial data and what are their limitations? Could (semi)automated
instance-based alignment lead to more findings regarding data inconsistencies?

3.2 Scope of research

This research will focus on the alignment of data from geo-registries, based on the se-
mantics of classes, properties and their values. There are many techniques available for
the alignment and mapping of ontologies, and this thesis will only consider those that
can be used in conjunction with semantic web technologies. The alignment itself will be
performed manually. However, qualitative research will be carried out to address the

6http://oaei.ontologymatching.org/
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usefulness of (semi) automated methods. If the manual alignments do not lead to sat-
isfactory results, it could be possible to investigate the use of instance-based alignment
tools - this has been expressed in the last sub-question.

4 Methodology

A general overview of the methodology is given below, in Figure 3. It consists of the
basic steps needed to answer the research question. The first steps regard data prepa-
ration, as both the chosen geo-registry datasets must be made available as linked data.
Afterwards, the actual alignment and evaluation of the integration can take place. This
follows a heuristic method, were alignment rules might be readjusted and improved to
test knowledge inference. Qualitative research to assess adequate alignment techniques
- both manual and (semi) automated - will be a part of the process.

Figure 3: Overview of the main steps in the methodology

4.1 Dataset selection, conversion and storage

To answer the research questions a subset of data from minimally two geo-registries
will be used - Basisregistratie Grootschalige Topografie (BGT) and the Basisregistratie
Topografie (BRT - Top10NL) are the starting point, as shown in Figure 3. These datasets
have been selected for several reasons. Firstly, there is a significantly high semantic
overlap in their domains, meaning there is a high potential for integration (see for com-
parison between both datasets the fragments shown in Figure 4 and Figure 5. Secondly,
BGT contains more detailed information and could be used to automatically extract the
Top10NL in the future. Knowledge on the semantic links between their data objects
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could provide valuable insights. Finally, there are currently no efforts into integrating
both models by using semantic web technologies - as the BGT has not yet been pub-
lished using linked data standards. Therefore, the first step will be to transform a subset
of BGT data to linked data. As a vocabulary for the data model is already available, only
scripts to translate the data to RDF format will have to be produced. The BRT data, on
the other hand, can be downloaded as linked data through the PDOK portal 7. After
obtaining the linked data ’snapshot’ of both models, it can be loaded into a triple store -
to be used the next steps.

Figure 4: Example of BGT data from Rotterdam

Figure 5: Example of Top10NL data from Rotterdam

4.2 Finding semantic overlap and defining alignment rules

In this step the actual analysis of the data models takes place, as it is necessary to identify
the overlap between entities before alignment is possible. Initially, only overlap on the
data model level (concepts and properties) will be taken into consideration. The work
of Brink (2018) on the concept register for Dutch information models will be used as a
starting point. Manual alignments will then be created for both data models. The align-
ments can be expressed by different means - with additional OWL assertions, SPARQL
construct queries, SWRL rules or Jena rules, for example. These rules can then be added

7https://www.pdok.nl/

9



to the triple store containing the linked data and ontologies. It must be ensured that the
alignment rules contain enough connecting statements that would allow inconsistencies
between the data to be found, if these exist. Thus, an inventory of situations with possi-
bly contradicting BGT/BRT data has to be made beforehand. Then, the reasoner can be
employed to check for these inconsistencies.

4.3 Overview of automated alignment tool capabilities

The alignment performed in the previous step relies on manually defined rules for
classes and instances. However, automated alignment algorithms based on instance-
level data could generate more insights - leading to better data integration and iden-
tification of inconsistencies. Therefore, it might be useful to provide an overview of
the current state of automated ontology matching tools/systems with regards to how
they handle geospatial alignment. This step would consist mostly of qualitative re-
search. The workflow provided by Sun et al. (2019b) to describe entity alignment in
the geospatial domain can be used to guide the evaluation of the tools. Although the
OAEI does not provide a comprehensive standard for geospatial data, the performance
of the systems on these gold standards can be used to select the tools most likely to pro-
duce good alignment outcomes. One of the possible limitations of current frameworks
is that matching techniques focus on establishing equivalence relations alone, and fail
to account for other possibilities - such as ’is-a’ and ’part-of’ relations. These limitations
should be kept in mind.

5 Time planning

The following schedule indicates the activities necessary to meet the research objectives,
and gives an estimate of the time that is needed for each task.
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6 Tools used

For visualization and study of the ontologies and converted RDF data the Protégé on-
tology editor will be used, as it supports many plugins and tools for this purpose. The
RDF data and alignment rules can be stored by using Apache Jena8, a java framework
that allows building semantic web and link data applications. Jena provides support
for several inference engines, and can be used for the evaluation of the alignment. The
scripts necessary for conversion of BGT data will be written in Python, using the RDFLib
module9.

8https://jena.apache.org/
9https://rdflib.readthedocs.io/en/stable/
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