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Abstract
The emergence of conversational AI systems like ChatGPT and Microsoft Copilot has impacted how
users engage in information retrieval. Retrieval Augmented Generation (RAG) harnesses the poten-
tial of Large Language Models (LLMs) with unstructured data, creating opportunities in science and
business. RAG-based models have gained popularity, but their effectiveness and user reliance in or-
ganizational settings call for exploration. This thesis involves a user study with policy experts in the
financial domain. They were tasked with text aggregation using a basic RAG model. The study delves
into the model’s performance and the temporal development of user reliance among the experts over
four weeks. Our key findings reveal that outputs assisted by RAG do not match the quality produced by
human experts. The RAG model, however, excels in specific aspects such as structure, spelling, and
grammar. Additionally, the experts express satisfaction with the efficiency of RAG. Our findings sug-
gest that user reliance on RAG increases with experience. This underscores the need for interventions
and policies to support responsible human-AI collaboration. This work represents an effort to measure
the temporal aspects of user reliance within an RAG system. Simultaneously, it assesses the system’s
efficacy in a field study with policy experts in the financial domain.
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1
Introduction

The advent of OpenAI’s ChatGPT in 2022 marked a significant milestone in the use of conversational
AI. By March 2023, nearly 1.5 million individuals aged 13 years or older in the Netherlands [106] had
used ChatGPT, many of whom are students in higher education. As students frequently express a
high level of reliance on the source of information, they experience difficulty distinguishing hallucinated
outputs from outputs referencing a credible source [44]. The increased accessibility and availability of
AI dialog systems will exacerbate this behavior. For example, Zhai, Wibowo, and Li [2024] found that
over-reliance on AI dialog systems, such as ChatGPT, negatively affects students’ cognitive abilities
such as decision-making [2], critical thinking, and analytical reasoning. As such, the detection of over-
reliance will play a more prominent role in the upcoming years.

Former literature [145, 68, 52] investigates user reliance, but limits itself to instantaneous expres-
sions of user reliance during one session. As temporal specificity [80, 13] is a function of changes in
trust over time, this thesis addresses the temporal aspect of user reliance that takes shape between
two sessions.

LLMs have demonstrated impressive abilities in various downstream tasks [111, 113, 25, 136, 162].
However, they often generate answers containing factual inaccuracies and fabricated content [161,
120, 148, 54, 94, 24], commonly referred to as ”hallucinations”, which causes users to have less trust
in these answers. Generation paradigms [81, 82], such as Retrieval Augmented Generation (RAG),
combine retrieval of vectors from a database with the power of a Large Language Model to generate
verifiable answers. However, as the quality of RAG outputs has not been evaluated yet across multiple
domains, this thesis is the first step towards evaluating the efficacy of RAG outputs in an organizational
domain.

1.1. Research Questions
With the motivational context from the previous section in the back of our minds, we, firstly, would like
to find out where an RAG model is positioned to another domain expert in terms of quality and how
user reliance develops among the experts’ interaction with the model.

When adopting a new technology, such as RAG, into large organizations, concerns regarding how
this will fit in the existing (business) processes will be raised. There are three degrees of automa-
tion when embedded into an existing process. The first is full automation without supervision which
requires the highest level of performance. The second is the human-in-the-loop [155, 1] which is a
hybrid process with a human overseeing the input and output of the process and requires a medium
level of performance as mistakes will be caught in the output of the process. The last is a system
that supports workers in the existing process which is a form of Human-AI collaboration and requires
the lowest level of performance as mistakes are spotted directly through constant interaction with the
system. To find out the degree of automation, together with an AI risk assessment and other organi-
zational factors, it is necessary to investigate the extent of the RAG model’s output quality compared
to its human counterpart. As participants within the research context deal with summarization tasks
daily and summarization in RAG has been researched before [158, 150, 38], we consider document
summarization as a user task. In addition, we consider juxtaposition, as many of these participants

1



2 1. Introduction

need to summarize multiple documents and highlight their differences in daily workflows. Hence, this
leads to our first research question:

RQ1: To what extent does the output generated by a RAG-based LLM system achieve sim-
ilar quality as human experts on text aggregation tasks such as summarization and jux-
taposition?

In the prior section, we mentioned that existing literature only focuses on instantaneous expressions
of user reliance andwe aim to investigate the temporal aspects of user reliance in this thesis. Cabiddu et
al. [2022] investigate the effect of experience on building trust. They state that the following proposition:

”the greater the familiarity a user demonstrates with algorithms, the higher the probability
of building trust in AI algorithms over time.”

This thesis posits that this proposition holds for shaping user reliance because the user’s level of com-
petence affects their expectation about the utility of decision aids [52, 19]. Therefore, we pose a second
research question:

RQ2: How does experience with a RAG-based LLM system shape user reliance over time?

1.2. Contributions
To answer the defined research questions in section 1.1, we propose a conversational RAG interface
and three assessments where the interface serves to answer the research questions. More specifically,
we enumerate the contributions of this thesis below:

• We propose DoRA, Document Retrieval and Analysis (in Dutch: Documenten Raadplegen en
Analyseren), a RAG-driven chatbot that can perform query-focused document summarization.

• We evaluate the quality of the produced text outputs based on several dimensions of text out-
put. They are clarity, completeness, relevance, accuracy, consistency, structure, conciseness,
grammar and spelling, and coherency. We measure these using subjective 7-point Likert-scale
questions asking to rate these dimensions. Our findings show that DoRA performed better than
humans in two of these dimensions: structure, and spelling and grammar, but performed worse
in the others. These dimensions are essentially black-box metrics because they solely rely on
the source documents and the final summary. Therefore, our evaluation provides insight into the
efficacy of the RAG system independent of any NLP metrics allowing for comparison between a
RAG-generated and a human-generated summary.
Additionally, to investigate the background of the ratings for each dimension, we perform a the-
matic analysis based on the freeform responses from the experts who used DoRA. Based on
the participant’s feedback, we derive four themes: Prompt Composition, Exact Compliance, Ef-
ficiency over Quality, and Prioritization of Content. Each theme suggests that domain context
and user preference are crucial for the perceived quality of DoRA and the configuration of DoRA
concerning prompt engineering, setting up the retrieval engine, and injecting the retrieved con-
text into the prompt. As such, our analysis reinforces the importance of domain-driven design for
implementing textual generative AI systems such as retrieval augmented generation.

• We provide a measurement of the temporal difference between two sessions in user reliance us-
ing both the metadata from the user session and the edit distance between the user’s preferred
summary from DoRA and their self-reported modification of that summary. We capture the edit
distance using a variety of syntactic NLP metrics (e.g. BLEU and ROUGE-L) and semantic ones
(e.g. Cosine Similarity [COSIM] and BERTScore). Our findings demonstrate a small increase in
user reliance as participants spent less time overall in the second session and performed zero ed-
its that changed the semantic meaning. Our work is a first step towards considering the temporal
aspect of user reliance.
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1.3. Thesis Outline

Figure 1.1: Illustration of the thesis outline: green indicates the chapters that discuss the build-up to the study, yellow indicates
the chapters discussing the study itself, and red indicates the chapters discussing the results and implications.

This thesis encompasses the subsequent chapters, depicted in Figure 1.1. In Chapter 2, we explain
preliminary knowledge of Large LanguageModels (LLMs) and Retrieval Augmented Generation (RAG),
we define the user tasks related to text aggregation, and we contextualize the environment in which the
experiment was conducted. Subsequently, we describe related work about user trust and reliance as
well as summary evaluation and retrieval augmented generation in Chapter 3. Followed by a description
of the proposed RAG system in Chapter 4 where both the front-end and back-end are discussed. The
next chapter, Chapter 5, describes the hypotheses, variables, metrics, and the procedure for the user
experiment. After that, we describe the results from the experiment in Chapter 6 and discuss these in
Chapter 7 together with any limitations and future work. Lastly, we end this work with a conclusion in
Chapter 8.

We supplement this thesis with some appendices related to the user experiment. Appendix A con-
tains the survey that the users were requested to fill in. Appendix B outlines the answer options ac-
cording to the 7-point Likert scale across several units of measurement. Appendix C gives an example
of the task manual distributed to participants. We include these appendices to endeavor transparency,
auditability, and reproducibility.





2
Preliminary

This chapter describes preliminary knowledge on Large Language Models (LLMs) and Retrieval Aug-
mented Generation (RAG), defines the user tasks of summarization and juxtaposition, and provides
the context of the environment in which the user experiment was conducted.

2.1. Large Language Models
State-of-the-Art Overview Large Language Models (LLMs) are essential for allowing a computer to
understand humans through natural language. They are deep-learning, transformer-based models that
can predict the next token based on a set of earlier tokens.

Tokens represent concepts in the natural language and can vary in length between single alphanu-
meric characters to words. Before the LLM can understand written text, it first needs to be tokenized.
There are many ways of tokenizing depending on the granular level desired and the method has to suit
the choice of large language model. Our tokenization method will be described in section 4.1.3.

Transformer-based models, c.q. LLMs, can be categorized into three categories: encoder-based,
decoder-based, and encoder-decoder-based [103]. Many BERT-based models [27, 72, 33, 87, 62, 64]
are examples of encoder-based models. Decoder-based models consist of the GPT family [130, 17,
111], LLaMA 2 [136] and Mistral-7B [60]. The last category of encoder-decoder-based models consists
of models such as T5-based models [118] and MT-NLG [43].

However, LLMs have two shortcomings: the knowledge contained in custom documents – not
present in the training set – is not known to them and their usefulness is dependent on leveraging
this knowledge [29]. Additionally, as re-training a model is very expensive [123], retrieval-based aug-
mented generation techniques help to save economic and environmental resources by decreasing
power consumption and consuming less time training models. This technique has been discussed in
section 2.2.

Open-source Dutch LLMs As the Dutch government conducts its business in the Dutch language,
it is highly recommended to use a model that has been trained on datasets in this language [142].
Currently, the landscape of OpenDutch LLMs [142] consists of all fine-tuned or instruction-tunedmodels
founded on either Mistral-7B [60] or LLaMA 2 [136]. Some of the tuned models that Vanroy [2023]
examines are Zephyr [137], Orca-2 [101], Neural Chat [58] and GEITje [121].

Moreover, the paper proposes [142] “two fine-tuned variants of the Llama 2 ... 13B model.” This
includes a text generation LLM, llama2-13b-ft-mc4_nl_cleaned_tiny [144], and a chat model,
Llama-2-13b-chat-dutch [143]. Vanroy has set up a leaderboard1 to allow for an easy comparison
between models.

Furthermore, there are plans to release GPT-NL [135], a virtual facility that aims to provide an
ecosystem in which academia, commerce, and the public sector can study and experiment with LLMs
to further enhance AI autonomy.

All in all—considering the leaderboard—Zephyr-7b-beta [137] and geitje-7b-chat-v2 [121] are suit-
able to serve as the backbone LLM for this thesis. This consideration is due to these models having

1https://huggingface.co/spaces/BramVanroy/open_dutch_llm_leaderboard
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the highest average scores on multiple — into Dutch translated — benchmarks such as ARC [28],
HellaSwag [156], MMLU [53] and TruthfulQA [84].

2.2. Retrieval Augmented Generation
Retrieval AugmentedGeneration (RAG) essentially enhances the capabilities of pre-trained parametric-
memory generation models. The most common examples of such models are Large Language Models
(LLMs). The methodology involves the integration of non-parametric memory into LLMs through a ver-
satile fine-tuning approach, as outlined by Lewis et al. [81]. Non-parametric memory could represent a
database, vector store [146], or index from which information can be retrieved to augment LLM outputs.
A vector index could, for example, reference a Wikipedia article based on its vector embedding. The
distinctive benefit of this framework is its capacity to avoid the necessity of retraining LLMs when en-
countering new information. Additionally, an adequately large LLM can demonstrate versatility across
various purposes, tasks, and domains.

In the context of RAG, the terminology, introduced by Lewis et al. [2020], designates two roles for
LLMs. The first role is as a Generator and the second role is as a Retriever. The generator, on the one
hand, is characterized by a decoder-encoder model and its role is to generate responses based on the
context and a prompt template. The context here refers to the retrieved documents and chat history
which is then formatted into the prompt template. The retriever, on the other hand, is an encoder-only
model that encodes tokenized snippets of text and the user’s query. The choice and motivation for
both the Generator and Retriever will be elaborated in chapter 4. Moreover, to ensure that the genera-
tor receives the appropriate context, we need to consider retrieval techniques and optimizations. The
framework that ties all of these components together is called an orchestrator. All in all, the orchestra-
tion of generators, retrievers, information retrieval techniques, and retrieval optimizations, allows for a
system that can retrieve information and answer the user’s query on the fly with new information that
the foundational LLM has not been trained on.

Section 2.2.1 provides an overview of currently available orchestration tools. The following subsec-
tions highlight each of the orchestration components one by one.

2.2.1. Orchestration tools
There are various orchestration tools available [76, 133, 119] that all demonstrate different levels of
abstraction. Langchain [76] provides a high-level abstraction by providing the option of chaining tools
and agents to collaborate to solve a task whilst being able to call upon external data sources (e.g. vector
stores). Tools are API endpoints that the LLM can call upon to perform certain tasks (e.g. a calculator)
and agents can be considered as sub-processes where the RAG system is being prompted with a more
specific prompt to perform a chain of tasks (e.g. ordering a pizza2). LlamaIndex [133] focuses on the
efficient retrieval of vectors from databases by abstracting away the complex task of manual vector
retrieval and supports advanced retrieval techniques such as pre-retrieval optimization (e.g. sentence
window retrieval) and retrieval optimization (hybrid search). We will explore these techniques and
optimizations further in sections 2.2.4 and 2.2.5 respectively. Ragna’s [119] strong suit is providing
an intuitive API for rapid experimentation. It also includes scalable built-in tools for deploying apps to
production. All these frameworks share common features such as the ability to call upon many different
LLMs to generate responses [111, 5, 47] and to embed documents [107]. Another crucial feature that
they have in common is an integration with a vector store such as ChromaDB [26].

2.2.2. Generator
The generator creates responses based on a prompt template with three parameters: the user query
({query}), the context ({context}), and the chat history ({chat_history}). {Your_Prompt}
refers to some presets affecting the output. The prompt designer (e.g. AI/ML engineer) considers the
business context and safety precautions to prevent the model from generating undesired or harmful
output. The answer, ANSWER, follows as a token completion task, see listing 2.1 as a prompt template.

Listing 2.1: A prompt template for RAG

{ Your_Prompt }

2https://www.youtube.com/watch?v=CPnKwEg2TlE

https://www.youtube.com/watch?v=CPnKwEg2TlE
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CONTEXT:
{ con tex t }

QUESTION:
{ query }

CHAT HISTORY:
{ cha t_h i s t o r y }

ANSWER:

The user query is usually either a question or an instruction. On the one hand, users usually ask
questions – within RAG – with the intent to retrieve information [16] given the context of their data. On
the other hand, users write instructions to draft a new piece of text that adheres to a format that has
syntactic and semantic constraints. An example of such instructions can be found in section 5.3.

In our definition of context, the retrieved documents make up the context. Additionally, the user
provides their chat history by interacting with the RAG system over multiple messages. Their chat
history, in turn, ascertains that the LLM knows how to understand the user when they refer to the
information contained in earlier messages. The retrieved documents as context and the chat history
together allow RAG to execute any task and answer any question given enough knowledge and context
similar to a newbie on the job.

That leaves us with the answer as a parameter. The LLM then fills the answer parameter and
gradually forms the most likely user-prompted outcome. In the conversation API, this section is then
stripped from the prompt template and returned as a response.

All in all, those parts form the generator, prompting us to investigate the origins of our data-driven
context further. We expand on this in the next section.

2.2.3. Retriever
The retriever has three key aspects that we will highlight here: the embedding model and tokenization
methods, retrieval databases, and retrieval techniques and optimizations.

Embeddings Model and Tokenization Methods The embeddings model is, usually, an encoder-
only LLM that converts tokens into a vector embedding. To obtain tokens from a text source, it ne-
cessitates extracting the text from the document together with encoded metadata and tokenizing it.
Tokenization is the process of splitting up a string of text into smaller pieces that are semantically
related. We distinguish tokens in three major categories [127]: word-based, character-based, and
sub-word-based. Word-based tokenization aims to extract single words from the text by splitting ac-
cording to whitespace, punctuation, and other delimiters which are each considered tokens as well. As
each language treats words differently, rule-based tokenizers are often used to split up words based
on the target language. This comes with the drawback that the tokenization process is not uniform
across languages that tokenize based on words. Character-based tokenization is on the other side of
the spectrum with a small vocabulary size which comes at a disadvantage of losing the semantics in
each token. The vocabulary size is the number of permutated tokens you can create from the target
language. At the character level, this comes down to approximately 200 tokens for the English lan-
guage based on ASCII. Predicting the next token based on the letter ‘b’ using this method is equivalent
to the distribution of words starting with the letter ‘b’, which is not useful for most NLP applications.
Sub-word-based tokenization is in the middle and the most effective of the three. This category houses
some commonly used tokenization algorithms such as Byte-Pair Encoding (BPE) [67], Word Piece [48],
N-grams [65], and Sentence Piece [70].

In section 4.1.3, we mention which tokenization method we employ for the experiment. Due to the
context window of the embeddings model, we must split larger documents into smaller paragraphs of
a few hundred tokens3 each. Each list of tokens is then encoded into numbers referencing the original
tokens, performing math operations on these numbers through multiple passes of the deep neural
network to eventually end up with a single vector that represents the list of tokens. We finally put the
resulting vectors in a vector database, so that we can access them when a user queries information
contained in the representation of these vectors. Besides vector databases, RAG can query other
3For the sake of argument, one token roughly equals one word
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types of databases through prompt engineering techniques to either call upon prepared queries or
create custom SQL or SPARQL queries. We highlight some of them below.

Retrieval Databases The main type of database that is commonly used with RAG is a vector
database. They store vector embeddings which are high-dimensional representations of objects such
as documents, data points, or items [12]. Assuming that the vector embeddings have been created
using the same embeddings model, they are designed in a way that related objects are closer in vec-
tor space (i.e. have a smaller distance) and unrelated objects are farther apart in vector space. This
makes them efficient in fields where similarity search [12] is desired such as recommendation systems,
image and video retrieval, and facial recognition. As vector databases are optimized for dealing with
high-dimensional data, they are used to cluster and classify [12] spatial and geographical data as well
as proteins and DNA. In short, they are a great way to store unstructured data based on similar pieces
of data, but not for (semi-) structured data due to a loss of semantic information carried in the values
of the fields (e.g. columns) upon embedding these into a vector.

Besides vector databases, we briefly mention databases containing structured data, because they
are important within a wider context. We do not consider them for the context of the thesis, but they
are future work for being able to connect enterprise data to RAG. One such example of structured
databases is graph databases [51]. Unlike vector databases, there is no direct semantic comparison
between the user’s prompt and the text represented in these documents. Instead, it is necessary
to compose a query according to the language specification of the database query language (DQL)
[153]. Firstly, to achieve this, the author creates a template with exposed parameters to ensure that
the composed query is accurate in the DQL. Secondly, they extract entities from the prompt to fill in the
template. Lastly, the results from the execution of the query will need to be filtered for the most similar
entries by some arbitrary criteria.

Moreover, these steps are similar when connecting RAG to a relational database [59]. This demon-
strates that it is feasible to employ RAG with structured data but to enforce security and specificity, it
is highly recommended to expose query templates with strongly-typed parameters to ensure to avoid
SQL injection attacks and to ensure only sound queries are being executed.

Nonetheless, as this thesis deals with unstructured data contained in PDFs for context, we only
regard vector databases when discussing retrieval techniques and optimizations.

2.2.4. Retrieval Techniques
In this section, we distinguish between techniques and optimizations. Techniques comprise retrieval
algorithms that are combined with LLMs to make up RAG. Optimizations include re-ranking strategies
and changing parameters for more efficient retrieval.

We distinguish between two main techniques for retrieving vectors from a vector store. The first
technique is cosine similarity (CoSim). CoSim works by embedding the prompt template (see Listing
2.1) using the embedding model and comparing this embedding to the existing vectors in the vector
store.

Performing this calculation for each pair, results in a list of normalized scores (i.e. with values
between zero and one). Subsequently, we pick the top-𝑘 vectors with the highest scores. Hereafter,
we retrieve the original tokens from the text of each vector from 𝑉𝑘 and put these in the {context}
field, so that the generator can provide an answer.

The second technique ismaximal marginal relevance (MMR) [22, 41] that embeds CoSim to find
vectors that are either most similar to the query vector or an existing vector in the vector store. The
diversity parameter 𝜆 defines how much weight is assigned to each of the two possibilities. As such,
MMR is considered as an augmentation on top of cosine similarity, since it requires a similarity metric
to work. The key difference, though, is how the vectors are ranked between both methods. Carbonell
and Goldstein [1998] define the diversity parameter 𝜆 as:

“MMR computes incrementally the standard relevance-ranked list when the parameter 𝜆=1,
and computes a maximal diversity ranking among the documents in [𝑉𝑘] when 𝜆=0.” (Car-
bonell and Goldstein, 1998)

Having discussed some retrieval techniques such as CoSim and MMR, optimizing the aspects
around these techniques is equally important. We acknowledge that none of the optimizations de-
scribed in the next sections were taken into account when designing the proposed RAG system (out-
lined in chapter 4) because an important survey paper [46] was published after the literature phase of



2.2. Retrieval Augmented Generation 9

the thesis was completed. In the context of Gao et al. [2024], we consider the RAG system to be naive-
RAG with little optimizations and foresee the future work of this thesis to include these new strategies.
In subsection 2.2.5, we outline these optimizations.

2.2.5. Retrieval Optimizations
Tuning optimizations turn naive-RAG into advanced- or even modular-RAG systems [46] 4. Like Gao
et al. [2024], we consider three stages: pre-retrieval, retrieval and post-retrieval optimizations.

For advanced RAG, pre-retrieval optimizations involve improving the indexing and the original user
query. Indexing improvements include strategies such as enhancing data granularity, optimizing index
structures, adding metadata, alignment optimization of the user query, and mixed retrieval. Other meth-
ods for optimizing the original query include query transformation and expansion, aimed at clarifying
and enhancing the original query for the retrieval task. Post-retrieval optimizations consist of rerank-
ing retrieved chunks and compressing context to efficiently utilize the available context window of an
LLM. In the context of modular RAG, we categorize optimizations between pre-retrieval, in-retrieval,
and post-retrieval.

Pre-retrieval
One important pre-retrieval optimization involves selecting an optimal granularity level at retrieval time
to enhance retrieval performance and downstream tasks in dense retrievers. The granularity levels
can range from the smallest, at the token level, to the largest, at the document level [46]. Improving
the indexing strategy directly impacts the retrieval phase’s ability to obtain the appropriate context.
This includes setting a fitting chunk size where a larger chunk size captures more context which is
set off by more noise in the chunk, longer processing time at inference, and an overall higher cost.
Conversely, smaller chunk sizes offer less context but entail less noise, quicker processing times at
inference, and lower costs. However, utilizing recursive splits and sliding window methods allows to
achieve layered retrieval and amalgamate global information present across multiple chunks, despite
mid- and between-sentence truncation.

Augmenting these chunks with metadata such as filenames, page numbers, authors, categories,
and timestamps provides filter opportunities based on this information. In parallel, the Reverse HyDE
method [45] generates metadata in the form of summaries and introduces hypothetical questions to
reduce the gap between the query and the answer embedded in the various chunks. The process of
generating hypothetical content to enhance RAG systems is referred to as HyDE (Hypothetical Docu-
ment Embeddings) [9, 105] when creating hypothetical answers for the query, or Reverse HyDE [45]
when generating hypothetical queries. Furthermore, incorporating a hierarchical structure for docu-
ments accelerates the retrieval process by establishing parent-child relationships with attached chunks,
thus aiding the RAG system in finding similar documents based on relationship.

In-retrieval
To optimize the in-retrieval process, there are several available strategies. Firstly, query expansion
is expanding a single query (i.e., query directly from the user prompt) into multiple queries to enrich
the content of the query. Query expansion can be resolved in a multitude of ways including multi-
query to generate multiple queries through prompt engineering. Another way is by generating simpler
sub-queries that are more direct and later aggregating the answers similar to a divide-and-conquer
approach in algorithms. Additionally, Chain-of-Verification (CoVe) aims to increase reliability [34] by
validating each sub-outcome by the LLM.

Secondly, fine-tuning the embedding model can improve the performance in cases where the con-
text significantly deviates from the corpus on which the foundation model was trained. Such contexts
include legal practice, healthcare, and the government to a certain degree.

Post-retrieval
For optimization in the post-retrieval phase, certain aspects can be improved upon such as context cura-
tion and LLM fine-tuning (i.e., Chat model). Considering context curation, reranking effectively reduces
the overall document pool whilst serving a dual purpose as an enhancement and a filter in information
4This paper was published when we finished the literature review period for this thesis and thus was not taken into account for
the final solution. The proposed solution in chapter 4 can be considered as naive-RAG with some optimizations. However, we
decided to include this paper anyway, since it contains useful configurations for RAG
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retrieval. As mentioned earlier, retrieving more context also introduces more noise. To counteract this
effect without compromising too much on quality, Jiang et al. [2023] employ small language models
(SLMs) to detect and remove unimportant tokens. This effectively compresses and refines the context
given to the model. Additionally, reducing the overall number of documents improves the accuracy
of the model’s answers. Ma et al. [2023] proposes a paradigm that embodies the strengths of LLMs
and SLMs, the “Filter-Reranker”. More specifically, the SLMs serve as filters whereas the LLMs act as
reordering agents. Research demonstrates that instructing the LLMs to re-order the challenging sam-
ples sourced from SLMs leads to overall significant improvements in information extraction (IE) tasks.
Regarding LLM fine-tuning, one can compensate for the lack of domain knowledge by fine-tuning the
chosen foundation LLM. Moreover, one gains control over the model’s input and output as an added
benefit. A potential approach is to align LLM outputs through reinforcement learning with human or
retriever preferences. For example, one could manually annotate the responses and provide feedback
through reinforcement learning.

2.3. User Task Definition
In this thesis, we motivate and define two types of user tasks that are employed within the user ex-
periment. The first task is summarization which aims to represent one source document in a limited
amount of words. The second task is juxtaposition which essentially compares two source documents
and outlines their differences and similarities. The documents on which the experiment participants
perform tasks will be explained in section 2.4.4. We will further concretize these tasks in section 5.3.

2.3.1. Summarization
With regards to summarization, there are two ways to distinguish summaries: abstractive and extractive
summaries [124]. Here, we focus on abstractive summaries as we are employing RAG, which embodies
Natural Language Generation (NLG) to respond to prompts as opposed to extractive ones that aim to
obtain key sentences from the original document and concatenate them to form these summaries.
This task is limited to Single Document Summarization (SDS) [124], where the original input is a single
document. This has been researched using LLMs [102, 55, 154] where they process the contents of
the document in one or more passes in the context window of the LLM as opposed to using LLMs in
combination with an RAG system to aggregate these snippets of context. Other research proposes a
retrieval-enhanced framework [4] to generate abstractive summaries where previous summaries are
used as extra context to generate new ones.

Therefore, we define summarization as a writing task where one source document is shortened and
maintains the most relevant and important points of the source document. In general, a summarization
task has this form:

Summarize document 𝑋 in no more than 𝑌 words and divide the summary into 𝑍 para-
graphs, each with one theme. The summary is textual, so no bullet points. The summary
begins with a title and has sub-headings for each paragraph.

2.3.2. Juxtaposition
The task of juxtaposition has not been explicitly defined in prior research, but it is closely aligned to
Query-focused Multi-Document Summarization (QMDS) [124] where the goal is to summarize from
multiple sources given a particular query. Adapting SDS solutions into MDS, specifically QMDS, comes
with its own set of challenges including limited training data and a higher document redundancy for
similar documents [124]. QMDS has been approached from different angles such as Reinforcement
Learning (RL) [90, 131] and Unsupervised Learning (UL) [149, 126]. Through meetings with domain
experts (discussed in chapter 2.4), we conclude that the ability of such a system to compare documents
semantically is a highly desired feature for operations at the Ministry of Finance. In our case, we
want to assess zero-shot prompting on an RAG setup that contains two documents and highlight their
similarities and differences. We generally consider the following structure for a juxtaposition prompt:

Juxtapose documents 𝐴 and 𝐵, and describe in no more than 𝑍 words the similarities and
differences. Put the similarities in one paragraph and the differences in the other paragraph.
The juxtaposition is textual in nature, so no bullet points. The juxtaposition begins with a
title and has sub-headings for each paragraph.
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2.4. Experiment Context at the Ministry of Finance
This section outlines the experiment context that is the Ministry of Finance (MoF) in which this research
is conducted. Firstly, we will briefly describe the MoF, its people partitioned by divisions, their main
tasks, and how a chatbot – the user’s perspective of an RAG setup – impacts their workflow. Secondly,
from the context provided in the ‘people’ section, we will elaborate on the user tasks for each division.
Thirdly, there will be a section dedicated to the influence of the context on the proposed RAG setup, to
be explained in chapter 4, and onto the experimental setup, to be explained in chapter 5.

2.4.1. Introduction of the Ministry of Finance
The mission of the Ministry of Finance (MoF) is “Werken aan een financieel gezond Nederland” (i.e.,
Working towards a financially healthy Netherlands) [95]. They achieve this by collaborating with other
ministries and partners within their international network to prepare the Netherlands and its economy
for the ever faster-changing world of the future.

The MoF employs roughly 35,0000 civil servants [95] out of more than 120,000 civil servants [112]
working for Rijksoverheid (i.e., the Government of the Netherlands). There are seven major depart-
ments [100] comprised of five Directoraten-Generaal (General Directorates; DG) and two other ones.
This enumerates to: DG Belastingdienst (Tax Authorities), DG Douane (Customs), DG Toeslagen
(Stipends), DG Fiscale Zaken (Fiscal Affairs), DG Rijksbegroting (Government Budget), Generale The-
saurie (General Treasury) and Secretaris-Generaal-Cluster (General Secretary Cluster; SG-Cluster).
SG-Cluster oversees eleven directorates of which we would like to highlight two of them: Auditdi-
enst Rijk (Government Audit Services) and Concerndirectie Informatievoorziening en Openbaarmaking
(Corporate Directorate Information and Disclosure Services; CdIO). All in all, the Ministry of Finance’s
core values foster an environment of growth and innovation, and together with its size makes for an
ideal breeding ground for testing new technologies such as Retrieval Augmented Generation which
can impact hundreds of employees at once.

2.4.2. Selection of Domain Experts
To write this thesis and conduct our user experiment, we set out on a journey to find professionals from
multiple divisions who were interested in participating in such a study. This was quite challenging due to
the sheer size of this ministry keeping in mind that we – for the sake of making use of the experts – had
to create user-tailored tasks for each division to ensure that the quality of the output could be evaluated
accordingly. To accommodate these conditions, we limited our search to five of these divisions.

By conducting interviews with several employees throughout the ministry, participating in brain-
storming meetings, preparing pitch decks, and presenting the idea of a chatbot assistant that’s able
to alleviate work pressure caused by menial tasks, we managed to eventually settle on three divisions
spread across the ministry: Sector-IT within Auditdienst Rijk, Beleid [Policy] within CdIO, and Be-
grotingsbeheer (Budget Management) within DG Rijksbegroting. For the remainder of this thesis,
these groups will be referred to as ADR/IT, CdIO/Beleid, and DGRB/BBH. Their interest in optimizing
their workload and availability of human and time resources have been the main reasons these divi-
sions were ultimately chosen. The background of these domain experts will be described in section
2.4.3.

2.4.3. Domain Expert Background
For each of the three divisions, we outline the general activities of the domain experts. Subsequently,
we highlight one or more main activities where we juxtapose how these are conducted at present and
how we foresee that these tasks will be performed when an RAG system is available.

Auditdienst Rijk - Sector IT
Auditdienst Rijk (ADR) is responsible for auditing the government’s business by performing financial
audits, IT-audits, operational audits, and others. Specifically, we are highlighting Sector IT (IT-sector).
Their focus lies on performing IT-audits and performing data analytics to discover anomalies and fore-
cast trends regarding the IT-implementation within Rijksoverheid.

One such use case is that yearly audit reports require a change report on what has changed between
the current year and the previous year. This requires auditors to read both documents [7, 8] of at least
20 pages each. Using the proposed RAG-solution, they would save time by having access to a chatbot
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that can generate a change report in minutes rather than hours. The procedure necessitates storing
and indexing the reports in a designated repository. Subsequently, the user can log into the RAG-app,
submit a prompt for a change report, adhering to a specific format that juxtaposes two files: A and B.
The response generated by the system is then to be copied, subjected to required modifications, and
ultimately saved into the file.

This approach reallocates valuable time, permitting a greater focus on data analysis rather than
drafting reports.

Concerndirectie Informatievoorziening en Openbaarmaking - Beleid
The Department of Policy, with a specific emphasis on digital and IT-related policy, is structured around
four main pillars. These pillars, with the exception of the last one, are developed in collaboration with
other departments within the Dutch Government.

The first pillar is concerned with the detailed interpretation and application of parliamentary legis-
lation, such as the European AI Act [37]. The second pillar involves the collaborative development of
government-wide policies and the supervision of their implementation at the ministry level. The third
pillar involves working with the Ministry of Justice and Security to discuss potential security measures
that support the enacted legislation.

The fourth pillar, unique to the Department of Policy, involves the development of internal policies
specific to the Ministry of Finance.

Focusing on the second pillar, policy officers often spend significant time extracting pertinent in-
formation from documents drafted from motions submitted to the House of Representatives (Tweede
Kamer in Dutch). These documents are then summarized into narrower scopes. An example of such
a document is the letter [56] submitted by parliament representatives Huffelen, Adriaansens, and Dijk-
graaf on the topic of Generative AI, which spans 15 pages excluding attachments.

With the proposed RAG-application, a policy officer can draft this document in less than an hour,
provided they carefully evaluate the output of a large language model. This approach shifts the focus
from writing to conceptualizing policy from legislation, thereby optimizing the use of time.

DG Rijksbegroting - Begrotingsbeheer
Begrotingsbeheer’s main focus is managing the budget of the state (i.e., the Netherlands) and assess-
ing whether the state budget meets all regulations put forward by HAFIR [99]. Within this division, there
are legal and financial experts who regularly answer questions from other departments and the public
on HAFIR-related matters. Begrotingsbeheer receives on average 200 emails per year related to the
state budget of which 80% contain questions that could be described as run-of-the-mill type content. A
RAG-driven chatbot could help answer those questions whose answer can be derived from the data.
Hereby, effectively reducing 200 emails to 30-40 emails per year that these experts can focus on and
spend more time on their main assignment.

2.4.4. User Task Document Selection
This section briefly describes the type of documents that were used for the user experiment described in
chapter 5 grouped by division. The actual contents of each user task – summarization or juxtaposition
– are discussed in chapter 5.3.

Auditdienst Rijk - Sector IT
Initially, we wanted to utilize yearly audits – mentioned in section 2.4.3 – for creating the user tasks for
the IT sector of ADR. However, given the time-consuming amount of roughly 8000 words – 30 minutes
of reading – per report, it was infeasible to ask the control participants of this division to manually
summarize a report or write a juxtaposition of two reports. As such, together with the domain experts, we
collectively decided on four articles from the publicly available Audit Magazine5 due to their widespread
popularity among auditors. Additionally, these articles are around 2000 words – 10 minutes of reading
– which was feasible for the experimental setup. From these articles, we summarize two [117, 116] and
juxtapose another two [63, 79].

5https://auditmagazine.nl/

https://auditmagazine.nl/
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Concerndirectie Informatievoorziening en Openbaarmaking - Beleid
For the policy division, together with experts, we decided to summarize the handout for government
organizations using generative AI (i.e., “handreiking voor overheidsorganisaties bij het gebruik van
generatieve AI” in Dutch). This handout is – at the time of writing – considered a draft and is scheduled
to be published by the end of 2024. We only consider the summarization task due to a lack of available
domain experts in this division.

Besides experts’ interest in the summarizing capabilities of an RAG system, they were keen to
investigate the capability of such a system in assessing the sentiment and the document author’s stance
(e.g. conservative/progressive policy). These factors affect how government organizations such as the
MoF are to implement policies passed down by parliament.

DG Rijksbegroting - Begrotingsbeheer
Even though Begrotingsbeheer (i.e., State Budget Management) could benefit from the same RAG
setup used for question-answering tasks, utilizing the emails as source documents were unsuitable for
the experiment due to the focus on summarization and juxtaposition.

An expert from the Begrotingsbeheer division, however, suggested to juxtapose a fiche on Bud-
getrecht (Budget law) [98] and Het Grote Begrotingsboek (The Big Budget Book) [138] and summarize
Rijksbegrotingsvoorschriften 2024 (Government Budget Regulations 2024) [97]. Ministerie van Finan-
ciën [2024] defines fiches as (directly translated from Dutch):

“[...] short fact sheets on the core topics of accounting laws and regulations such as budget
laws, budget law, treasury banking, etc. They are intended to supplement regulations and
are included as informational documents.”

The main idea, in this case, is to find similarities and differences regarding budget law according to the
fiche drafted by them and The Big Budget Book provided by the Dutch House of Representatives (i.e.,
Tweede Kamer der Staten-Generaal).





3
Related Work

This chapter outlines related works in the field of generated summary evaluation, human-ai decision-
making, user trust, user reliance, and retrieval-augmented generation. Regarding user reliance, we
discuss the dynamics as well as a motivator for researching the temporal aspect.

3.1. Evaluating summary quality
Related works [132, 147, 89] investigate the summarizing capabilities in a medical context and another
work considers LLM summarization quality [42]. We outline the common evaluation methods of papers
to draw inspiration. For automatic evaluation, all papers [132, 147, 42] use BLEU [114], METEOR [11]
and ROUGE-L [83] to quantitatively assess the quality of the reference text (i.e., domain-expert gen-
erated text) to the LLM-generated text. Regarding human evaluation, Tang et al. [2023] focus on four
dimensions: coherence, factual consistency, comprehensiveness, and harmfulness; whereas Veen et
al. [2024] center their survey around completeness, correctness and conciseness. Therefore, we con-
sider, in the experimental setup, several aspects of summary quality based on human evaluation, such
as coherence, consistency, completeness, correctness (accuracy), and conciseness among others.
Moreover, for automatic evaluation, we look at BLEU, METEOR, and ROUGE-L.

3.2. Human-AI decision making
A recent overview of the design space in Human-AI (Artificial Intelligence) decision-making [71] shows
that decision-making AI systems have been applied in a variety of fields including Law&Civics, Medicine
& Healthcare, and Finance & Business. These studies have delved into decision tasks in the context
of classification and regression where they focus on evaluating, understanding, and improving human
performance and experience.

The experimental setup found in these studies typically includes human subjects and assesses the
impact of the AI assistance compared to the standard experience. A lack of a common assessment
framework increases the difficulty of recreating the expected findings in this study. Additionally, using
different models, each designed for a different purpose, the interactions that they facilitate are different.
In this thesis, we focus on LLMs and the interactions they bring.

3.3. User trust and reliance
In this section, we define what user trust and user reliance are in the context of human-AI systems.
User trust requires careful consideration as too little trust (i.e., under-trust) may defeat the purpose of
such a system being helpful, but too much trust (i.e., over-trust) prompts danger as people are likely
to be less critical of a system that barely resembles cognitive self-reflection. Moreover, user trust is
hard to quantify and thus measured using qualitative methods such as surveys and focus groups.
User reliance, though, is easier to quantify as one method of measuring is by considering the outputs
between an LLM and the user’s post-edit of the LLM’s output. Furthermore, the difference between
these outputs can be inspected through different lenses, such as looking for semantic or syntactic
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similarity. The next subsections dive into user trust and user reliance, and what we derive from these
related works for our user study.

3.3.1. User trust
The examination of human-AI decision-making trends [71], highlights a shift towards emphasizing de-
cision trials rather than the overall user-AI interaction experience. Within this context, the temporal
dimension of trust emerges as a crucial element influencing decision-making as users acclimate to
the system over time. The current hypothesis, as proposed by Liu, Lai, and Tan [2021], suggests that
undertrust is more likely to occur in situations of unfamiliarity. Adequate trust levels are associated
with user familiarity and in-distribution data, while overtrust tends to emerge when users are familiar
with a subject, but the data is out-of-distribution. This concept is depicted in Figure 3.1. In-distribution
data refers to data that is similar to the training data that the model has been trained on. Whereas
out-of-distribution refers to data that is not within the scope of the data that the model was trained on.
Moreover, some cognitive biases such as the Dunning-Kruger Effect (DKE) manifest themselves over

Figure 3.1: Overtrust, undertrust, and calibrated trust as a function of perceived trustworthiness versus actual trustworthiness.
Courtesy of De Visser et al. [2020]

time. As such, DKE can develop to have a powerful effect on users’ perception of reliance on human-AI
systems [52]. To tackle these biases, one has to account for the time required to make users aware of
these biases.

This thesis seeks to mitigate overtrust levels among end-users following repeated interactions with
LLMs, emphasizing the need to explore temporal trust progression over multiple sessions, a facet
currently underexplored in existing research.

Defining and measuring trust
Firstly, to measure a change in temporal trust, we need to define trust. According to a recent literature
review of User Trust in AI-enabled Systems [10], there are two definitions [92, 80] commonly used.
One provided by Mayer, Davis, and Schoorman [1995]:

“The willingness of a party to be vulnerable to the actions of another party based on the ex-
pectation that the other will perform a particular action important to the trustor, irrespec-
tive of the ability to monitor or control that other party” (Mayer, Davis, and Schoorman,
1995)

Another by Lee and See [2004]:

“The belief that an agent will help achieve an individual’s goal in a situation characterized
by uncertainty and vulnerability.” (Lee and See, 2004)
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What sets these two definitions apart is that Mayer, Davis, and Schoorman’s [1995] definition tends
to be used for cases where AI-system personally affects end-users whereas Lee and See’s [2004]
is employed when this is not the case. As our research focuses on AI systems employed in a large
organization, we embrace the definition provided by Lee and See [2004].

Secondly, before measuring trust development over some time, accounting for confounding factors
affecting user trust helps to set the baseline. The first key finding is that inherent user characteristics
are the dominating factor for initial user trust [10, 163]. Zhou, Luo, and Chen [2020] found that from the
big five personality traits [49]: “Low Openness traits (practical, conventional, prefers routine) had the
highest trust, followed by LowConscientiousness (impulsive, careless, disorganized), LowExtraversion
(quiet, reserved, withdrawn), and High Neuroticism (anxious, unhappy, prone to negative emotions)”
[10]. Providing users with a user interface that identifies and informs them of their personality traits
helps users become aware of how these traits affect their decision-making upon interacting with an AI
system. The second key finding is the acknowledgment that user trust can increase over time with more
Human-AI interactions [36, 80]. The acknowledgment serves as a major motivation for researching
temporal trust in our research. The third key finding is that the set of factors affecting end-users differs
on the context, characteristics of users, and systems [10]. To mitigate this issue, selecting and tailoring
features of the system to account for the user group’s characteristics as well as emphasizing a selected
set of technical and design features that fit the context of the end-user.

Thirdly, there is no common standard for measuring trust. This is demonstrated by the fact that
over two-thirds of the included studies of Bach et al. [2022] came up with their surveys rather than
used validated tools such as the General Attitudes towards Artificial Intelligence Scale (GAISS) and the
Human-Computer Trust Scale (HCTS). In addition to these scales, there is also the Trust In Automation
(TIA) questionnaire that aims to capture the overall perception of trust in automated systems as well
as interaction with any particular system. Besides questionnaires, other qualitative methods — such
as interviews or focus groups — are also slightly less popular methods for measuring trust. These
methods, however, are subject to varied interpretations and are considered harder to compare results
with. Therefore, in this thesis, we decide to incorporate elements from all three scales.

Fourthly, one considers the ideal situation to be some form of calibrated trust (see figure 3.1) where
we would like to avoid the ends of the spectrum: under-trust and over-trust. On the one hand, if
under-trust occurs, employing RAG’s ability to show citations that the model used to derive its answers
increases model trust [122]. On the other hand, if over-trust is at play, the designer of the HAI system
has the responsibility to clearly communicate the purposes of the system and build guardrails to avoid
misusage [32].

Temporal user trust
Development of user trust in AI over time has been investigated [66, 140] fairly recently. One paper by
Cabiddu et al. [2022] put forward some prepositions for factors that affect user trust over time. Firstly,
the authors point to social influence [20], because the people around a person define the likelihood of
that person continuing to use an algorithm regardless of its intrinsic qualities. They state that:

“The greater the positive social influence a user perceives over algorithms, the higher the
probability of building trust in AI algorithms over time.” (Cabiddu et al., 2022)

Secondly, on the topic of the usefulness of algorithms, they mention:
“The greater the learned usefulness an algorithm demonstrates, the higher the probability
of building trust in AI algorithms over time.” (Cabiddu et al., 2022)

Lastly, the authors consider familiarity, summarizing their literary study as:
“The greater the familiarity a user demonstrates with algorithms, the higher the probability
of building trust in AI algorithms over time.” (Cabiddu et al., 2022)

We mentioned the last quote in section 1.1 because it meaningfully connects to RQ2. Although
Cabiddu et al. discuss trust and we seek to measure temporal differences in user reliance, their findings
show that repeated interactions with AI over time cause noticeable differences in human-AI interaction
aspects.

Overall, this thesis embodies trust as part of the efficacy (i.e. RQ1), because trust in a (RAG-)system
is necessary for it to be considered effective. The next section describes the concept of user reliance
in related works and how increased familiarity could affect user reliance.
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3.3.2. User reliance
Whereas user trust is considered a subjective matter, we can measure user reliance objectively. User
reliance can be defined as “the degree of agreement between the final user response and the AI sug-
gestion [...]” [21]. If a system has a sufficient level of quality and is reliable, its users are likely to
over-rely on its outputs. For example, Kim et al. [2024] found that purposefully adding uncertainty en-
couraged users to check their answers due to human-like factors such as impression management,
maintaining credibility and avoiding liability, but they note that their intervention does not necessarily
avoid over-reliance.

For measuring reliance Schemmer et al. [2022] considers relative positive AI reliance (RAIR) and
relative positive self-reliance (RSR). RAIR is the ratio of cases where the user follows the correct AI
advice given that their initial decision was incorrect versus these cases combined with cases where
the human ignores the correct AI advice. RSR is the number of cases where the user trusts their own
initial decision and receives incorrect advice from the AI over those cases and where the user does not
trust their decision and follows the incorrect AI advice. The authors found that explainable AI (XAI) had
a higher RAIR score and lower RSR score compared to the regular AI model.

In this thesis, we embrace the definition of user reliance given by Cao and Huang [2022], but differ
from Schemmer et al.’s [2022] approach. Mainly, their measurement of reliance is binary (i.e. discrete),
i.e. whether the user (dis)agrees with the AI’s advice instead of a gradual, continuous measurement
of agreement. This is an important distinction as user reliance is dependent on the learning task:
classification, regression, etc. In the case of generative AI and specifically the context of this thesis,
however, we focus on generating text and to what extent this text is usable downstream. Thus, as
section 5.2.2 explains in more detail, we measure implicit agreement through the similarity between
the output of the user’s final response and the AI’s generated response.
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RAG System Implementation

The last chapter discussed related work to understand core concepts around the evaluation of summary
quality, user trust, and user reliance. We contextualize these core concepts in chapter 5. However,
before introducing the experimental setup in the next chapter, we first introduce our proposed RAG
system that supports this thesis.

This chapter outlines our proposed RAG system, named DoRA: Document Retrieval and Analysis
(in Dutch: Documenten Raadplegen en Analyseren). DoRA is the proposed chatbot driven by an RAG
system with two main purposes for her 1 existence. Firstly, it is a prototype necessary to answer both
research questions posed at the beginning of this thesis (see RQ1 and RQ2). Secondly, we propose
DoRA as a highly configurable and modular system. This means that environment variables dictate
which databases DoRA uses for saving the chat history and embedded documents as well as which
models she can use from either OpenAI [109, 107] or from local LLMs saved on the user’s filesystem.

4.1. Document Retrieval and Analysis (DoRA)
In this section, we will walk through the RAG system that drives DoRA. She consists of seven com-
ponents of which there are 2 Large Language Models (LLMs), 3 databases, 1 server, and 1 web app.
These components are orchestrated by a Kubernetes [134] cluster. The code for all components, ex-
cept for the web app, is publicly available on GitHub [129]. The reason for keeping the web app private
is explained in section 2.4. We describe the web-app in section 4.2 See Figure 4.1 for a visual overview
of these components.

4.1.1. Large language models
Like most chatbots, DoRA needs to understand the user’s query. To that end, we supply her with a chat
model. For the user study, we pick GPT-3.5-turbo [17] as our chat model. We justify our pick due to
the model’s stability [139], its training on aggregating text, and its lower price [108]. This is in favor of
GPT-4 [111] which has a larger 25K (instead of 16K) and can receive multi-modal input. Moreover, due
to hardware resource limitations, we do not use any of the Dutch language models described in section
2.1. That said, DoRA’s chat model – in theory – can be any LLM that can process text as input and
output text. In practice, however, the most suitable LLMs are those that have been instruction-tuned
as well as conversation-tuned so that they understand the user in a similar way that humans ask other
humans for help.

Luckily, due to the inclusion of RAG, a model with a smaller context window should perform reason-
ably since only the relevant parts of each document are included in each prompt.

Additionally, to effectively use RAG, DoRA needs to embed all documents so that she can query
them for context. To that end, we provide her with an embedding model. An embedding model can be
any transformer model in which the encoding part is only used to go from text input to vector embedding.
1Unlike in English, there is no gender-neutral pronoun in Dutch for inanimate objects like ”chatbot”. ”chatbot”, is derived from
”robot”, and is a masculine noun in Dutch. However, as the name DoRA has a feminine ring to it (in European languages), I am
referring to DoRA as she. In the UI, she is also being referred to by she/her (zij/haar in Dutch). Moreover, it makes this thesis
more fun to read and anthropomorphizing chatbots is also common practice.
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Figure 4.1: DoRA’s architecture which centers around a RAG-server that communicates with a chat model, an embedding model,
a vector database, and a relational database storing two tables.

For the user study, however, we opted for text-embedding-ada-002 [107] as it was the only model
available from OpenAI at the time of creating DoRA. To obtain the best results from an RAG setup,
it is highly recommended that the embedding model and the chat model are similar so that the query
vector (obtained by the chat model) is as close as possible to the embedded documents stored in the
database. In this way, the retrieved documents are sure to be relatable to the query which allows the
chat model to reason about the query augmented prompt.

4.1.2. Databases
Databases are essential to DoRA, because she needs all sorts of data. To reduce overhead, we prac-
tically decide to merge all the relational databases into one database with multiple tables to enable
easier access. This amounts to one MariaDB [91] database container in the Kubernetes [134] cluster
and one ChromaDB [26] server-embedded vector database. We choose this setup to ensure that the
relational data is persistent and to quickly have a proof-of-concept to perform the user experiments
with by avoiding external overhead by setting up a separate vector DB. Therefore, each database icon
in Figure 4.1 represents either a relational table or a vector database. Below, we describe what each
table and vector database does.

The first table logs the user’s activity needed for analysis. It stores the user’s UUID (session_id),
the start time of the session (start_time), the end time of the session (end_time), the number
of messages exchanged per session (number_of_messages), the original answer from the DoRA
chatbot (original_answer) and the edited answer from the user (edited_answer). The last two
pieces of data are relevant for capturing the user reliance (RQ2) as well as the quality of the answers
(RQ1).

The second table stores the chat history of the user comprising of two columns: the user’s UUID
(session_id) and a serialized ChatMessage [73] object. By including these chat messages, we
ensure that LLM has prior context that it can utilize to formulate the full prompt. We set the number of
chat messages 𝑚 = 5 to include for context to the LLM because referring to chat history is not highly
relevant for summarization tasks, but important enough such that user is allowed to split their query in
pieces rather than finding the perfect query at once.

The vector database (vector DB) stores the embedded vectors provided by the embedding model.
The embedded vectors represent the documents that the user uploads for added context as described
in section 4.1.3 – Upload Documents. Moreover, the retriever, described in the aforementioned sec-
tion, allows for communication to the vector DB to query the most relevant documents based on an
embedded prompt vector using either cosine similarity or Maximal Marginal Relevance (MMR). These
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methods have been described in Chapter 3. For the user study, we opt for MMR due to the tasks of
summarization and juxtaposition that favor diversity in the set of documents over the closest match.
Carbonell and Goldstein has used MMR been used since 1998 to generate summaries based on doc-
ument contents [90, 22]. We opt for 𝜆 = 0.2 for the MMR algorithm as we favor the diversity of sources
(i.e., chunks with high inter-similarity) over the chunk that has the highest similarity with the given query
vector. This follows from the summarization task. Furthermore, we opt for 𝑘 = 10, since that is the
largest amount of context we can pass to GPT-3.5-turbo without exceeding the token window.

4.1.3. RAG server
The server consists of two main components: Langchain2 and Flask3. Langchain is an LLM orchestra-
tion tool that encompasses different libraries to build agents, tools, and chains. Flask is used to quickly
create several endpoints that are needed to support RAG. Below, we discuss the two most important
endpoints:

Upload Documents
The first endpoint receives a set of uploaded documents to be embedded. Upon reception, we save
each document temporarily on the file system of the Docker container in which the RAG server runs.
Using Langchain’s various document loaders [75], each document has its text and metadata extracted.
For the scope of the experiment, we only work with PDF documents. Next, we use the Recur-
siveTextSplitter from Langchain [77] as our tokenization method. It operates by cutting up the
extracted texts in chunks of 512 tokens which corresponds to roughly five paragraphs or 380 words
of text [110]. Afterwards, the chunks are embedded using the embedding model (see section 4.1.1).
We store the resulting vectors in a Chroma vector database [26] in a collection whose key equates to
the user ID. By executing all of these steps, the documents are ready to be queried by an embedded
prompt.

Send prompts
The second endpoint is to receive new prompts from the user. The prompt and corresponding user ID (in
the form of a UUID) are sent to the ConversationalRetrievalLangchain (CRL) [74]. This chain
recalls the chat history, prepares the VectorStoreRetriever [78] with the collection of embedded
document vectors and looks up the predefined chat model. Using this information, the CRL enhances
the prompt with the retrieved documents as described in section 2. Afterwards, CRL sends the prompt,
receives an answer from the model, extracts the sources from this answer, and returns the response
to the Flask server. The flask server wraps this response in a JSON object that is sent back.

4.2. Chatting with DoRA: face-to-face
We build DoRA’s frontend interface using WEM [152], a no-code solution to quickly build web applica-
tions and connect them using REST APIs and relational data sources. We motivate our selection of
WEM in section 7.2.

During this development process, we investigated the possibilities within WEM to re-create a similar
interface to ChatGPT and Microsoft Copilot to ensure that users feel familiar with the interface. With
the current widgets available within WEM, however, this was impossible. We, therefore, attempted to
create a plug-in, but it was unsuccessful due to the lack of documentation on that part. Hence, we
opted to use pop-up dialogs whenever DoRA sent her network request to inform users of the state
of the application. Regardless, we acknowledge that deviating from the norm has affected the user
experience and indirectly the qualitative feedback from the users in the study.

We iterated through some chat interface designs and started with an interface that allowed users
to upload documents mid-conversation. That, in contrast to our expectations, seemed to not work as
DoRA would forget that more context had been added. We attribute that to Langchain not re-indexing
when adding documents later on.

Eventually, we settled on a user experience where users were first met with an upload screen, shown
in figure 4.2, where they could upload documents before chatting. Naturally, this is not sustainable
long-term as the number of documents grows, document sizes grow and the time-consuming task of
2https://python.langchain.com/docs/get_started/introduction
3https://flask.palletsprojects.com/en/3.0.x/

https://python.langchain.com/docs/get_started/introduction
https://flask.palletsprojects.com/en/3.0.x/
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extracting text, structure, and metadata from documents becomes ever-more present. So, we circle
back to this in section 7.3 as future work.

Figure 4.2: DoRA Chatbot – Upload screen. Here, the user uploads their source documents, and, if they are a verifier, they
upload the outputs received from the control and experiment group participants.

After uploading their documents, DoRA greets her users with (in Dutch): “Ik heet DoRA. Waarmee
kan ik u van dienst zijn?” Meaning: “My name is DoRA. How can I be of service to you?” This formal
greeting is a conscious choice as many employees at the Ministry of Finance find this level of formal
communication fitting within their organization. Figure 4.3 shows a visual example.

We fast-forward briefly to a user task (section 5.3) assigned to a participant. Theymay prompt DoRA
to help them solve the task during their interaction (section 5.4). Assuming the user has uploaded a
document describing the process of state budget management and its justification (i.e., Proces van
Begrotingsbeheer en Verantwoording; in Dutch), they can ask it to summarize according to a custom
output format. They send the following prompt:

Summarize the document in 500words and three paragraphswith each a bold header before
the paragraph’s content.

DoRA, in return, responds with a summary that adheres to the above prompt. Figure 4.4 displays this
interaction.
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Figure 4.3: DoRA Chatbot interface – Empty. When the user starts a conversation with DoRA, they are greeted with: “Ik heet
DoRA. Waarmee kan ik u van dienst zijn?” Meaning: “My name is DoRA. How can I be of service to you?”

Figure 4.4: DoRA Chatbot interface – Prompt: Summarize the document in 500 words and three paragraphs with each a bold
header before the paragraph’s content. – Response has been cut off.





5
Experimental Setup

This chapter describes the variables, the metrics, and the procedure during the user sessions as well
as a description of user profiles. Section 5.1 describes the study design, section 5.2 describes how
we measure the dependent variables in the user study within both the between-subject design of RQ1
and longitudinal design of RQ2. Section 5.3 describes the format of the assigned user tasks to the
participants. We walk through the experiments in section 5.4.

5.1. Study Design
This section outlines the study design through an explanation of the participant roles within the exper-
iment and how they relate to experimental conditions, two hypotheses accompanied by a conceptual
model, a description of the measurements, and how these are affected by confounding factors.

5.1.1. Experiment roles
For the experimental setup, we categorize participants into one of three roles. The first role is that of a
human agent who executes the assigned task manually without any AI assistance and represents the
control group. In this work, we may use human agent, control group, and group A interchangeably.
The second role is that of a RAG-assisted agent who uses DoRA to complete their assigned user task
and represent the experimental group. The third and last role is that of independent verifier who
rates the task outputs of the previous two roles and is not a conditional group in the experiment, but
a human-driven means of measuring the difference w.r.t. the dependent variable. Though we aim to
use consistent terminology, we may use human agent, control group, and group A interchangeably for
the first role. For the second role, we synonymously use RAG-(assisted) agent, experiment group, and
group B respectively. For the third, we use the terms independent verifier, verifier group, and group C
accordingly.

Regarding the assignment of roles, we ensure that each user task (i.e. combination of domain
document + task type) is executed in triples. As such some people may take on more than one task,
but do not fulfill more than one role within a triple. The number of task outputs and division of tasks per
group are shown in tables 5.1 and 5.2 respectively.

5.1.2. Hypotheses and conceptual model
Before diving into a conceptual model, we first state some hypotheses that help establish the conceptual
model for RQ1 and RQ2.

H1: A Naive-RAG system produces similar output compared to a human expert with regards to quality
of work (QoW) on text aggregation tasks such as summarization and juxtaposition.

H2: Interacting with a Naive-RAG chat bot increases user reliance.

We conceptually model these in figures 5.1 and 5.3 respectively.
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5.1.3. Comparing the outputs between conditions (RQ1)
Following from the illustration in figure 5.1 and hypothesis H1, we change the agent that performs the
text aggregation tasks as an independent variable (IV) and we observe the quality of work (QoW)
resulting from each agent as a dependent variable (DV) in between-subject design. Whereas the
subjects refer to human and RAG-assisted agent roles, the independent verifier assesses their QoW.
This is illustrated in figure 5.2. We discuss our approach using a variety of metrics to measure the
quality of the output in section 5.2.1.

Figure 5.1: The conceptual model for RQ1. The left end shows the experimental conditions as the DV and the right end shows
QoW as the IV. The nodes in the middle indicate confounding factors that are either RAG-specific or human-specific. The arrows
indicate which factors affect other factors or the outcome of the IV (illustrated as a long horizontal line from left to right).

Figure 5.2: Experimental design for RQ1. The control group performs their assigned user task manually without assistance from
an RAG system in week 21 of 2024 (i.e., at the time of session II). The experiment group completes their task using DoRA in the
same week. The verifier group checks the outputs from both groups in the following week (22).

5.1.4. Capturing user reliance (RQ2)
From figure 5.3, it follows that the user’s experience with DoRA affects their user reliance. We solely
consider the experiment group for measuring temporal reliance, because they are the only ones inter-
acting with DoRA during their task assignment. As we enable DoRA for use outside of the experiment,
we allow users to gain experience with the RAG system. We capture the difference in user reliance
between 𝑡 = 0 and 𝑡 = 4 weeks as two snapshots carried by the assumption stated in hypothesis H2.
An illustration of the process is depicted in figure 5.4.
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Figure 5.3: The conceptual model for RQ2. The left end shows the experience from the users as a function of time 𝑡 = 0 → 𝑡 = 4
as the DV and the right end shows user reliance as the IV. The nodes in the middle indicate confounding factors that are either
RAG-specific or human-specific. The arrows indicate which factors affect other factors or the outcome of the IV (illustrated as a
long horizontal line from left to right).

Figure 5.4: Experimental design for RQ2. The same experiment group (from RQ1) performs their user task twice during the
experiment: in week 17 (i.e., at the time of session I) and week 21 (i.e., session II) of 2024 using DoRA. One week after each
session (i.e., weeks 18 and 22), their outputs are analyzed manually and metrics indicative of user reliance are calculated and
captured.
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5.1.5. Confounding factors
The intermediate ‘boxes’ illustrated in figure 5.1 and 5.3 represent the confounding factors that affect
IVs. We can map the confounding factors to the generation-and-retrieval paradigm (explained in sec-
tion 2.2), where the choice of model and the document retrieval implementation can highly influence the
user experience and outputs of an RAG system. Some of the factors that affect the model choice, and
implicitly the generation part, are the training data and the model size as they directly affect whether
an LLM can be instruction- and dialog-tuned which is imperative for an RAG system. As mentioned in
chapter 4, we picked GPT-3.5-turbo from OpenAI, due to its accessibility and meeting the require-
ments of being tuned for any task you provide it.

Another subset of factors that influence the retrieval part are the chunk size, the top-k variable,
and the (re-)ranking algorithm. We established the influence of these parameters earlier on in section
2.2 and provided these parameters with values in chapter 4. Nonetheless, we emphasize the effect
these parameters have on the outcome below as well as which values they attain. Firstly, the chunk
size 𝑠 determines how large each document becomes from the source files and introduces more noise
with larger sizes. As we want to perform summarization tasks, we want to provide the model with as
much context as fits within the context window in favor of potential noise generation to minimize the
odds of missing a piece of information from a document. Therefore, we set our chunk size 𝑠 = 512
tokens. Secondly, the top-𝑘 variable decides how many documents are used to derive the response
to an instruction where the token window 𝑤 caps the number of documents and chunk size: 𝑠 ⋅ 𝑘 ≤
𝑤. Along the same line of reasoning, we tried to max out our token window and ended up selecting
𝑘 = 10 document vectors to use for creating the summary. Lastly, different ranking algorithms affect
the performance of the RAG system for certain instructions where CoSim can increase accuracy for
QA-tasks and MMR likewise for summarization tasks (discussed in section 2.2.4). As such, we pick
MMR to re-rank and select 𝑘 = 10 document vectors that encompass the diversity of chunks from the
source file.

5.2. Variables and Metrics
This section describes what metrics we use to capture the independent variables in hypotheses H1 and
H2. We categorize these by method rather than by hypothesis or research question to avoid repetition
of information. The first subsection describes the survey used in detail to capture the quality of the
outputs from DoRA and trust in DoRA as an RAG system through a human-evaluated survey. The
second subsection discusses several metrics to compare the generator’s initial output with the human-
adjusted output to indicate user reliance.

5.2.1. Qualitative assessment
To capture the QoW from DoRA and the user’s trust in DoRA, we make the experiment and the verifier
group complete different surveys. The questionnaire for each survey is attached in appendix A. Both
surveys tackle 9 dimensions of summary and juxtaposition quality which are clarity, completeness,
relevance, accuracy, consistency, structure, conciseness, grammar and spelling, and coherence. On
top of that, we measure the overall satisfaction of the output quality. They are assessed as 7-point
Likert-scale questions varying from fully <negative adjective> to fully <positive adjective>
(e.g., fully unclear to fully clear) with a free-form field to elaborate on one’s answers. These answer
options are defined in appendix B.

The one survey assigned to the experiment group, consisting of 35 questions1, additionally consid-
ers experience and trust in RAG systems as well as the user’s perceived time. Regarding experience
and trust in RAG-systems, we partition these into 5 different aspects consisting of: the understanding
of RAG-systems, comparing RAG and human expert outcomes, challenges and limitations, user trust
and confidence, and the user’s perceived duration.

The other survey assigned to the verifier group, consisting of 20 questions, has one additional
question asking for the overall satisfaction of the quality of the output document. This survey is repeated
for each document subject to verification. To facilitate the replication of the survey, the verifier group
needs to indicate whether they are checking a summary or juxtaposition and which uploaded file it
refers to. This is illustrated in figure 5.5.

1including both Likert-scale questions and free-form elaborations
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Figure 5.5: DoRA Chatbot - Task Creation Screen. By creating a task for each output, one verifier can check multiple output
texts.

A screenshot of the survey screen is depicted in figure 5.6. We juxtapose the outcomes of both
surveys from the verifier, observe the quantitative differences of the Likert scores, and perform a the-
matic analysis on the collected user feedback from the experiment group. The thematic analysis is
discussed in section 6.1. Having discussed the method for gathering data to answer hypothesis H1,
the next section, 5.2.2, describes the method for hypothesis H2 on how we observe user reliance.

5.2.2. User reliance assessment
In this section, we describe different metrics as indicators of user reliance. We can divide these metrics
into two groups. The first group consists of two metrics related to session metadata, namely: time
spent per session and the number of messages exchanged2 per session. The second group consists
of metrics related to the similarities between the DoRA’s generated output and the final user’s output.
The indicators in from the second group rely on the assumption that a higher degree of similarities
implies a higher user reliance on DoRA. We can further partition these indicators into semantic and
syntactical similarity metrics.

Semantic similarity metrics
To capture semantic similarity metrics, we turn our focus to embedding models [33, 107] and their
capability to encode a chunk of text into a vector representation. Vector representations are mappings
between chunks of texts and n-dimensional numerical lists that semantically position these chunks
in numerical space. Since Word2Vec [93] proposed these representations, they have been useful,
because a human-effort intensive ontology is no longer necessary to model the semantic relationship
between words as they are approximated using vectors. From these vector representations, we can
use cosine similarity, CoSim, or neural networks such as BERTScore to capture the vectors’ semantic
proximity. Whereas CoSim expresses this on an embedding level, BERTScore [160] does this on a
token level and takes an aggregate to calculate its score.

Syntactic similarity metrics
Syntactic similarity has been captured in prior research with BLEU [114] and ROUGE [83] metrics.
Whereas ROUGE-N considers the overlap of n-grams between two texts and takes into account the
F1-score, BLEU focuses on precision only by calculating precision for each N-gram size (i.e., unigrams,
bigrams, trigrams, tetragrams). A high BLEU score indicates that the user’s modifications are similar
to the reference text and imply a stronger user reliance. Likewise, a high ROUGE-N score signifies

2This includes replies from DoRA.
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Figure 5.6: DoRA Chatbot - Survey Screen: Verifier Group. On the left is a PDF-viewer showing the output from a participant in
the control or experiment group and on the right are the questions categorized by dimensional quality.

that the user has kept the structure and overall content the same and points to a deeper reliance on
the LLM’s output.

In addition to NLP metrics, we include Levenshtein distance [104] as a metric to assess the edit
distance between the two texts. With a smaller distance, this means that the user edited fewer charac-
ters. The reason for using this metric is that we can underline what may have caused a higher BLEU
or ROUGE-N score. Namely, if the edited text has a low distance (e.g., ≈10 characters), then this
immediately explains the BLEU and ROUGE-N score being close to 1, as little edits to the text do not
change n-gram-related scores by much.

This section has explained the metrics involved with evaluating summary quality and measuring
user reliance. Section 5.3 enumerates the user tasks employed as an input for the output on which
these metrics are then applied.

5.3. Examples of user tasks
The control group and experiment group received the same execution task to provide to the LLM.
The execution task could be used as a starting prompt for the experiment group, but this was only
recommended in passing and not at all required. We highlight the task templates for each working
division below.

Summarization Task - General:

Summarize the document <X.pdf> in no fewer than 500 words and partition the summary
in four paragraphs with each one theme. The summary is of textual nature, so no bullet
points. The summary starts with a title and has sub-headers for each paragraph.

Juxtaposition Task - General:

Juxtapose <X.pdf> and <Y.pdf> and describe in no fewer than 500 words the similarities
and differences. Put the similarities in one paragraph and the differences in the other para-
graph. The juxtaposition is of textual nature, so no bullet points. The juxtaposition starts
with a title and has sub-headers for each paragraph.

Summarization Task - Beleid:

Summarize <X.pdf> in no fewer than 500 words. Of these 500 words, use approximately
100 words to express the general sentiment and 100 words to indicate the attitude (e.g.
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conservative/progressive). Use the remaining 300 words to summarize the contents of the
document. Thus, there are three paragraphs with each a header.

Verifier group:

You have received 𝑛 output files. You are asked to upload these output files into the applica-
tion and create a (virtual) task, summary and/or juxtaposition, for each file. Subsequently,
you will rate these according to a survey. You can use the source files to compare the texts
(from the output files) with the sources that they are based on.

The interface for creating these virtual tasks is shown in figure 5.5. Table 5.1 shows the number of task
outputs for both summarization and juxtaposition categorized by the three participant groups. Having
defined these user tasks, the next section outlines the procedure for the experiment.

Table 5.1: Factorial design: Number of Task Outputs Categorized by Participant Group

#(task output) = 18 Summarization Juxtaposition
Control 4 2
Experiment 4 2
Verifiers 4 2

5.4. Procedure
This section presents the undertaken procedure during the user study. Table 5.2 shows how many
participants were included in each group and howmany participants completed one or two tasks. Before
allowing the users to partake in the study, we invited them to join a training session to get familiar with
the user interface. During the training, we briefed them on potential questions that they could encounter
during the experiment.

Table 5.2: Factorial design: Number of People Working One or Two Tasks Category Participant Group

#(people) = 13 ×1 task ×2 tasks
Control 4 2 2
Experiment 5 4 1
Verifiers 4 2 2

After these training sessions, we organized two experiment sessions. Due to the varying time
schedules of these participants, we opted to conduct the sessions in an asynchronous format through
email lists. This format allowed participants to complete their assigned task at their convenience with-
out necessitating a group intervention such as a focus group. The first session, S1, only included the
experiment group, because S1 acts as the anchoring point, 𝑡 = 0, for the longitudinal aspect of measur-
ing temporal reliance (RQ2) from the experiment group. However, the second session, S2, included all
three groups and served two purposes. Its first purpose served as another measuring moment, 𝑡 = 4,
where we use the data from the experiment group and compare the DV reliance indicators with the
ones from 𝑡 = 0 to measure the temporal development of user reliance (see RQ2). Its second purpose
served as a period in which we collected data from both the control and experiment groups and had
their outputs rated by the verifier group to assess the output quality of the summaries (see RQ1).

Outline of the procedure
Figure 5.7 illustrates the procedures for the control, experiment, and verifier groups. In all cases, the
participants start by receiving an e-mail with a PDF manual (see appendix C) with a task instruction
(see section 5.3) together with any supporting documents. The exact set of supporting documents
differs depending on the user task, department, and which group they belong to. Between the control
and experiment groups, the supporting documents are the same consisting of one or two source doc-
uments depending on the user task. That is one document for summarization and two documents for
juxtaposition respectively. The verifier group, on the other hand, gets both the source documents and
the outputs from the control and experiment groups.
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Figure 5.7: The procedures for all participant groups. Each group is made distinct using different colors and arrow types: solid,
long-dashed, short-dashed, and dotted

The manual instructs the participants then to click on a link to the web app and fill in their UUIDs.
The experiences are made distinct for each participant group by the last letter of their UUID; that is A
(control group), B (experiment group), and C (verifier group). All participants are then asked to upload
either their source documents (for groups A and B) or their output documents (group C). The next step
is distinct for each group.

Firstly, the control group can complete their user task in a text field in the DoRA app. When they
are finished, they submit their task and the experiment ends for the control participant.

Secondly, in the experiment group, they are forwarded to a chat screen where they can chat with
DoRA for as long as they like. They are tasked to keep chatting with it until they find a response
from DoRA that is as close as possible to the task at hand and their expectations. When they have
found a desirable response, they select it and are presented with a new screen where they can edit
their selected response until it meets their quality standards. After submission of their human-edited
answer, they are shown a post-task questionnaire where they are asked to rate the quality of the original
response from DoRA as well as some questions about their knowledge, experience, and trust in RAG
systems. The experiment participant ends their session on completion of filling out this questionnaire.
The experiment group is then expected to complete the same task four weeks later. This is due to the
measurement of H2 of which the participants are not informed.

Thirdly, the verifier group, they are shown a screen where they can indicate if the output documents
are summaries or juxtapositions. When each document is assigned to a task, we display the question-
naire where they are asked to rate the quality of the outputs ‘blindly’3. Upon finishing the survey, that’s
where the procedure ends for the verifier group.

3Despite the quality of GPT-3.5 and RAG, it cannot be avoided that people who use ChatGPT know what outputs are likely to
be machine-generated.
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Results

This section describes the results of our user experiment. We begin this chapter by outlining the results
in three parts. The first part is a thematic analysis of the user feedback from the free-form questions
in the quality-assessment survey. The second part is an observation of the Likert scores across the
nine dimensions (see section 5.2.1) and overall satisfaction. The third part considers the development
of user reliance by considering the semantic and syntactical similarity between DoRA’s initial output
and the user-edited output. We close this chapter by coalescing the results from all the channels and
testing these against our defined hypotheses. Here, the first and second parts will be tested against
H1 and the third part will be tested against H2.

6.1. Qualitative thematic analysis
To evaluate the quality of the outputs, we set out to perform a thematic analysis of the user feedback
from the open questions of the survey. We started by reading all the responses and started coding ac-
cording to Braun and Clarke’s method [2006] of thematic analysis. We consider a combined inductive
and deductive approach as there is no research available setting a baseline for common themes about
the human evaluation of summaries; or more generally, generated texts. In a deductive approach, we
anticipate that user feedback will correspond to the 9 dimensions introduced in section 5.2.1, some of
which align with best practices for human evaluation of generated text [141]. Conversely, in an ex-
ploratory manner, we analyze user responses to questions that ask them to elaborate on their ratings
for each dimension. Extracting codes from the responses required filtering out all the responses where
the participants had left no feedback. Some answers contained multiple codes suited codes. From
the open coding exercise and merging commonalities, we initially ended up with 20 codes that were
not distinct. For these 20 codes, we rank them based on frequency and keep merging. When codes
appeared in the same frequency, we judged subjectively based on how related the code was to do-
main expertise and the experiment tasks, because some codes were related to limitations of the RAG
interface rather than the system. After applying this process, we eventually distill these codes into four
themes:

1. Prompt Composition

2. Exact Compliance

3. Efficiency over Quality

4. Prioritization of Content

The next subsections will each describe each emerging theme supported by quotes from the par-
ticipants from the experiment group as well as from the independent evaluators. In consideration of
legibility and consistency, we translated the responses of the participants from Dutch to English and
added any missing words between brackets and commentary as footnotes.
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6.1.1. Prompt composition
Participants demonstrate difficulty composing a prompt that results in the desired answer. The next
examples mention both knowledge-related aspects as well as linguistic aspects. Participant P11 states
that: “Posing specific questions to reach the answer is complicated” in response to the question:
“Which challenges do you face while evaluating the text quality of DoRA?” This answer can be linked
to a knowledge-related aspect where knowing what to ask is considered a challenge especially when
dealing with an RAG system that cannot infer the knowledge level of the average user without more
data.

When asked “How do these challenges influence the overall efficacy of DoRA for text aggregation
tasks?” P4, another participant, responds: “Finding the ’magic’ words which cause DoRA to have
access1, makes the process rather frustrating and especially in the case of a short document,
a feeling creeps up that summarizing by oneself is faster.

Participant P5 reflected on “Elaborate on your rating regarding the clarity of the original answer from
DoRA. Provide an example if applicable.”, mentioning, “It took a while to find the correct formulation
of the question which enables it [(DoRA)] to extract the differences and similarities from the
texts”. Moreover, when asked which challenges they faced during the assessment of the text quality,
P5 states: “I had to formulate the task in a slightly different [manner] before the right [output] was
achieved.”. As for how this challenge influences the overall efficacy of DoRA, they say the following:
“it is sometimes difficult to create the correct query. This may take [some] time.”

P4’s response could be knowledge-related, but may also be due to the initial set-up prompt from
DoRA being strict. P5’s response can be characterized as having linguistic issues, where DoRA ex-
pects instructions to be formulated using instructional language which this user was not aware of. All in
all, these examples demonstrate that there is a gap in knowledge between the user’s ability to instruct
the model to format the output consistently. In chapter 7, we suggest some future work to narrow the
gap between domain knowledge and the context from RAG. Assuming the formulation of a prompt is
successful, sending it to DoRA leads to exact compliance. The next section describes exact compli-
ance which focuses on how the prompt is interpreted by DoRA as opposed to the task of coming up
with a suitable prompt.

6.1.2. Exact compliance
Exact compliance refers to the system doing exactly what is being instructed to do but does not assume
much domain knowledge. As Participant P12 states: “Currently, onemust steer towards an answer.
Whereas one needs to do that less in questionmode [as opposed to juxtaposing or summarizing
mode].”, in response to, “How can RAG-systems increase the user trust in its outputs, especially
compared to human-written content?”. Furthermore, they state: “[...] For example, I had to ask
separately for four paragraphs which a system may be able to devise on its own.” Participant P9
mentions that “Getting to the point is a quality of DoRA that humans find more difficult.”, when
asked: “Can you give examples where DoRA’s output in terms of quality outshines humans?” In short,
this exact compliance can be considered both desirable and undesirable simultaneously. As such, we
briefly describe in Chapter 7 what may have caused this phenomenon and what factors need to be
considered before instructing a model in a domain context.

6.1.3. Efficiency over quality
Multiple participants have expressed that they appreciate the gain in perceived efficiency even if DoRA
lacks in quality. We emphasize perceived here as the efficiency is measured qualitatively and therefore
subject to the participant’s experience of DoRA instead of a time-bound measurement of task comple-
tion. The next paragraphs support this claim with the first paragraph on the ADR/IT department and
the latter on the other two departments.

Participant P3 estimates that “...the efficiency of the usage of DoRA is many times higher than
the deployment of domain experts despite still achieving a sufficient quality of the summary.”,
prompted by: “How do you see the trade-offs between content generated by RAG and human-written
content in terms of quality?” Continuing, P3 marks that they did not face any challenges, but when
asked: “How do these challenges influence the overall effectiveness of DoRA for text aggregation
tasks?”, they state that: “...The deployment of DoRA in my daily routine would save much time
1This refers to the retriever part failing to provide context to the LLM.
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and give me the possibility to focus on more important business.” A participant from the same
department, P4, ponders about the trade-offs as “RAG-systems win in terms of efficiency. But
not yet in terms of quality. P5, a colleague of P4, agrees: “For the best answer qualitatively,
currently, humans are necessary. In terms of speed, a RAG system is superior. I expect that
it will be executed by RAG-systems in the future because this [method] can generate answers
more quickly and better.”

Participants P9 and P12 who each belong to different departments than the participants before,
when asked about the trade-offs, that efficiency is gained. On this note, P9 remarks “[It is] definitely
time-saving in any case. It guides you to formulate papers. However, the human touch is al-
ways necessary, but that is much less effort due to a RAG system. P12 notes that “Efficiency
is much higher when using DoRA, provided you ask the right questions.” Additionally, they say
that: “...Quality [remains] considerably similar [to humans]. Aside from prioritizing.

All in all, the perceived and factual quality of the output is lacking compared to humans, but efficiency
makes up for it. Notably, the participants were working with publicly available documents and were not
able to use the RAG system with their documents at work due to logistical and security constraints. We
explain in chapter 7 what the constraints are, but the perceived increase in efficiency was nothing short
of surprising. We consider the prioritization of content to play a major role in the perception of output
quality. The next section describes this issue in detail.

6.1.4. Prioritization of content
We define prioritization of content as the elements that are present in DoRA’s response in an abstractive
summary sense. That is finding a subset of elements from the sources to use for summarizing and
juxtaposing documents and the order in which they are presented. From a high-level overview, a
response may seem correct syntactically and the vocabulary seems fitting, but on closer inspection,
the summary appears not faithful to its sources. As participant P4 discusses which factors influence
their trust in DoRA, they state: “DoRA gives a summary that contains falsehoods. By and large,
it is correct, but it is precisely the details which make me distrustful.” Participant P12 shared
a similar experience; when asked: “On the contrary, are there any moments where human domain
experts perform better than DoRA?” ; “Prioritizing. [The] subjects for the four paragraphs seem
random.” Having tested DoRA with similar prompts as P12, we understood what they meant with
‘random’.

In line with exact compliance, DoRA appears to find the greediest way to fulfill the requirements
stated in the user task. This method disregards any sensible format guided by the source documents.
For example, if the document has three sections, but the prompt asks it to divide it up into four sections,
the LLM will still attempt to draft a document even if the outcome is less sensible by considering a
random fact that is not related to the other three. Conversely, if the document has more than four
sections, it starts to pick chunks of text with the highest scores (assuming higher means more suitable
to the prompt). We attribute this to a lack of structure that comes with extracting PDF documents and
embedding only the texts with some overlap. We mention a potential method of overcoming this issue
in section 7.3 on future work. In conclusion, the omitted context of the document structure as a whole
contributes to a random assignment of importance in the output text which is perceived as a decline in
quality.
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Table 6.1: Supporting table for figure 6.1 outlining the type of document, a description of its content, and which department
proposed it.

Document Name Source Document
Description User Task Category Department

Document A

1) Article on the
adoption of agile

practices in auditing

2) Article on the
adoption of the agile
practice at Jumbo (a
Dutch supermarket)

Juxtaposition
ADR/IT

IT-auditors

Document B
Article on excessive
risk management in

auditing
Summarization

ADR/IT

IT-auditors

Document C A handbook on
generative AI policy Summary CdIO/Beleid

(Policy department)

Document D

1) Budget law outline
sheet

2) State Budget
Handbook Dutch

Parliament

Juxtaposition

DGRB/BBH

(State Budget
Management)

Document E State Budget
Regulations 2024 Summary

DGRB/BBH

(State Budget
Management)

6.2. Exploratory findings of task output quality
This section will discuss the exploratory findings of the task output quality as captured in the filled-out
survey. By observing the 9 dimensions of task output quality and the overall satisfaction rating from the
independent evaluator (i.e. the verifier), we establish if there was any significant difference between
the control and experiment groups. Each triple of control, experiment, and independent evaluator
was involved with the same task and the same document. To refrain from having to remember long
document names, we opted to name the documents A, B, C, etc., We provide a convenient mapping
in table 6.1.

As illustrated by figure 6.1, the DoRA-assisted summary scored higher on the 7-point Likert scale
across all dimensions except for Spelling and Grammar, where the score is equal, for document A.
For documents B and C, the control group scored equally if not higher than the experiment condition
except for conciseness in document C. Generally, across all documents, the difference between the
two groups is only one Likert point except for completeness and overall satisfaction of the output. The
difference between the two groups varies between 3-4 Likert points indicating that in some cases a
complete summary or juxtaposition of the document(s) may depend in part on subjective interpretation
(see section 6.1).
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(a) Document A

(b) Document B

Figure 6.1: Results of the survey across 9 dimensions and overall satisfaction between control and experiment group for docu-
ments A and B
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(c) Document C

(d) Document D

Figure 6.1: Results of the survey across 9 dimensions and overall satisfaction between control and experiment group for docu-
ments C and D
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(e) Document E

Figure 6.1: Results of the survey across 9 dimensions and overall satisfaction between control and experiment group for docu-
ment E

Table 6.2: Task output quality results (7-point Likert-scale; see appendix B)

Dimension
(𝑛 = 5)

Control
𝜇

Experiment
𝜇 𝛿 𝑝-value

(𝛼 = 0.05) 𝑡(4)a

Clarity 6.2 6.0 -0.2 0.62 0.53
Completeness 5.4 3.4 -2.0 0.27 1.26
Relevancy 6.6 5.8 -0.8 0.58 0.61
Accuracy 6.4 5.6 -0.8 0.34 1.09

Consistency 6.6 6.6 0.0 1.0 0.0
Structure 5.4 6.6 1.2 0.24 -1.39

Conciseness 6.2 5.8 -0.4 0.69 0.43
Grammar and

Spelling 5.8 6.8 1.0 0.37 -1.0

Coherency 5.8 5.8 0.0 1.0 0.0
Satisfaction 6.0 4.6 -1.4 0.31 1.16

aStudent’s T-test with 𝑛 − 1 degrees of freedom (dependent samples)

Figure 6.2 shows an estimation plot of task output quality across nine dimensions and the overall sat-
isfaction. These plots show the control and experiment groups as paired as the independent evaluators
check the outputs of both control and experimental groups based on the same source document(s). As-
suming an 𝛼 = 0.05 and a resampling rate of 10K, figure 6.2 shows that the mean differences between
the control and experiment groups are not equal to zero. As table 6.2 shows, none of the dimensions
are statistically significant.
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(a) Clarity (b) Completeness

(c) Relevancy (d) Accuracy

(e) Consistency

Figure 6.2: Estimation plots of task output quality between control and experiment group for dimensions: Clarity, Completeness,
Relevancy, Accuracy, and Consistency.
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(f) Structure (g) Conciseness

(h) Grammar and Spelling (i) Coherency

(j) Satisfaction

Figure 6.2: Estimation plots of task output quality between control and experiment group for dimensions: Structure, Conciseness,
Grammar and Spelling, and Coherency; and the overall satisfaction.
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Table 6.3: User reliance results including metadata metrics (e.g., mins p/session, number of messages exchanged), syntactic
and semantic similarity metrics. The bold-faced numbers indicate a statistically significant difference between the averages of
each session 𝜇𝑆1 and 𝜇𝑆2

Metric
(𝑛 = 6) 𝜇𝑆1 𝜇𝑆2 𝛿 𝑝-value

(𝛼 = 0.05) 𝑡(5) a

Minutes per
session 40.0 13.33 -26.67 0.0913 2.0863

Number of
messages
exchanged

13.33 16.0 2.67 0.552 -0.6373

BLEU 0.91 1.0 0.09 0.0078 -4.2911
ROUGE-L 0.96 1.0 0.04 0.0373 -2.8156
METEOR 0.97 1.0 0.03 0.0886 -2.1106
COSIM 0.99 1.0 0.01 0.0763 -2.2286
LD-ratiob 0.06 0.01 -0.05 0.0353 2.8626

BERTScore 0.92 1.0 0.08 0.0001 -11.0535
aStudent’s T-test with 𝑛 − 1 degrees of freedom (dependent samples)
bLevenshtein distance (LD) ratio: the Levenshtein distance between RAG-output and human-edited output divided by the number
of characters in the RAG-output

6.3. User reliance
This section outlines the results for measuring user reliance on the generated output from the LLM in
DoRA. Here, we distinguish between syntactic and semantic similarity to assess to what extent the
human-edited user task is equivalent to the generated text.

Figure 6.3 shows an estimation plot for user reliance among both types of metrics as well as the time
spent in minutes per session and the number of messages exchanged. The suffixes ‘_1’ and ‘_2’ refer
to the sessions respectively. Here, we sample about 10K times to perform statistical bootstrapping.
From this figure, we infer that multiple semantic and syntactic metrics display a significant difference
between sessions I and II. For BLEU (𝛿 = 0.09, 𝑐𝑖 = 95%, 𝑝 = 0.007 < 0.05, 𝑡(5) = −4.29), ROUGE-L
(𝛿 = 0.04, 𝑐𝑖 = 95%, 𝑝 = 0.037 < 0.05, 𝑡(5) = −2.82), BERT (𝛿 = 0.08, 𝑐𝑖 = 95%, 𝑝 = 0.001 < 0.05,
𝑡(5) = −11.03), LD-ratio (𝛿 = −0.05, 𝑐𝑖 = 95%, 𝑝 = 0.035 < 0.05, 𝑡(5) = 2.86) the difference
between session I and session II are significant. LD-ratio refers to the ratio of the Levenshtein distance
to the length of the generated text. These results serve as an indicator that the human-edited text and
the generated text are highly similar both syntactically as well as semantically in the second session
compared to the first session. Moreover, figure 6.3 shows that the LD-ratio in the second session was
close to zero. This means that the users barely edited the generated output from DoRA in the second
session for the same documents. On top of that, table 6.3 shows the average for the metrics for both
sessions, the difference between the sessions, and the result of the student’s t-test applied to the data.

(a) Number of minutes spent per session (b) Number of messages exchanged

Figure 6.3: Estimation plots highlighting the effect of temporal difference between the first (‘_1‘) and the second (‘_2‘) session
on user reliance.
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(c) BLEU (d) ROUGE-L

(e) METEOR (f) Cosine Similarity (COSIM)

(g) Levenshtein distance (LD) ratio (h) BERTScore

Figure 6.3: Estimation plots highlighting the effect of temporal difference between the first (‘_1‘) and the second (‘_2‘) session
on user reliance.
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Table 6.4: Acceptance of research hypotheses H1 (RQ1) and H2 (RQ2).

Hypothesis Accept
H1: A Naive-RAG system produces similar output compared
to a human expert with regards to quality of work (QoW) on
text aggregation tasks such as summarization and juxtaposi-
tion.

No

H2: Interacting with a Naive-RAG chatbot increases user re-
liance. Yes

6.4. Summary
As illustrated by table 6.4, we find that for hypothesis H1, the quality of DoRA is in some ways compa-
rable to humans, but lacks in some aspects. As such, the result remains inconclusive and we cannot
accept this hypothesis. For hypothesis H2, we find that user reliance has increased over four weeks
between the sessions where the participants have barely edited the responses from the LLM in the
second session. Therefore, we reject the null hypothesis (i.e., user reliance is not affected by temporal
user interaction) and conclude that this difference is significant.
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Discussion

This chapter outlines the discussion of the results. We first describe our findings, how these are in line,
and their implications. Next, we outline our encountered limitations during the execution of the user
experiment. Lastly, we dedicate a section to potential future work where we distinguish between work
aiming at the enhancement of the quality of the RAG system and directions on the research of RAG
interaction in professional contexts.

7.1. Findings and implications
This section describes our findings, how these relate to earlier works, and what they imply for future
research.

Firstly, we find that the difference in output quality between experts using DoRA (experiment group)
and experts drafting a document themselves (control group) to complete the task of summarizing one
document or juxtaposing multiple documents is statistically insignificant. The insignificance resulting
from the magnitude of difference does not equate that both groups produce the same output quality,
but rather that there is no significant trend that suggests that one group performs better than another
or that both groups perform equally. Even though the difference is negligible, the thematic analysis
demonstrates that there are steps towards improvement. Users of DoRA generally remark that DoRA
in its current form already causes a productivity increase, because the RAG system can generate a
convincing summary in under a minute. As DoRA scores high on structure and language, through
RAG, she’s able to create a summary that looks decent at first sight, but the devil is in the details.
This is one of the reasons for advocating for more user studies related to RAG contextualized in a
text aggregation task such as summarization. While earlier works [132, 147, 89, 42] investigate the
summarizing capabilities of LLMs, there remains a notable gap in the literature around generative
query-focused multi-document summarization. These studies have primarily focused on assessing
the intrinsic summarization abilities of LLMs, evaluating their performance in generating summaries
from provided medical documentation as input to these LLMs. However, they have not extended their
analysis to the context of retrieval augmented generation (RAG). The omission of integration of retrieval
mechanisms with generation processes limits the potential enhancement of the accuracy and relevance
of summaries by leveraging external information sources. This thesis contributes by addressing the
gap in investigating subjective summary quality through human evaluation with a basic RAG system.
Moreover, it underscores the essence of benchmarking (automated) methods of completing text-related
user tasks in a field study due to the gain in ecological validity.

Secondly, our results show that users barely edit the RAG-generated output during the second
session compared to the first one. Even though the texts already demonstrated high levels of similarity
during the first experiment session, we found a significant difference between the sessions. As such,
this implies user reliance can be considered a function over time and it can be affected through repeated
interaction spaced out over four weeks. Therefore, this thesis has put down the first step to close the
gap between user reliance on AI and the accompanying behavior. On top of that, prior literature [52, 10]
focuses primarily on user reliance and trust in decision-making AI systems which are mostly comprised
of classification models. We argue that user reliance in generative AI models, such as RAG, is more

45



46 7. Discussion

layered, because reliance cannot be simply measured as the binary agreement ratio between system
and user, but needs consideration of a way to quantify the extent to which a user takes on the outcome
from the system. In prior literature [52, 10], there is a major focus on user reliance and trust in decision-
making AI systems. There is a noticeable gap, however, in researching user reliance on LLM and RAG-
model outputs. Especially, the impact of over-reliance on these outputs in generic work processes and
how these unexamined outputs eventually affect decision-making systems at the higher level. That
is LLM-output-driven evidence building to support human (-AI) decision-making process at the higher
levels. Therefore, this work makes the first move by measuring user reliance in an evidence-building
supporting decision-making process through generative AI.

7.2. Limitations
This section discusses the limitations of this study. We first start with some stakeholder insight that
gives context to the next subsections regarding challenges around the user experiment and DoRA as
an online tool.

7.2.1. Stakeholder insight
As section 2.4 mentions, the employees at the Ministry of Finance (MoF) have their use-cases that each
profit from the increased productivity that an RAG setup provides. The aforementioned departments
were already sold by the idea of DoRA before its construction. They have expressed the desire to see
this turn into a full-fledged, resources-allocated project. Thus, here we define the scope of the RAG
setup with its requirements, expectations, and limitations imposed by the MoF.

The scope, in addition to answering the the research questions posed in chapter 1, is a web-
application that allows users to upload their documents and subsequently interact with a chatbot to
give it instructions related to their documents. The front end of this application should be accessible
to all of the employees of the Ministry of Finance. The users want a chatbot that can understand most
queries in Dutch, answer questions given sufficient context, and perform text-related tasks. We ac-
knowledge that these supplemental qualities stem from the initial idea of being pitched as an assistant
capable of document retrieval and analysis.

7.2.2. Technical challenges
In the initial stages of app development, we determined that utilizing the resources of the Ministry of Fi-
nance (MoF) for hosting the application was the most suitable option. However, this decision came with
the requirement to comply with the ministry’s stringent security regulations concerning the development
of internal applications, without differentiation between apps intended for pilot use, user experiments,
or production purposes. Consequently, the implementation of authorization and authentication mech-
anisms became imperative.

The integration with the Government of the Netherlands’ authentication Single-Sign-On (SSO) ser-
vice required a comprehensive testing process and a significant duration to obtain the necessary cre-
dentials for connecting to the API, resulting in delays. Fortunately, the MoF possessed a license for
WEM[152], a low-code solution that offered integration with the government’s SSO module. Never-
theless, this necessitated a complete redesign of the app’s frontend and modifications to the backend,
requiring it to accept JSON requests instead of the initial web-form data.

The adoption of WEM as a frontend service precluded the implementation of a Streaming API-like
service [6], potentially impacting the user experience compared to other interfaces such as ChatGPT1

and Microsoft Copilot2. Additionally, during the first user experiment session, a front-end bug allowed
users to initiate a chat session with DoRA before the documents were indexed in the vector database.
This miscalculation in real-time chunking speed meant that the Language Model (LLM) could not re-
trieve chunks from the documents for necessary context, leading participants to posemultiple questions
until the chunking was completed and loaded up. Subsequently, this issue was resolved during the in-
terim between the sessions.

Furthermore, at the outset of the user experiment, the lack of suitable hardware, such as a GPU,
both on-premises and in the ministry’s cloud environment compelled the usage of an LLM accessible

1https://chat.openai.com/
2https://copilot.microsoft.com/

https://chat.openai.com/
https://copilot.microsoft.com/
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through an API, which, at that time, was exclusively provided by OpenAI. This approach raised se-
curity concerns, particularly regarding data gathering outside of the organization and OpenAI’s APIs
not aligning with GDPR standards. Nevertheless, considering the capabilities of OpenAI’s models and
their ease of integration into RAG-orchestrators like Langchain and LlamaIndex, a decision was made,
in collaboration with stakeholders at the Ministry of Finance, to utilize GPT-3.5-turbo, subject to specific
conditions outlined in the subsequent section.

In summary, these technical hurdles not only impacted the user interface of DoRA and the user
experience but also introduced numerous challenges, as further discussed in the section on ”Experi-
mental Challenges,” which bear relevance to the validity of this research in certain aspects.

7.2.3. Bureaucratic challenges
As we advocated for the integration of a chatbot across the organization as a productivity tool and as a
long-term strategy, issues of business continuity began to arise. This was a requirement stipulated by
the Ministry of Finance, as they expressed great enthusiasm for GenAI and its capabilities, including
RAG. Despite positioning the user experiment as a pilot, it was imperative to provide project-related
documentation about data storage, privacy, and post-pilot management (i.e. the ’Ops’ in DevOps).

Furthermore, the Ministry of Finance typically outsources the development of any applications that
cannot be constructed using WEM to external suppliers, who generally operate with a dedicated team
working on a project simultaneously. Completing a pilot (i.e., building DoRA, deploying it, and conduct-
ing a user experiment) within four months is considered a noteworthy achievement, given the size of
the organization. This is evident in the numerous stakeholder meetings, extensive paperwork, and the
coordination of participant schedules required to carry out the experiment.

In contrast, developing a Minimum Viable Product (MVP) typically takes anywhere between 8-16
months at the Ministry of Finance due to the aforementioned processes. All in all, significant effort was
necessary to secure approval for deploying DoRA on their intranet, on top of the completion of this
thesis.

7.2.4. Configuration challenges
In light of limited resources and the goal of ensuring that a RAG (Retrieval-Augmented Generation)
application remains generalizable to the average Ministry of Finance employee, we decided not to
customize certain aspects of the model. One of these aspects involved selecting a pre-trained model
trained on domain-specific data from the Ministry of Finance or specialized in document summarization.
Instead, we opted for a multilingual model, easy to deploy, and trained for instructions and dialogues.
This way, the participant’s prompts did not need to be formatted specifically for the model to generate
reliable outputs.

Another aspect was an in-depth exploration of different prompt templates to identify the most suit-
able one for summarization and comparison tasks. Initially, we focused on zero-shot prompting to
mirror the human usage of chat assistants. Additionally, we aimed to compare the RAG system’s out-
put with its default settings, as specifying numerous specific requirements could lead the language
model to generate erroneous content. Therefore, we utilized the domain-agnostic default RAG tem-
plate provided by Langchain. In conclusion, as discussed in section 2.2.5, a potential research avenue
is to replicate the user experiment using advanced or modular RAG systems [46]. Further details on
this are provided in Section 7.3.

7.2.5. Experimental challenges
The following section discusses the experimental challenges encountered during our study.

The first challenge stemmed from the selection of the LLM vendor, OpenAI, and its associated
security implications, which led to several restrictions on hosting the user experiment. Participants
were informed that, apart from the designated experiment documents, they were only permitted to use
DoRA with publicly labeled Government of the Netherlands documents, and were instructed not to
include any personally identifiable information (PII) in their use. Furthermore, it was mandated that the
documents used in the experiment had to be classified as public information. This constraint posed
a significant obstacle as it limited the potential user base of the RAG system within the daily tasks of
interested employees. Additionally, access to the tool was restricted to those who had completed a
consent form, leading us to present the RAG tool concept through slides and demos without providing
prior access to potential participants.
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The second challenge arose from the arduous and time-consuming recruitment of participants, im-
pacting the validity of the experimental setup. Several threats to internal and external validity were
identified. Internal validity was influenced by the participant selection process and the social interac-
tions between the control and experiment groups. The participant selection was not completely ran-
domized, as we conducted instruction sessions and meetings to inform participants about their specific
roles. Social interaction between groups was unavoidable due to participants from the same depart-
ment being involved with the same source documents. In terms of external validity, sampling bias was
noted as participants were primarily recruited through networking events and meetings, resulting in a
non-random sample. Most participants were either tech-savvy or intrigued by the potential of an RAG
system, seeking assistance from our innovation department. However, it is important to note that the
hypotheses and experimental setup maintained ecological validity, as the results were obtained from
a real-life corporate environment using familiar documents.

The above resulted in the final challenge: the limited sample size posed a challenge to the statistical
validity of our study. To evaluate the paired samples in quality (control vs. experiment group) and user
reliance (experiment group S1 vs. S2), a paired Student’s t-test was utilized. While this test accounts
for a small sample size, with only 𝑛 = 6 samples, cautious consideration of these metrics is required
to draw conclusive outcomes. Nevertheless, these findings are presented in Chapter 6 to establish a
threshold for rejecting the null hypothesis.

7.3. Future work
This section discusses potential research directions related to RAG quality and user interaction with
RAG. Firstly, we briefly outline how RAG quality can be improved using various methods. Secondly,
we elaborate on incorporating domain knowledge into RAG.

7.3.1. Improving RAG-quality
As mentioned in section 2.2.5, much more information has become available on RAG since the start
of this thesis. We have mentioned some of the improvements in chapter 2 such as the inclusion of
relational or graph databases to obtain more grounded answers (section 2.2.3) and adding Chain-of-
Verification [34] and the Filter-Reranker paradigm [90] (section 2.2.5). A selection of these improve-
ments is illustrated in figure 7.1.

Figure 7.1: Overview of aspects in RAG; courtesy of Liu and AI Engineer [2023]

In addition to these, we can employ an agent (section 2.2.1) for each document where it extracts
information from the document using a transformed query through an LLM in a divide-and-conquer
approach. Here, the head agent instructs multiple sub-agents to make summaries of each document
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given the original prompt, combine their outputs, and reason over them through Chain-of-Thought
(CoT). Moreover, the transformed query is the product of query planning where the idea is to cut the
original prompt into multiple prompts in two ways: augmenting the sub-queries through context and
recognition of the sub-queries.

Besides agents, adding structure [39] and ontologies [14, 69, 3] increases the output quality for
retrieving information for question-answering. In the context of the user tasks from our study, Edge et
al. [2024] have constructed a pipeline to perform query-focused summarization using graph databases
and RAG.

7.3.2. Incorporating domain knowledge
During the thematic analysis (section 6.1), we found that crafting the right prompt was difficult for most
users. We suspect that this is two-fold because some of these users are underestimating the level
of specificity needed for an LLM to understand its instruction; for others, it lacked the wider domain
knowledge to be used effectively (e.g. terminology used). Fine-tuning large language models is a
potential solution to overcome this issue [159, 128]. However, it comes with the overhead of creating a
few-shot data set for the LLM to perform in-context learning. Additionally, through query rewriting and
creating intention-based agents, one can obtain information from different perspectives (i.e. intentions)
to obtain a more nuanced answer [23].

7.3.3. Calibrating user reliance
Our data suggests that the temporal development of user reliance tends towards over-reliance. Whereas
under-reliance causes decreased productivity and disuse, over-reliance causes inferior performance
due to overtrust of the system’s capabilities.

Buçinca, Malaya, and Gajos [2021] conducted a study and found that applying cognitive forcing
functions in decision-making AI helps reduce over-reliance. Cognitive forcing functions encompass
interventions that prompt users to consciously think at decision-making times. Listed are some ex-
amples of cognitive forcing functions. Firstly, one way to force users to think consciously is to ask
them to decide on a classification matter before being shown the AI’s recommendation [18, 50]. This
function works, because, conversely, if the outcome is presented to the user before they decide, the
user may be influenced due to anchoring bias. Secondly, another way might be to purposefully delay
showing users the AI’s outcome [115] as this subconsciously impresses the user into thinking that the
AI system is human by emulating a careful examination process. Thirdly, giving users autonomy over
whether and when they want to see the AI’s recommendation avoids the development of aversion to-
wards taking on the AI’s advice [40]. Fourthly, despite user preference, creating complex systems with
visual difficulties improves participants’ understanding and recall of the presented content [57]. Lastly,
despite students’ perception of having learned more through passive instruction, a paper in education
research has found that students conversely learn better with cognitively demanding, active instruction
[31].

Though these cognitive forcing functions do not carry over one-to-one to a generative AI dialog
system, we can draw some mappings. The first mapping is shifting from the order of showing the AI’s
recommendation and the user’s decision to enabling the user to think about the requirements that the
answer needs to fulfill as well as facilitating the validation of the answer to the pre-emptive ‘checklist’
to allow the user to cognitively assess the degree of agreement with their expectations. The second
mapping is trivially implemented by adding a frontend delay before showing the results. The third one
is the most difficult one to contextualize in generative AI due to the nature of the motivation that attracts
users to generative AI solutions. Most users make use of generative AI tools because they are keen to
find out what it will produce for them. The fourth strategy is similar to the second in that they both focus
on visual cues. However, this strategy focuses on obfuscation of the content so that extra cognitive
effort is required to understand and use the output. The last method comprising active instruction as
opposed to passive can be exemplified by building an interrogation mode of sorts that prompts the user
at random intervals during the dialog conversation to think of what the ideal output would look like. In
concrete terms, the chatbot asks the user to elaborate and motivate more on why they think this might
be the right result in line with the behavior of Eliza [151]; considered one of the first AI-driven social
chatbots. All in all, we can employ these five strategies to calibrate user reliance to appropriate levels.
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Conclusion

In this thesis, we explored the efficacy of a RAG system in an organizational setting relative to the
organization’s experts, focusing on text aggregation tasks such as summarization and juxtaposition.
Our investigation led to several key insights and directions; paving the way for further research.

Our first research question (RQ1) investigates the extent to which the outputs of a RAG-based
LLM system, particularly our Naive-RAG chatbot DoRA (Document Retrieval and Analysis), align with
the quality of outputs generated by human experts on text aggregation tasks. Our findings present
a mixed bag: while the study revealed that DoRA demonstrates capability in chunking, indexing, and
generating document summaries and juxtapositions; the subjective quality as measured against human
experts’ output — spanning accuracy, relevancy, completeness, and consistency — remains partially
unresolved. This lack of resolve primarily stems from the limitations imposed by our small sample size
of experts. Despite this, our thematic analysis uncovered relevant insights from user interaction with
an RAG-based LLM system, including challenges in prompt composition, exact compliance, perceived
efficiency over quality, and content prioritization. These insights suggest that enhancements in prompt
engineering and retrieval mechanisms could potentially elevate the system’s output quality. This ex-
poses new avenues to refine these aspects, possibly through incorporating advanced RAG techniques
to obtain a better understanding and replicate expert-level summarization and juxtaposition tasks.

Turning to our second research question (RQ2) concerning how familiarity or experience with an
RAG-based LLM system influences user reliance over time, the experimental findings indicate a nu-
anced shift in user behavior. Users edited the outputs of DoRA less in subsequent sessions, suggesting
a growth in acceptance. However, the alterations focused on syntactical adjustments rather than sub-
stantive content changes. Although these findings hint at an increasing reliance on the system, the
small sample size and the nature of the edits prevent us from drawing definitive conclusions about the
development of user reliance. To holistically capture the temporal evolution of user reliance on RAG-
based systems, we recommend that future studies include larger and more user groups, over extended
periods.

In summary, while this thesis contributes to bridging the knowledge gap between human experts
and RAG systems in professional settings, the findings underscore the need for ongoing research.
Enhancing system design based on user feedback and experimental parameters will be crucial for
advancing our understanding of the potential and limitations of RAG-based LLM systems in attaining
human-like efficiency and quality in text processing tasks.
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A
Surveys

A.1. Experiment Group
Please find below the survey for the experiment group in table A.1. It contains 35 questions.

Table A.1: Survey for experiment group

Number Question Subject Tooltip
01.1 How clear is the

original answer from
DoRA?

Clarity The answer can be considered
extremely clear, provided that
the language level is a maxi-
mum of B1 and each sentence
logically follows the previous
one.

01.2 Elaborate on your
rating of the clarity of
the original answer
from DoRA. Use an
example if applica-
ble.

Clarity

02.1 How complete is
the original answer
from DoRA in rela-
tion to the source
documents?

Completeness The answer can be considered
as fully complete if the main
points from the source docu-
ments have been mentioned.

02.2 Elaborate on your
rating of complete-
ness of the original
answer from DoRA.
Use an example if
applicable.

Completeness

03.1 To what extent does
the original answer
from DoRA reflect
what is present in
the source docu-
ments?

Relevance The answer can be considered
relevant if most of the points
in the answer come from the
quoted sources. The sources
can be found in the upper
panel. You are requested
to consult the corresponding
sources and the source docu-
ments.
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03.2 Elaborate on your
rating above of
the relevance of
the original an-
swer from DoRA.
Use an example if
applicable.

Relevance

04.1 How accurate are
the points included
in the original an-
swer from DoRA
in relation to the
source documents?

Accuracy The answer can be considered
accurate provided it also repre-
sents the content of the source
documents.

04.2 Elaborate on your
rating of the accu-
racy of the original
answer from DoRA.
Use an example if
applicable.

Accuracy

05.1 How consistent is
the style and tone of
the original answer
from DoRA?

Consistency The answer can be considered
consistent provided that:

• the same tense (present
tense/past tense)

• the same level of formal-
ity (jij/u) are maintained
throughout the text.

05.2 Elaborate on your
rating of the consis-
tency of the original
answer from DoRA.
Use an example if
applicable.

Consistency

06.1 How structured is
the original answer
from DoRA?

Structure The answer can be consid-
ered fully structured, provided
it is logically divided into mul-
tiple paragraphs, possibly with
headings.

06.2 Elaborate on your
rating of the struc-
ture of the original
answer from DoRA.
Use an example if
applicable.

Structure

07.1 How concise is the
original answer from
DoRA?

Conciseness The answer can be consid-
ered fully concise, provided it
is ”straightforward” and the in-
formation is provided in as few
words as possible.
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07.2 Elaborate on your
rating of the con-
ciseness of the
original answer from
DoRA. Use an ex-
ample if applicable.

Conciseness

08.1 Rate the grammar
and spelling quality
of the original an-
swer from DoRA.

Grammar and
Spelling

The answer can be consid-
ered extremely good provided
there are no spelling or gram-
mar mistakes to be found.

08.2 Elaborate on your
rating of the gram-
mar and spelling
quality. In case
there are one or
more grammar or
spelling errors are
present, highlight
the most remarkable
error.

Grammar and
Spelling

09.1 How coherent is the
original answer from
DoRA?

Coherence The answer can be considered
fully coherent provided all the
points mentioned in the text
logically flow into each other
and it comes across as one
piece of text.

09.2 Elaborate on your
rating of the coher-
ence of the original
answer from DoRA.
Use an example if
applicable.

Coherence

12.1 To what extent do
you have an un-
derstanding of RAG
systems and their
goals?

Understanding of
RAG Systems

12.2 Elaborate on your
understanding in 1-2
sentences.

Understanding of
RAG Systems

12.3 To what extent have
you ever worked
with RAG-systems
or evaluated these
previously?

Understanding of
RAG Systems

12.4 Elaborate on your
experience(s) with
RAG-systems in
1-2 sentences. If
you have no expe-
rience, please fill
in ’n.v.t.’ (niet van
toepassing; NA; Not
Applicable)

Understanding of
RAG Systems
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13.1 In your opinion,
does DoRA achieve
comparable quality
to human domain
experts?

Quality Measure-
ment of RAG
Outcomes

You can consider your close
colleagues as human domain
experts. How does the quality
of DoRA compare to them?

13.2 By means of an
example (if ap-
plicable), explain
your rating in 1-2
sentences.

Quality Measure-
ment of RAG
Outcomes

You can consider your close
colleagues as human domain
experts.

14.1 Can you provide
examples where
DoRA’s outcome
excels in qual-
ity compared to
human-written
content?

Comparing RAG
and Human Expert
Outcomes

You can consider your close
colleagues as human domain
experts.

14.2 Conversely, are
there moments
where human ex-
perts perform better
than DoRA?

Comparing RAG
and Human Expert
Outcomes

You can consider your close
colleagues as human domain
experts.

14.3 How do you see the
trade-offs between
content generated
by RAG and human-
written content in
terms of quality and
efficiency?

Comparing RAG
and Human Expert
Outcomes

A RAG system is a system
like DoRA, where a large
language model (e.g., GPT-
3.5/GPT-4/Gemini/ChatGPT)
is supplemented with the
ability to search for information
from a corpus of documents.
You can consider your close
colleagues as human domain
experts.

15.1 What challenges do
you encounter as
you assess the text
quality of DoRA?
Are there specific
limitations that af-
fect performance of
DoRA?

Challenges and
Limitations

Challenges refer to how the
application or other internal
factors make it more difficult
to apply DoRA, at this time,
in the current processes.
Limitations refer to which ex-
ternal factors are currently at
play that affect DoRA’s perfor-
mance.

15.2 How do these chal-
lenges influence
the overall effec-
tiveness of DoRA
for text aggregation
tasks?

Challenges and
Limitations

Text aggregation tasks refer
to summaries, juxtapositions,
and other tasks where pieces
of text from source docu-
ments are combined and para-
phrased to create a new piece
of text.

16.1 How much do you
trust RAG-systems
such as DoRA?

User Trust and Con-
fidence

A RAG system is a system
like DoRA, where a large
language model (e.g., GPT-
3.5/GPT-4/Gemini/ChatGPT)
is supplemented with the
ability to search for information
from a corpus of documents.
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16.2 Which factors in-
fluence your trust?
Please elaborate on
your trust rating.

User Trust and Con-
fidence

16.3 How can RAG
systems increase
user confidence in
their outcomes, es-
pecially compared
to human-written
content?

User Trust and Con-
fidence

A RAG system is a system
like DoRA, where a large
language model (e.g., GPT-
3.5/GPT-4/Gemini/ChatGPT)
is supplemented with the
ability to search for information
from a corpus of documents.

17.1 How did you per-
ceive the time it took
to complete the writ-
ing task?

Duration According to your own judge-
ment, did it go fast or rather
slow?

17.2 Imagine you had
to perform the
assigned task man-
ually, how would
you estimate your
speed at completing
this task?

Duration Manually refers to not having
access to a RAG-system such
as DoRA.

18.2 Feel free to leave
miscellaneous com-
ments here that do
not fit the questions
above.

Miscellaenous
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A.2. Verifier Group
Please find below the survey for the verifier group in table A.2. It contains 20 questions.

Table A.2: Survey for verifier group

Number Question Subject Tooltip
01.1 How clear is the

document belonging
to the current task?

Clarity The document can be consid-
ered extremely clear, provided
that the language level is a
maximum of B1 and each sen-
tence logically follows the pre-
vious one.

01.2 Elaborate on your
rating of the clarity
of the document be-
longing to the cur-
rent task. Use an
example if applica-
ble.

Clarity

02.1 How complete is the
document belonging
to the current task
in relation to the
source documents?

Completeness The document can be consid-
ered as complete if the main
points from the source docu-
ments have been mentioned.

02.2 Elaborate on your
rating of com-
pleteness of the
document belonging
to the current task.
Use an example if
applicable.

Completeness

03.1 To what extent does
the the document
belonging to the
current task reflect
what is present in
the source docu-
ments?

Relevance The document can be consid-
ered relevant if most of the
points in the document come
from the quoted sources. The
sources can be found in the
upper panel. You are re-
quested to consult the cor-
responding sources and the
source documents.

03.2 Elaborate on your
rating above of the
relevance of the
document belonging
to the current task.
Use an example if
applicable.

Relevance

04.1 How accurate are
the points included
in the document be-
longing to the cur-
rent task in relation
to the source docu-
ments?

Accuracy The document can be consid-
ered accurate provided it also
represents the content of the
source documents.
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04.2 Elaborate on your
rating of the ac-
curacy of the
document belonging
to the current task.
Use an example if
applicable.

Accuracy

05.1 How consistent is
the style and tone
of the document be-
longing to the cur-
rent task?

Consistency The document can be consid-
ered consistent provided that:

• the same tense (present
tense/past tense)

• the same level of formal-
ity (jij/u)

are maintained throughout the
text.

05.2 Elaborate on your
rating of the con-
sistency of the
document belonging
to the current task.
Use an example if
applicable.

Consistency

06.1 How structured
is the document
belonging to the
current task?

Structure The document can be consid-
ered fully structured, provided
it is logically divided into mul-
tiple paragraphs, possibly with
headings.

06.2 Elaborate on your
rating of the struc-
ture of the document
belonging to the cur-
rent task. Use an
example if applica-
ble.

Structure

07.1 How concise is the
document belonging
to the current task?

Conciseness The document can be consid-
ered fully concise, provided it
is ”straightforward” and the in-
formation is provided in as few
words as possible.

07.2 Elaborate on your
rating of the con-
ciseness of the
document belonging
to the current task.
Use an example if
applicable.

Conciseness

08.1 Rate the grammar
and spelling quality
of the document be-
longing to the cur-
rent task.

Grammar and
Spelling

The document can be consid-
ered extremely good provided
there are no spelling or gram-
mar mistakes to be found.
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08.2 Elaborate on your
rating of the gram-
mar and spelling
quality. In case
there are one or
more grammar or
spelling errors are
present, highlight
the most remarkable
error.

Grammar and
Spelling

09.1 How coherent is the
document belonging
to the current task?

Coherence The document can be consid-
ered fully coherent provided all
the pointsmentioned in the text
logically flow into each other
and it comes across as one
piece of text.

09.2 Elaborate on your
rating of the co-
herence of the
document belonging
to the current task.
Use an example if
applicable.

Coherence

10.1 How satisfied are
you with the overall
quality of the docu-
ment belonging to
the current task?

Satisfaction

18.1 Feel free to leave
miscellaneous com-
ments here that do
not fit the questions
above.

Miscellaenous



B
Answer Options

Please find below the tables with with answer options and their corresponding Likert-scales for:

• clarity (table B.1)

• completeness (table B.2)

• relevancy (table B.3)

• accuracy (table B.4)

• consistency (table B.5)

• structure (table B.6)

• conciseness (table B.7)

• grammar and spelling quality (table B.8)

• coherency (table B.9)

• satisfaction (table B.10)

• familiarity (table B.11)

• experience level (table B.12)

• comparability (table B.13)

• trust (table B.14)

• perceived speed (table B.15)

Table B.1: Answer options: Clarity

Number Scale Label
01.1 1 Completely unclear
01.1 2 Mostly unclear
01.1 3 Somewhat unclear
01.1 4 Neither clear or unclear
01.1 5 Somewhat clear
01.1 6 Mostly clear
01.1 7 Completely clear
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Table B.2: Answer options: Completeness

Number Scale Label
02.1 1 Entirely incomplete
02.1 2 Mostly incomplete
02.1 3 Somewhat incomplete
02.1 4 Neither complete or incom-

plete
02.1 5 Somewhat complete
02.1 6 Mostly complete
02.1 7 Entirely complete

Table B.3: Answer options: Relevancy

Number Scale Label
03.1 1 Completely irrelevant
03.1 2 Mostly irrelevant
03.1 3 Somewhat irrelevant
03.1 4 Neither relevant or irrelevant
03.1 5 Somewhat relevant
03.1 6 Mostly relevant
03.1 7 Completely relevant

Table B.4: Answer options: Accuracy

Number Scale Label
04.1 1 Completely inaccurate
04.1 2 Mostly inaccurate
04.1 3 Somewhat inaccurate
04.1 4 Neither accurate or inaccurate
04.1 5 Somewhat accurate
04.1 6 Mostly accurate
04.1 7 Completely accurate

Table B.5: Answer options: Consistency

Number Scale Label
05.1 1 Completely inconsistent
05.1 2 Mostly inconsistent
05.1 3 Somewhat inconsistent
05.1 4 Neither consistent or inconsis-

tent
05.1 5 Somewhat consistent
05.1 6 Mostly consistent
05.1 7 Completely consistent

Table B.6: Answer options: Structure

Number Scale Label
06.1 1 Completely unstructured
06.1 2 Mostly unstructured
06.1 3 Somewhat unstructured
06.1 4 Neither structured nor unstruc-

tured
06.1 5 Somewhat structured
06.1 6 Mostly structured
06.1 7 Completely structured
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Table B.7: Answer options: Conciseness

Number Scale Label
07.1 1 Completely wordy
07.1 2 Mostly wordy
07.1 3 Somewhat wordy
07.1 4 Neither wordy nor concise
07.1 5 Somewhat concise
07.1 6 Mostly concise
07.1 7 Completely concise

Table B.8: Answer options: Grammar and Spelling Quality

Number Scale Label
08.1 1 Very bad
08.1 2 Bad
08.1 3 Insufficient
08.1 4 Moderate
08.1 5 Sufficient
08.1 6 Good
08.1 7 Very good

Table B.9: Answer options: Coherency

Number Scale Label
09.1 1 Completely incoherent
09.1 2 Mostly incoherent
09.1 3 Somewhat incoherent
09.1 4 Not coherent or incoherent
09.1 5 Somewhat coherent
09.1 6 Mostly coherent
09.1 7 Completely coherent

Table B.10: Answer options: Satisfaction

Number Scale Label
10.1 1 Completely dissatisfied
10.1 2 Mostly dissatisfied
10.1 3 Somewhat dissatisfied
10.1 4 Not satisfied or dissatisfied
10.1 5 Somewhat satisfied
10.1 6 Mostly satisfied
10.1 7 Completely satisfied

Table B.11: Answer options: Familiarity

Number Scale Label
12.1 1 Completely unfamiliar
12.1 2 Mostly unfamiliar
12.1 3 Somewhat unfamiliar
12.1 4 Not familiar or unfamiliar
12.1 5 Somewhat familiar
12.1 6 Mostly familiar
12.1 7 Completely familiar
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Table B.12: Answer options: Experience level

Number Scale Label
12.3 1 Completely inexperienced
12.3 2 Mostly inexperienced
12.3 3 Somewhat inexperienced
12.3 4 Not experienced or inexperi-

enced
12.3 5 Somewhat experienced
12.3 6 Mostly experienced
12.3 7 Completely experienced

Table B.13: Answer options: Comparability

Number Scale Label
13.1 1 Completely incomparable
13.1 2 Mostly incomparable
13.1 3 Somewhat incomparable
13.1 4 Not comparable or incompara-

ble
13.1 5 Somewhat comparable
13.1 6 Mostly comparable
13.1 7 Completely comparable

Table B.14: Answer options: Trust

Number Scale Label
16.1 1 Completely untrustworthy
16.1 2 Mostly untrustworthy
16.1 3 Somewhat untrustworthy
16.1 4 Not trustworthy or untrustwor-

thy
16.1 5 Somewhat trustworthy
16.1 6 Mostly trustworthy
16.1 7 Completely trustworthy

Table B.15: Answer options: Perceived speed

Number Scale Label
17.1 +
17.2

1 Very slow

17.1 +
17.2

2 Mostly slow

17.1 +
17.2

3 Somewhat slow

17.1 +
17.2

4 Neither slow or fast

17.1 +
17.2

5 Somewhat fast

17.1 +
17.2

6 Mostly fast

17.1 +
17.2

7 Very fast



C
User Task Manual

Please find a (redacted) example of a user task manual (in Dutch) attached on the next pages. It starts
with a thank-you note and an introduction of the details needed to participate. This is then followed by
a section the details of the participant.

Below this section, it lists the names of files that the user should have received. These are par-
titioned into source files (Bronbestanden) and output files (Uitvoerbestanden). Source files are the
original documents which are used to generate summaries and juxtapositions from whereas output
files are the the summaries/juxtapositions generated by the control and experiment groups. The output
files are only filled when this document is sent to the verifier group as they need to verify the automated
output as well as the manual output.

Lastly, it shows the task description (Taakomschrijving) and a link to the website where they can
perform this task.

Additionally, the next pages contain prompting tips (Prompt-tips) and frequently asked questions
(Veelgestelde vragen) for commonly occuring situations.
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DoRA-experiment handleiding 
Beste deelnemer, 

Hartelijk dank voor uw deelname aan het experiment. Dankzij uw inzet kunnen wij de effectiviteit 
van DoRA nauwkeurig bepalen. Deze handleiding bevat uw gegevens die u nodig heeft, de bestanden 
die u ontvangen zou moeten hebben in uw e-mail, een basisprompt (indien van toepassing), uw 
taakinstructie en extra tips voor het schrijven van prompts in DoRA. 

Gegevens 
 

  
  

  
 

Bronbestanden 
Rijksbegrotingsvoorschriften 2024.pdf 

 

Uitvoerbestanden 
 

Taak 
 

Taakomschrijving  
Vat het document "Rijksbegrotingsvoorschriften 2024.pdf" samen in maximaal 500 woorden en deel 
de samenvatting op in vier alinea's met elk één thema. De samenvatting is tekstueel van aard, dus 
geen bullet points. De samenvatting begint met een titel en heeft subkoppen voor elke alinea. 

 

Voer de bovenstaande taak uit op deze website:  

 

  



Prompt-tips (indien van toepassing) 
 

 

Experimenteer met verschillende instructies en stel vervolg- en verduidelijkingsvragen. 

 

Experimenteer met het geven van verschillende instructies aan het generatieve AI-model en hanteer 
een iteratief proces. Herformuleer indien nodig en vergelijk antwoorden met elkaar. Het stellen van 
vervolg- en verduidelijkingsvragen verhoogt in sommige gevallen de kans op een goede uitkomst. Ook 
kan dit helpen om erachter te komen of het model een inhoudelijk juist antwoord geeft. 

 

Wees voorzichtig met vooringenomen en suggestieve vragen. 

 

Zorg ervoor dat je instructies zo neutraal mogelijk zijn. Wees je bewust van de aannames die je maakt 
in een vraag. Let erop dat deze geen ongewenste vooringenomenheden bevatten. Deze kunnen 
namelijk worden bevestigd in het antwoord. Wanneer je een suggestieve vraag stelt aan een generatief 
AI-model, is de kans groot dat je een bevestigend antwoord ontvangt. Blijf dus altijd kritisch in het 
beoordelen van de antwoorden en raadpleeg de originele (wetenschappelijke) bron. 

 

Wees specifiek en nauwkeurig. 

 

Gebruik begrijpelijke taal en geef voldoende details. Vermijd het gebruik van jargon of complexe 
termen wanneer dit niet strikt nodig is voor de beantwoording van de prompt. Wanneer je een taak 
geeft aan een generatief AI-model, geef dan een duidelijke en specifieke omschrijving van de taak. 
Verdeel een complexe taak op in verschillende simpelere sub-taken. Wanneer je een vraag stelt, stel 
deze dan op een open manier. Stel één vraag tegelijk, om verwarring te voorkomen. 

 

Geef context en voorbeelden mee in je instructies. 

 

Generatieve AI-modellen kennen geen context. Geef dus voldoende achtergrondinformatie mee in je 
instructies, en gebruik voorbeelden waar mogelijk. Als je een instructie schrijft met een specifiek doel, 
vermeld dan wat dit doel (en eventueel de doelgroep) is. Je zou een generatief AI-model kunnen zien 
als een nieuwe collega die net is gestart en heel heldere instructies nodig heeft omdat zij/hij de 
organisatie en jou nog niet kent. 

 

Geef regels aan het generatieve AI-model. 

 

Geef duidelijk aan wat je verwacht van het generatieve AI-model. Geef bijvoorbeeld aan hoe lang het 
antwoord moet zijn en in wat voor stijl en format het antwoord gegeven moet worden (bijvoorbeeld 



in een stap-voor-stap uitleg, tabel of lijst). Soms kan het helpen om het model een bepaalde rol toe te 
wijzen in je instructie. Hiermee geef je context mee in je prompt, wat de stijl en inhoud van de uitkomst 
kan beïnvloeden. 

[Bron: Handreiking voor overheidsorganisaties bij het gebruik van generatieve AI; versie 0.77] 

 

Veelgestelde vragen 
 

Het model zegt: “Sorry, ik kan je vraag niet beantwoorden met de gegeven context.” / “Ik kan je niet helpen 
met die vraag” 

Dat kan één van twee mogelijke oorzaken hebben: 

1) Het document is niet goed ingeladen: ga terug naar de vorige pagina, verwijder het 
document / de documenten, upload deze opnieuw. 

2) Het antwoord op jouw vraag is niet direct af te leiden uit de documenten en vraagt meer 
context. 

Het model reageert niet op: “Gedraag je als…..” 

Het model is, voor nu, dusdanig ingesteld dat het in principe geen prompt aanneemt die vraagt om 
een rol aan te nemen. Probeer je opdracht en/of vraag direct te formuleren. 

 

Ik krijg de boodschap: “….meld dit aan het onderzoeksteam” 

Stuur dan een e-mail naar  
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