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SUMMARY

Seismic imaging and monitoring with reflected waves, originally used in the oil and gas
industry to identify and assess potential hydrocarbon reservoirs and later monitor their
exploitation, also have diverse applications in near-surface geophysics, mineral explo-
ration, geothermal energy, and CO2 or H2 storage. Beyond revealing subsurface struc-
tures, these techniques enhance our understanding of how the subsurface responds to
human activities, such as induced seismicity due to extraction processes. Seismic imag-
ing and monitoring often focus on specific target layers within the subsurface, but chal-
lenges from interferences with surrounding layers and small changes within the specific
layer(s) can distort the specific signals and lower the accuracy. Our research aims to
address these challenges and provide practical solutions for more accurate and reliable
seismic imaging and monitoring with reflected waves.
In this thesis, we aim to develop seismic data-driven methods for layer-specific imaging
and monitoring, with a primary focus on advancing the technique of ghost-reflection re-
trieval using seismic interferometry (SI) and showing how the Marchenko method could
be used with land seismic data.
SI often involves the cross-correlation of seismic observations at different receiver loca-
tions and the consecutive summation over the available sources, allowing the retrieval
of new seismic responses from virtual sources located at the receiver positions. When
using sources and receivers only at the surface, the virtual-source gathers retrieved by SI
contain not only pseudo-physical reflections but also ghost (non-physical) reflections.
These ghost reflections result mainly from the cross-correlation (CC) or auto-correlation
(AC) of primary reflections from two different depths, representing reflections from in-
side specific subsurface layer(s), as measured with a virtual ghost source and a virtual
ghost receiver positioned directly on top of the specific layer(s). Consequently, the ghost
reflections can provide information about the specific layer(s) without the effects of the
overburden and underburden layers.
We first explore the use of ghost reflections for layer-specific characterisation of the shal-
low subsurface using SI by AC, utilising numerically modelled data for a layered subsur-
face model down to 30 m depth, incorporating a lateral change in velocity, a velocity
gradient with depth, a thickness change, and a velocity change in the target layer. Addi-
tionally, we present the first application of ghost reflections to shallow subsurface field
data. Ghost reflections typically exhibit similar characteristics to other reflection events,
appear close to or interfere with other events with only slight temporal differences. This
makes their identification a significant challenge. To address this, we eliminate surface-
related multiples and demonstrate how specific ghost reflections can be more efficiently
retrieved by muting undesired reflections in the dataset before applying SI.
To extend the application of ghost reflections to deep structures, we focus on the feasibil-
ity of monitoring pore-pressure changes in the Groningen gas field in the Netherlands.
We utilise numerical modelling to simulate scalar reflection data, deploying sources and
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receivers at the surface. We conduct an ultrasonic transmission laboratory experiment
to measure S-wave velocities at different pore pressures. This data is used to create sub-
surface models, which are then utilized to simulate scalar reflection seismic data for
monitoring purposes. We retrieve zero-offset ghost reflections by applying SI by AC to
the modelled datasets. We then use a correlation operator to determine time differences
between a baseline survey and monitoring surveys. Additionally, we investigate the ef-
fects of the sources and receivers’ geometry and spacing, as well as the number of virtual
sources and receivers, on retrieving ghost reflections with high interpretability and res-
olution. Besides observing time shifts in the ghost reflections, we also explore the feasi-
bility of using the amplitude of ghost reflections for reservoir monitoring.
Having clear reflections from both the top and bottom of the specific layer(s) is crucial for
retrieving ghost reflections, which can be challenging when using land seismic datasets
due to the usual presence of strong surface waves. Conventionally, surface waves are
suppressed during data processing using frequency-offset, frequency-wavenumber, or
bandpass filters. However, these approaches can prove ineffective when the surface
waves are scattered and/or overlap with the frequency regions of the reflected body
waves that we intend to preserve. To overcome some of these challenges, we show the
efficacy of the interferometric surface-wave suppression using a 2D seismic reflection
dataset from Scheemda, Groningen province, the Netherlands. Interferometric surface-
wave suppression can be used to effectively suppress surface waves by applying SI to first
estimate the surface waves and second followed by their adaptive subtraction from the
original data. We propose to apply these two steps recursively, i.e., several times, which
yields better results than a single application in terms of clearer and more continuous
reflections. This technique can function as a standalone technique or as part of a pre-
processing flow.
When applying the seismic reflection method for monitoring purposes, specific reflec-
tions, e.g., from the top and bottom of the reservoir, are of interest. The reflections from
both the top and bottom of the specific layer(s) can also be distorted by other events
from the surrounding layers. To eliminate such distortions, the Marchenko-redatuming
method was introduced. Several Marchenko-redatuming methods have been applied
successfully to marine field data. We demonstrate, for the first time, the application of
the Marchenko-based isolation technique to field land seismic data to isolate the tar-
get response by removing the overburden and underburden. Land data are intrinsically
elastic, known for dominant surface waves and a low signal-to-noise ratio, posing a chal-
lenge for the Marchenko method, which requires high-quality reflection data. After we
carefully apply several pre-processing steps, including recursive interferometric surface-
wave suppression, we apply the Marchenko method twice: first, to remove the overbur-
den effects by choosing a focal depth of 30 m, and then to remove the underburden
effects by choosing a focal depth of 270 m. This process generates a new reflection re-
sponse from the target area, providing clearer subsurface responses. The Marchenko
method is particularly beneficial for data-driven techniques such as ghost-reflection re-
trieval, seismic imaging, and time-lapse studies using land seismic datasets.



SAMENVATTING

Seismische beeldvorming en monitoring met gereflecteerde golven, oorspronkelijk ge-
bruikt in de olie- en gasindustrie om potentiële koolwaterstofreservoirs te identificeren
en te beoordelen en later de exploitatie ervan te controleren, hebben ook diverse toe-
passingen in de geofysica van de ondiepe ondergrond, de exploratie van mineralen, ge-
othermische energie en de opslag van CO2 of H2. Deze technieken brengen niet alleen
structuren in de ondergrond aan het licht, maar vergroten ook ons begrip van hoe de
ondergrond reageert op menselijke activiteiten, zoals geïnduceerde aardbevingen door
extractieprocessen. Seismische beeldvorming en monitoring richten zich vaak op spe-
cifieke doellagen in de ondergrond, maar interferentie met omliggende lagen en kleine
veranderingen binnen de specifieke laag of lagen kunnen de specifieke signalen vervor-
men en de nauwkeurigheid verlagen. Ons onderzoek is erop gericht deze uitdagingen
aan te pakken en praktische oplossingen te bieden voor nauwkeurigere en betrouwbaar-
dere seismische beeldvorming en monitoring met reflecties.
In dit proefschrift willen we seismische data-gestuurde methoden ontwikkelen voor laag-
specifieke beeldvorming en monitoring, met een primaire focus op het verbeteren van
de techniek van het verkrijgen van spookreflecties met behulp van seismische interfe-
rometrie (SI) en het laten zien hoe de Marchenko methode gebruikt kan worden met
seismische land-data.
Seismische interferometrie (SI) behelst de kruis-correlatie van seismische observaties op
verschillende ontvanger locaties, gevolgd door een som over de beschikbare bronnen.
Dit maakt het mogelijk om nieuwe seismische waarnemingen van virtuele bronnen op
de plek van de ontvangers te creëren. Wanneer bronnen en ontvangers alleen aan het
oppervlak worden gebruikt, bevatten de virtuele bronnen die door SI worden verkregen
niet alleen pseudo-fysische reflecties, maar ook spookreflecties. Deze spookreflecties
zijn voornamelijk het resultaat van de kruiscorrelatie (CC) of autocorrelatie (AC) van pri-
maire reflecties van twee verschillende diepten, die interne reflecties vertegenwoordigen
van specifieke ondergrondlaag of -lagen, zoals gemeten met een virtuele spookbron en
een virtuele spookontvanger die direct boven de specifieke laag of lagen zijn geplaatst.
Bijgevolg kunnen de spookreflecties informatie verschaffen over de specifieke laag of la-
gen zonder de effecten van de lagen boven en onder de specifieke laag of lagen.
Eerst verkennen we het gebruik van spookreflecties voor laagspecifieke karakterisering
van de ondiepe ondergrond met SI door AC, waarbij we gebruikmaken van numeriek ge-
modelleerde data voor een gelaagd ondergrondmodel tot 30 m diepte, met een laterale
snelheidsverandering, een snelheidsgradiënt met diepte, een dikteverandering en een
snelheidsverandering in de doellaag. Daarnaast presenteren we de eerste toepassing
van spookreflecties op veld-data van de ondiepe ondergrond. Spookreflecties vertonen
meestal dezelfde kenmerken als fysische reflecties, verschijnen dichtbij of interfereren
met andere reflecties, met slechts kleine temporele verschillen. Dit maakt hun identifi-
catie een grote uitdaging. Om dit aan te pakken, elimineren we oppervlakte-gerelateerde
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meervoudige reflecties en laten we zien hoe specifieke spookreflecties efficiënter kun-
nen worden gevonden door ongewenste reflecties in de dataset te onderdrukken voordat
SI wordt toegepast.
Om de toepassing van spookreflecties uit te breiden naar diepe structuren, richten we
ons op de haalbaarheid van het monitoren van veranderingen in de porie-druk in het
Groningen-gasveld in Nederland. We gebruiken numerieke modellering om scalaire
reflectie-data te simuleren, waarbij bronnen en ontvangers aan het oppervlak worden
opgesteld. In het laboratorium voeren we een ultrasone transmissie meetmethode uit
om S-golfsnelheden te meten bij verschillende porie-drukken. Deze gegevens worden
gebruikt om ondergrondmodellen te maken, die vervolgens worden gebruikt om sca-
laire seismische reflectie-data te simuleren voor monitoringdoeleinden. We verkrijgen
zero-offset spookreflecties door SI door AC toe te passen op de gemodelleerde datasets.
Vervolgens gebruiken we een correlatieoperator om tijdsverschillen tussen een basis- en
monitoringonderzoek te bepalen. Daarnaast onderzoeken we de effecten van de geome-
trie en de onderlinge afstand van de bronnen en ontvangers, evenals het aantal virtuele
bronnen en ontvangers, op het verkrijgen van spookreflecties met een hoge interpre-
teerbaarheid en resolutie. Naast het waarnemen van tijdverschuivingen in de spook-
reflecties, onderzoeken we ook de haalbaarheid van het gebruik van de amplitude van
spookreflecties voor reservoirmonitoring.
Duidelijke reflecties van zowel de boven- als de onderkant van de specifieke laag of lagen
zijn cruciaal voor het verkrijgen van spookreflecties, wat een uitdaging kan zijn bij het
gebruik van seismische land-datasets vanwege de gebruikelijke aanwezigheid van sterke
oppervlaktegolven. Gewoonlijk worden oppervlaktegolven onderdrukt tijdens de data-
verwerking met behulp van frequentie-golfgetal of bandfilters. Deze benaderingen kun-
nen echter ineffectief blijken wanneer de oppervlaktegolven worden verstrooid en/of
overlappen met de frequentiegebieden van de gereflecteerde ruimtelijke golven die we
willen behouden. Om enkele van deze uitdagingen te overwinnen, tonen we de doeltref-
fendheid van de interferometrische oppervlaktegolf-onderdrukkingsmethode met be-
hulp van een 2D seismische reflectiedataset uit Scheemda, provincie Groningen, Neder-
land. De interferometrische oppervlaktegolf-onderdrukkingsmethode kan worden ge-
bruikt om effectief oppervlaktegolven te onderdrukken. Dit gebeurt door SI toe te passen
om eerst de oppervlaktegolven te schatten en vervolgens deze adaptief van de originele
data af te trekken. We stellen voor om deze twee stappen recursief toe te passen, dat wil
zeggen meerdere keren, wat betere resultaten oplevert dan een enkele toepassing, met
duidelijkere en meer continue reflecties. Deze techniek kan op zichzelf staan of deel uit-
maken van een voorbewerkingsproces.
Bij het toepassen van de seismische reflectiemethode voor monitoringdoeleinden zijn
specifieke reflecties, bijvoorbeeld van de boven- en onderkant van het reservoir, van be-
lang. De reflecties van zowel de boven- als de onderkant van de specifieke laag of lagen
kunnen ook worden vervormd door andere reflecties in de omringende lagen. Om der-
gelijke vervormingen te elimineren, werd de Marchenko-methode geïntroduceerd. De
Marchenko-methode is reeds met succes toegepast op mariene veld-data. Wij demon-
streren voor het eerst de toepassing van een op de Marchenko-methode gebaseerde iso-
latie op seismische land-data om de doelrespons te isoleren door de boven- en onder-
lagen te verwijderen. Land-data zijn intrinsiek elastisch, staan bekend om dominante
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oppervlaktegolven en een lage signaal-ruisverhouding, wat een uitdaging vormt voor de
Marchenko-methode, die reflectie-data van hoge kwaliteit vereist. Nadat we zorgvuldig
verschillende voorbewerkingsstappen hebben toegepast, waaronder recursieve interfe-
rometrische onderdrukking van oppervlaktegolven, passen we de Marchenko-methode
twee keer toe: eerst om de bovenliggende lagen te verwijderen door een focale diepte
van 30 m te kiezen, en vervolgens om de onderliggende lagen te verwijderen door een
focale diepte van 270 m te kiezen. De Marchenko-methode is vooral nuttig voor data-
gedreven technieken zoals het verkrijgen van spookreflecties, seismische beeldvorming
en tijdsafhankelijke onderzoeken met seismische land-datasets.





1
INTRODUCTION

Seismic imaging with reflected waves is a geophysical method used to create images of
the Earth’s subsurface at various scales, utilising seismic waves generated by either active
or passive sources (e.g., Yilmaz, 2001). This technique facilitates the obtaining of detailed
images of subsurface structures and can also be used to monitor the properties of the
subsurface. The primary application of seismic imaging and monitoring with reflected
waves is still within the oil and gas industry, as it plays a pivotal role in identifying and
assessing potential hydrocarbon reservoirs. However, the use of seismic imaging and
monitoring finds diverse applications in fields such as near-surface geophysics, mineral
exploration, geothermal energy resources, and CO2 or H2 storage.

Beyond providing information about the features and structures of the subsurface,
seismic imaging and monitoring play a crucial role in enhancing the understanding
of how the subsurface responds to various human activities. For example, the extrac-
tion process could induce seismic events; therefore, understanding and investigating
the changes inside a reservoir is essential for ensuring the safety and sustainability of
such extraction operations. Moreover, seismic imaging and monitoring can be used to
optimise resource-development strategies, particularly for sustainable energy sources
such as geothermal energy, by analysing subsurface structures (Salaun et al., 2020). This
enables more efficient and sustainable utilisation of geothermal energy resources while
mitigating geological hazards. Additionally, seismic imaging and monitoring are invalu-
able in the context of carbon capture and storage (CCS) projects, where CO2 captured
from industrial processes or separated from the air is injected deep underground for
long-term storage in geological formations, such as depleted oil and gas reservoirs or
saline aquifers, or permanent storage in basalts. Seismic monitoring plays a crucial role
in assessing the integrity of reservoir storage sites, ensuring the containment of the in-
jected CO2 and mitigating the risk of leakage or induced seismicity (Lumley, 2010).

Overall, seismic imaging and monitoring are indispensable tools in our efforts to
understand and manage the potential of the shallow and deep subsurface for various
human endeavours, such as energy transition. We often focus on specific target lay-
ers within the subsurface in many seismic imaging and monitoring applications, like
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those for geothermal energy extraction (Barbier, 2002) or CO2 (Wang et al., 2022) and H2

storage (Kumar et al., 2022). These target layers may be characterised by their unique
geological properties, such as rock type, porosity, or fluid content. However, the chal-
lenges associated with seismic imaging and monitoring these target layers can be sub-
stantial. One common issue is the presence of overlying layers, known as overburden,
which can distort seismic signals and hinder the accurate imaging of the specific layer
beneath (Calvert, 2005). Additionally, even within the specific layer itself, small changes
in geological properties or fluid content may affect the reliability of seismic-data inter-
pretation.

To address these challenges, we aim to develop seismic layer-specific imaging and
monitoring techniques. To provide this tool, we develop a technique for ghost (non-
physical) reflection retrieval using seismic interferometry (SI). We investigate the re-
trieval of ghost reflections in shallow and deep structures using land seismic datasets,
focusing on retrieving ghost reflections from primary reflections. When applying the
technique to land data, it is challenging to use reflections due to the stronger wave at-
tenuation, lower signal-to-noise ratio, and presence other, undesired events, like surface
waves, that mask the reflections. Therefore, we employ two data-driven approaches to
enhance the resolution of primary reflections in land seismic data. First, we develop
a technique for surface-wave suppression using SI. Second, we utilise the Marchenko-
based isolation to remove the effects of the overburden and underburden. Both tech-
niques help enhance the resolution of reflections, which is essential for data-driven tech-
niques such as ghost-reflection retrieval using SI.

In the next section, we briefly explain SI and the Marchenko method. Finally, this
chapter concludes with a description of the outline of this thesis.

1.1. SEISMIC INTERFEROMETRY
SI most often refers to the principle of retrieving new seismic responses from virtual
sources located at the position of receivers by using the responses of two receivers (Lobkis
and Weaver, 2001; Wapenaar and Fokkema, 2006; Curtis et al., 2006; Snieder et al., 2007;
Draganov et al., 2007; Schuster, 2009; Wapenaar et al., 2010). This virtual-source re-
sponse can be retrieved using correlation, coherence, convolution, or deconvolution of
the seismic responses (e.g., Slob et al., 2007; Nakata et al., 2011; Wapenaar et al., 2011).
For example, in Figure 1.1a, SI by cross-correlation applied to observations at two re-
ceivers at XA and XB (blue triangles) retrieves a signal from a virtual source located at the
exact location as one of the receiver (XA) as recorded at the location of the other receiver
(XB ), effectively removing the common travel path from XS to XA where the seismic sig-
nal was emitted by the source at XS (red circles). The cross-correlated results must be
summed over all the surrounding sources to retrieve the complete response between the
two receivers. The sources, such as XS , that provide travel paths successively passing
through XA and XB are at stationary-phase region (Snieder, 2004). Having the contribu-
tions from only the stationary-phase region would be sufficient to retrieve an estimate
of the response between two receivers as the other sources contribute destructively to
each other (Wapenaar, 2004; Snieder et al., 2006).

SI requires that the source surface surrounds the two receivers completely. When
part of this boundary is a free surface, like the Earth’s surface, then only sources in the
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subsurface (red circles in Figure 1.1b) are required because the free surface effectively
serves as a mirror and, through reflection, turns the half-sphere into a full sphere. In
seismic exploration, the employed sources are not in the subsurface but at the surface,
as illustrated by white-filled circles in Figure 1.1b. Nevertheless, the wavefields gener-
ated by surface sources contain ray paths between positions XA and XB that coincide
with those of wavefields generated by subsurface sources (red circles in Figure 1.1b).
Consequently, equivalent surface sources (white-filled circles) can be identified for all
subsurface sources (Halliday and Curtis, 2008). By using sources and receivers at the
surface, the so-called one-sided illumination of the receivers occurs (Wapenaar, 2006).
A consequence of the one-sided illumination is that the application of SI retrieves not
only the desired physical reflections but also ghost (non-physical) arrivals (Draganov et
al., 2012; King et al., 2011).

The retrieved physical events include direct body waves, reflections, and refractions,
but also scattered, diving, and surface waves. For instance, to retrieve the desired phys-
ical reflections, one needs to correlate, e.g., the primary reflection at XA (the blue arrow
in Figure 1.1b) with its first free-surface multiple (the dotted blue arrow in Figure 1.1b).
The correlation process effectively eliminates the common ray path and facilitates the
retrieval of the reflection at XB due to a virtual source at XA , which is shown by the
brown arrow in Figure 1.1c. However, as a consequence of using sources at the surface,
the amplitude and phase of this retrieved reflection are not correct, and we refer to it as
a pseudo-physical reflection (Löer et al., 2013; Boullenger and Draganov, 2016). If the
recorded traces at the two receivers also contain surface waves, the retrieved result by
cross-correlation would also contain surface waves between these receivers as shown by
the purple arrow in Figure 1.1c.

In addition to pseudo-physical reflections, one-sided illumination of sources leads to
retrieval of ghost (non-physical) reflections, as shown by the orange arrow in Figure 1.1c.
Ghost reflections result from the correlation of two primary reflections or internal mul-
tiples. In this example, it is the result of the cross-correlation of the primary reflections
from the top and bottom of the second layer (the blue and green arrows in Figure 1.1b,
respectively). The ghost reflections could provide valuable information about the physi-
cal rock properties of the subsurface, such as velocity or thickness changes because they
represent reflections from inside specific subsurface layers - as they would be measured
with a virtual ghost source and a virtual ghost receiver positioned directly on top of the
specific layers, which means ghost reflections only propagate inside the specific layer.
Consequently, the ghost reflections can provide information on a specific layer without
the kinematic effect of changes in the overburden and underburden layers (Draganov
et al., 2012).

In this thesis, we investigate the application of SI for retrieving ghost reflections,
which can be used for layer-specific imaging and monitoring and for retrieving surface
waves in the context of surface-wave suppression.
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(a)

(b)

(c)

Figure 1.1: (a) Theoretical configuration for seismic interferometry (SI) between two receivers XA and XB (blue
triangles) in an inhomogeneous medium. Retrieving the response between these two receivers requires the
summation of the cross-correlated signals over a boundary of sources (red circles) enclosing the receivers.
(b) Configuration for the sources and receives at the earth’s free surface: retrieving reflections requires the
recordings from a subsurface boundary of sources. The contribution of the subsurface source XS (red circles)
to the reflected wave path can also be kinematically achieved with a source at the surface (white-filled circles).
The blue arrow shows the primary reflection from the first layer, the dotted blue arrow shows its surface-related
multiple, and the green arrow shows the reflection from the bottom of the second layer. (c) The result of the
application of SI using the configuration is shown in (b), where the receiver at XA acts as a virtual source (red
triangle). The orange arrow shows the ghost reflection from inside the second layer, the brown arrow shows
the pseudo-physical reflection, and the purple arrow shows the surface waves.

1.2. THE MARCHENKO METHOD
The Marchenko method enables the creation of virtual sources or receivers in the sub-
surface at arbitrary depth positions, requiring only reflection data and a smooth macro-
velocity model (Broggini et al., 2012; Slob et al., 2014; Wapenaar et al., 2014). I.e., the
Marchenko method retrieves the Green’s function from a virtual source in the subsur-
face, where no physical receivers were present, to receivers at the surface. By introduc-
ing initial focusing functions in a truncated medium similar to the actual medium, the
Marchenko equations can be solved, allowing for the retrieval of Green’s function repre-
senting upgoing and downgoing one-way wavefields.

Once the upgoing and downgoing Green’s functions are retrieved at subsurface points,
the complete influence above those points can be eliminated by retrieving a redatumed
response for virtual sources and receivers at those points. This can be obtained either by
applying SI by multidimensional deconvolution (MDD) to the upgoing and downgoing
Green’s functions retrieved through the Marchenko method (Broggini et al., 2014; Ravasi
et al., 2016) or by using a double focusing function (van der Neut et al., 2015; Staring
et al., 2018) on the retrieved Green’s functions. Consequently, an image of the subsur-



1.3. AIM AND OUTLINE OF THE THESIS

1

5

face can be produced from the redatumed data, free from artefacts caused by internal
multiples from the overburden above the redatumed level.

To reduce the sensitivity of the Marchenko method to the macro-velocity model,
it was suggested that the virtual sources and receivers be extrapolated upward to the
acquisition surface (Meles et al., 2016; van der Neut and Wapenaar, 2016). This class
of Marchenko methods focuses on eliminating internal multiples from reflection data
while keeping the sources and receivers at the surface. In this thesis, we use such extrap-
olated Green’s functions and focusing functions to remove the effects of the overburden
and underburden. A complete overview of the Marchenko redatuming, imaging, and
multiple elimination can be found in Wapenaar et al. (2021).

1.3. AIM AND OUTLINE OF THE THESIS
This thesis focuses on developing seismic data-driven methods for layer-specific imag-
ing and monitoring applicable to various scenarios, such as imaging and monitoring
the shallow and deep subsurface. Our primary focus is on developing the technique
of ghost-reflection retrieval using SI. We demonstrate the application of this technique
through numerical modelling of both shallow-subsurface and deep structures, as well as
field datasets. Retrieving ghost reflections requires primary reflections, making retrieval
of ghost reflections from land seismic datasets challenging. To address this, we also de-
velop a technique based on SI for surface-wave suppression and utilise the Marchenko-
based isolation technique to remove the interference from the overburden and under-
burden. The outline of this thesis is as follows:

Chapter 2: Shallow-subsurface characterisation using ghost reflections.
In this chapter, we demonstrate the potential of ghost reflection retrieval from SI for
layer-specific characterisation of the shallow subsurface. To achieve this, we use syn-
thetic data for a subsurface model down to 30 meters depth, incorporating a lateral
change in velocity, a velocity gradient with depth, a thickness change, and a velocity
change in the target layer. We then apply the technique to shallow subsurface field data.
Additionally, we focus on improving the retrieval of ghost reflections by removing free-
surface multiples and muting undesired events in active-source gathers before applying
SI.

Chapter 3: Reservoir monitoring using ghost reflections.
In this chapter, we extend the approach of ghost-reflection retrieval for deeper struc-
tures. This chapter has several distinct sections. First, we focus on the feasibility of
monitoring small changes in the Groningen gas field in the Netherlands, a well-known
example of induced seismicity due to gas extraction. We perform an ultrasonic trans-
mission laboratory experiment to build a realistic subsurface model to measure pore-
pressure changes. Second, we determine time differences between baseline and moni-
toring surveys using a correlation operator. We also discuss how it is possible to enhance
the sensitivity of detecting small changes by interpolating ghost reflections. Finally, we
investigate the effect of the sources and receivers’ geometry and spacing and the number
of virtual sources and receivers on retrieving ghost reflections with high interpretability
and resolution.
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Chapter 4: Investigating the amplitude of ghost reflections.
In this chapter, we focus on another crucial aspect of ghost reflection for layer-specific
monitoring – its amplitude. Using numerically modelled data for the Groningen subsur-
face, we demonstrate the potential of utilising the amplitude of ghost reflections to track
small changes within the reservoir. We employ various methods, including SI by auto-
correlation (AC) using muted common-source gathers, SI by AC using separated reflec-
tions, SI by AC using normalised separated reflections, and trace deconvolution. These
approaches increase our chances of accurately investigating the amplitude of ghost re-
flections.

Chapter 5: Recursive interferometric surface-wave suppression.
In Chapters 2 and 3, we show that clear reflections from both the top and bottom of the
specific target layer are required for retrieving ghost reflections. The reflections from
the top and the bottom could be masked by surface waves. In this chapter, we show
the effectiveness of SI for surface-wave suppression in an active-source reflection seis-
mic dataset acquired in Scheemda, Groningen province, the Netherlands. We obtain a
dominant surface wave at each virtual-source position by applying SI. Subsequently, we
employ adaptive subtraction of the retrieved surface waves from the active-source data
to suppress the surface waves in a recursive mode. The results are promising, as this
process not only aids enhancing the clarity of reflections for retrieving ghost reflections
in the active-source data, but it can also be used as a new data-driven technique for
surface-wave suppression in land seismic datasets.

Chapter 6: Application of Marchenko-based isolation to a land seismic dataset
Following the very effective recursive interferometric suppression of surface waves in
Chapter 5, which is important for successful application of Marchenko redatuming, this
chapter focuses on employing the Marchenko-based isolation to eliminate the interfer-
ence from the overburden and underburden by using the field dataset from Chapter 5.
Our approach involves a two-step strategy: first, removing the overburden, followed by
removing the underburden. This process generates a new reflection response from the
target area. As a result, this method is particularly effective for obtaining clear subsurface
responses, making it advantageous for data-driven methods such as ghost-reflection re-
trieval, seismic imaging, or time-lapse studies using land seismic datasets.

Chapter 7: Conclusions and future outlook
The final chapter summarises the results and provides general conclusions about the
research presented in this thesis. Additionally, recommendations for future research are
made, which can help further develop the ideas and techniques proposed in this thesis.
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2
LAYER-SPECIFIC

CHARACTERISATION OF THE

SHALLOW SUBSURFACE USING

GHOST REFLECTIONS

Seismic interferometry (SI) retrieves the Green’s function between two receiver locations us-
ing their recordings from a boundary of sources. When using sources and receivers only at
the surface, the virtual-source gathers retrieved by SI contain pseudo-physical reflections
as well as ghost (non-physical) reflections. These ghost reflections are the results of the
cross-correlation or auto-correlation (AC) of primary reflections from two different depth
levels, and they contain information about the seismic properties of specific layers in the
subsurface. We investigate the application of ghost reflections for layer-specific character-
isation of the shallow subsurface using SI by AC. First, we show the technique’s potential
using synthetic data for a subsurface model with a lateral change in velocity, a gradient
in depth for velocity, a thickness change, and a velocity change of the target layer. Then,
we apply the technique to shallow subsurface field data. We also focus on improving the
retrieval of ghost reflections by removing the free-surface multiples and muting undesired
events in active-source gathers before applying SI. Our results demonstrate that the ghost
reflections can be used advantageously to characterise the layer that causes them to appear
in the results of SI. Consequently, they can also provide valuable information for imaging
and monitoring shallow subsurface structures.

This Chapter was published as Shirmohammadi, F., Draganov, D., & Ghose, R. (2024) The utilisation of ghost
reflections retrieved by seismic interferometry for layer-specific characterisation of the shallow subsurface.
Near Surface Geophysics, 22, 92–105. https://doi.org/10.1002/nsg.12275
Minor modifications have been applied to keep consistency within the thesis.
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2.1. INTRODUCTION
Seismic interferometry (SI) is a method for estimating the Green’s function between
different receivers using correlation, convolution, or deconvolution of the recordings
from surrounding sources by turning the receivers into virtual sources (Wapenaar and
Fokkema, 2006; Snieder et al., 2009). In the case of using correlation, the Green’s function
between two receivers is retrieved by cross-correlating recorded responses generated by
each source and then summing the correlation results over the surrounding sources.
Moreover, Curtis et al. (2009) showed that it is possible to estimate the Green’s function
between two sources surrounded by a boundary of receivers where one source acts as a
virtual receiver.

The theory behind SI assumes certain conditions. Among others, it is assumed that
there are no intrinsic losses in the medium, although, in reality, the Earth is strongly
attenuating. Additionally, the receivers are presumed to be evenly surrounded by a com-
plete and sufficiently dense boundary of either passive or active sources. In practice,
these assumptions are rarely met, particularly when applied to surface exploration data
(i.e., sources and receivers located at or near the surface). As a result, not only the
pseudo-physical reflections are retrieved, but also the ghost (non-physical) reflections
(Snieder et al., 2009, Draganov et al., 2010, King et al., 2011). The pseudo-physical re-
flections and lower-order multiples are retrieved through the correlation of primary re-
flections with their surface-related multiples or a multiple with its next-order multi-
ple (Löer et al., 2013, and Boullenger and Draganov, 2016). In contrast, ghost reflec-
tions are caused by the correlation of primary reflections from two different depth levels
(Draganov et al., 2012, King and Curtis, 2012).

The ghost reflections could provide valuable information about the physical rock
properties of the subsurface, such as velocity or thickness changes, because they repre-
sent reflections from inside specific subsurface layers - as measured with a virtual ghost
source and a virtual ghost receiver positioned directly on top of the specific layers, which
means ghost reflections only propagate inside the specific layer (Draganov et al., 2013).
Consequently, the ghost reflections can provide information of a specific layer without
the effect of changes in overburden and underburden layers. Through realistic numer-
ical modelling using a horizontally layered model, Draganov et al. (2012) showed that
ghost reflections are sensitive only to the thickness and velocity of the target layers. Ma
et al. (2021, 2022) illustrated the application of ghost reflections in estimating the layer-
specific velocity of a fluid-mud layer in a water/fluid-mud system, using ultrasonic ex-
periments. They clearly showed that the retrieved ghost reflections propagate only in-
side the fluid-mud layer, and the travel paths inside the water layer are eliminated. Also,
Draganov et al. (2013) applied SI to records from receivers at the Earth‘s surface from
sources in wells. They showed, using a horizontal well, that the identified ghost reflec-
tions could be employed to monitor the changes in velocity and quality-factor inside a
layer at a depth of 600 m.

In this study, we use numerical modelling and field data to investigate the utilisation
of ghost reflections retrieved by SI for monitoring and imaging purposes, particularly in
shallow subsurface applications. Few studies have investigated the application of ghost
arrivals from SI in shallow subsurface studies, especially using field data. Harmankaya
et al. (2013) showed the application of ghost arrivals in locating near-surface scatters. To
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do that, they inverted the travel time of ghost arrivals by solving the inverse problem for
several numerically modelled datasets with increasing complexity by including lateral
inhomogeneity, and they demonstrated that the location of the scatterer can be esti-
mated with good accuracy from ghost scattered waves. Moreover, Nichols et al. (2010)
presented the first application of ghost refractions (the so-called virtual refractions) to
field data for near-surface characterisation. They determined seismic velocities of un-
saturated and saturated sand layers, and the relative variable depth by combining in-
formation from the virtual shot record, the correlation gather, and the actual field shot
record.

In this Chapter, we first illustrate the potential of ghost reflections using numerically
modelled data for a layered subsurface model in different conditions, including a lateral
change in velocity, a gradient change in velocity, and a thickness change. We retrieve vir-
tual zero-offset sections using SI by auto-correlation (AC). Studies on retrieving ghost re-
flections have been mostly restricted to using cross-correlation (CC) in SI. However, the
SI by AC can provide extra information on the subsurface in imaging and monitoring,
because the result of SI by AC is directly a zero-offset section obtained without any other
seismic processing. Additionally, we present the first application of ghost reflections to
shallow subsurface field data. The site is located near Rotterdam, the Netherlands. The
geology of this site, known from earlier borehole measurements, comprises flat alter-
nating Holocene clay and sand layers (Ghose and Goudswaard, 2004). We retrieve zero-
offset sections by turning shots into virtual receivers, and receivers into virtual sources.
In both cases, we investigate the trend of ghost reflections for directly imaging and mon-
itoring the target layer.

Ghost reflections usually exhibit similar characteristics to other reflection events,
appearing in close proximity to each other with only slight temporal differences. So,
one of the most significant challenges in using ghost reflections is their identification.
Draganov et al. (2010) showed that ghost reflections could be identified by a change of
their polarity after the application of a damping-compensation factor. Curtis and Hall-
iday (2010) showed that ghost arrivals could be identified either through wavefield sep-
aration or by reversing the order of the CC in perturbed acoustic media. Draganov et al.
(2013) proposed using a vertical-well geometry to identify ghost reflections. Ruigrok et
al. (2009) showed that the identification could be achieved by applying both SI by CC
with full responses and SI by CC between a full response and only the first arrival at the
other receiver.

Here, to address the challenge of identification of the ghost reflections, we eliminate
the surface-related multiples in the synthetic dataset, which could be achieved through
using an absorbing boundary condition at the surface in the numerical modelling. As
a result, the retrieved events include only the ghost reflections. Furthermore, we show
how the specific ghost reflections can be retrieved more efficiently by muting undesired
reflections in the dataset before applying SI. Using the muted active-source gathers also
helps retrieve robust and clear ghost reflections from the field data.

Below, we first present a brief overview of the methodology of retrieving ghost re-
flections with SI in section 2.2. Then, in section 2.3.1, we show the results of SI by AC
when applied to data from numerical modelling for several subsurface models. There,
we discuss how to retrieve the ghost reflections more efficiently. After that, we illustrate
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in section 2.3.2 the application of this technique to a field dataset. This is followed by
discussion and conclusions.

2.2. METHOD
Through reciprocity theorems of the correlation type, Wapenaar and Fokkema (2006)
showed that the acoustic Green’s function Ĝ(xB , xA ,ω) between two points at xA and xB

can be obtained from

Ĝ∗(xB , xA ,ω)+Ĝ(xB , xA ,ω) ≈ 2

ρc

∫
∂D

Ĝ∗(xA , x,ω)Ĝ(xB , x,ω)d 2x, (2.1)

where c and ρ are the constant propagation velocity and mass density, respectively, at
and outside of the source-boundary surface ∂D , which effectively encloses xA and xB .
The asterisk (∗) denotes complex conjugation in the frequency domain, which corre-
sponds to a time-reversed version of a quantity in the time domain. To derive relation
2.1 from the exact relation of seismic interferometry (equation 19 from Wapenaar and
Fokkema, 2006) the following assumptions and approximations are made:

- A high-frequency approximation is used to reduce the original double integral to
the above single integral by representing normal derivatives as a term involving
the cosine of the angle between the pertinent ray and the normal on ∂D ;

- The medium at and outside D is homogeneous, which eliminates a term that would
otherwise result in the retrieval of certain types of ghost events due to the correla-
tion of fields emitted by the sources toward inside and outside ∂D .

- ∂D is a sphere with a large radius, which reduces the correlation between dipole
sources and monopole sources to only the correlation between monopole sources.

The right-hand side of relation 2.1 represents the CC of recordings at points xA and xB

from sources at positions x and on ∂D in the subsurface. When the sources surround the
two receivers, physical reflections (the black arrows in Figure 2.1a) are retrieved from the
correlation of direct arrivals (the dotted blue line in Figure 2.1a) with their corresponding
surface-related multiples (the dotted green line in Figure 2.1a), where one receiver acts
as a virtual source (as indicated by a yellow star in Figure 2.1a). Here, the free surface
acts as a mirror, meaning, through reflection, it turns the half-sphere of sources into a
full sphere. As a result, there is a complete surface of sources that surround the receivers,
and only physical reflections are retrieved. The above might result in amplitude errors.
However, the phases are correct (Wapenaar and Fokkema, 2006).

In exploration seismology, where the sources are usually restricted to the surface
(such as the red dots in Figure 2.1b), we can consider a stationary point on ∂D is equiva-
lent to a stationary point at the surface by using simple geometric arguments (Halliday et
al., 2007 and Draganov et al., 2012) and applying the stationary-phase method (Snieder
et al., 2006). As a result, we can replace the integration over ∂D in relation 2.1 by a sum-
mation over N active sources at the surface (Halliday et al., 2007):

Ĝ∗(xB , xA ,ω)+Ĝ(xB , xA ,ω) ∝
N∑

n=1
Ĝ∗(xA , xn ,ω)Ĝ(xB , xn ,ω). (2.2)
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The right-hand side of this relation is, in the time domain, a CC between two ob-
servations at positions xA and xB , both originating from active sources located at xn at
the surface (such as the red dots in Figure 2.1b). The retrieved Green’s function in the
left-hand side of relation 2.2 comprises pseudo-physical reflections, as well as ghost
reflections. These ghost reflections are retrieved in the time domain from the CC of pri-
mary reflections from two different interfaces due to insufficient destructive interfer-
ences (Draganov et al., 2012, Ma et al., 2022).

Ghost reflections are similarly retrieved from correlation of internal multiples with
primaries or other internal multiples. For example, the result of CC of the primary re-
flection from the second interface recorded at xB (the orange arrows in Figure 2.1b) with
the primary reflection from the first interface (the blue arrows in Figure 2.1b) retrieves a
ghost reflection which propagates only inside the second layer (the cyan arrows in Fig-
ure 2.1b). The retrieved ghost reflection can be intuitively interpreted as the wavefield re-
flected from the second interface as a ghost virtual source (the red star in Figure 2.1b) and
a ghost virtual receiver (the white triangle in Figure 2.1b) are positioned at the first inter-
face. We labelled them as a ghost virtual source or a ghost virtual receiver because they
cannot be physically placed there. Note that the retrieved pseudo-physical reflection
arrivals exhibit kinematics coinciding with those of reflection events in active-source re-
flection data, but the amplitudes and phases are not directly comparable. So, they are
labelled pseudo-physical reflections (Löer et al., 2013, Boullenger and Draganov, 2016).

In relation 2.2, if we substitute the response xA instead of xB in the right-hand side,
the retrieved Green’s function on the left-hand side is the result of AC of the arrivals at
receiver xA , which means xA acts as a co-located virtual source and receiver:

Ĝ∗(xA , xA ,ω)+Ĝ(xA , xA ,ω) ∝
N∑

n=1
Ĝ∗(xA , xn ,ω)Ĝ(xA , xn ,ω). (2.3)

Similar to CC, besides the pseudo-physical reflections, ghost reflections are also re-
trieved. The retrieved ghost reflection propagates inside a specific layer which repre-
sents a reflection for a ghost virtual source to a receiver co-located exactly at the top
of that specific layer. Besides the specific ghost reflection which propagates inside one
layer, it is possible to retrieve ghost reflections from inside multiple layers, e.g., the ghost
reflection from inside the second and the third layer in Figure 2.1c (the red arrows). This
retrieved ghost reflection is the result of correlation of the primary reflections from the
bottom of the first layer (the blue arrows in 2.1c) and the bottom of the third layer (the
purple arrows in Figure 2.1c), and it propagates vertically as the layers are horizontal.

The retrieved ghost reflection in Figure 2.1c (the red arrows) represents a zero-offset
reflection arrival. If we use multiple surface receivers at the surface as xA in relation
2.3 and repeat the AC and summation process, the result is a virtual zero-offset sec-
tion which provides an image of specific subsurface structures directly in two-way travel
time.
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Figure 2.1: Schematic representation of seismic interferometry (SI). (a) The sources (the red dots) are at the
source-boundary surface ∂D , which effectively encloses the receivers at xA and xB (blue triangles) due to
the Earth’s free surface. The retrieved virtual-source response contains physical reflections (the black arrow)
from the CC of a direct arrival (the blue dotted line) with its surface-related multiple (the green dotted line).
The yellow star indicates the virtual source. (b) The sources are on the surface. The retrieved virtual-source
response includes pseudo-physical and ghost reflections (e.g., the cyan arrows), in which the ghost reflection
is the result of the CC of the primary reflection from the top and the bottom of the second layer (the blue
and orange dotted arrows). (c) Same as (b) but for SI by AC. The retrieved virtual-source response includes
pseudo-physical and ghost reflections (e.g., the red arrows), in which the ghost reflection is the result of the CC
of the primary reflections from the bottom of the first and the bottom of the third layer (the blue and purple
dotted arrows). The red star indicates the ghost virtual source, and the white triangle indicates the ghost virtual
receiver.

2.3. RESULTS
In this section, we first use numerically modelled data to demonstrate how the ghost
reflections can be used for monitoring purposes of shallow subsurface structures. We
discuss the results of SI by AC for different conditions of the subsurface model. Second,
we show the method’s applicability to a shallow subsurface field dataset.

2.3.1. NUMERICALLY MODELLED DATA
We illustrate the potential of SI on data derived from numerical modelling using a shal-
low subsurface structure from around Rotterdam, the Netherlands
(Ghose and Goudswaard, 2004). Figure 2.2a shows the subsurface model, which consists
of five horizontal layers below a free surface.

The fixed receivers were placed from 45.25 m to 95.25 m and the sources were placed
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from 30 m to 110 m at the free surface with spacing between neighbouring points of 0.5
m and 1.0 m, respectively. A Ricker wavelet with a centre frequency of 45 Hz was used
as a source signature, and a finite-difference modelling code (Thorbecke and Draganov,
2011) in an acoustic mode generates the seismic reflection dataset. This approach is
valid as we imitate a 2D field survey for which the shear-wave sources and the horizontal-
component receivers are oriented in the direction perpendicular to the line. Because of
this orientation and assuming no 3D scattering, the horizontally polarized shear waves
(SH-waves) which we record are completely decoupled from the compressional and ver-
tically polarized shear waves.

Figure 2.2b shows the modelled common-source gather for a source located at 70 m.
Next to the primary reflections, such as the reflections from the bottom of the first, sec-
ond, and third layer (the arrivals indicated in Figure 2.2b by the blue, orange, and purple
arrows, respectively), also free-surface multiples are present in the shot gather, such as
the free-surface multiple of the first layer (the event indicated by the green arrow in Fig-
ure 2.2b). Table 2.1 lists the colours corresponding to events in the directly modelled
reflection response and the result from SI in Figures 2.1- 2.4.

Figure 2.2: (a) Shear-wave velocity (CS) model for the base survey, (b) directly modelled reflection response for
an active source at (70,0) m, (c) same as (b) but when the model has an absorbing boundary condition at the
surface. The colour-coded arrows indicate the events described in Table 2.1.

Table 2.1: Colour coding of events in the directly modelled reflection response and in the result from SI in
Figures 2.1- 2.4

Colour codes in Figure 2.1-2.4 Explanation
Blue Primary reflection from the bottom of the first layer

Orange Primary reflection from the bottom of the second layer
Purple Primary reflection from the bottom of the third layer
Green Surface-related multiple from the bottom of the first layer
Yellow Combination of pseudo-physical reflections and ghost reflections
Cyan Ghost reflection from inside the second layer
Pink Ghost reflection from inside the third layer
Red Ghost reflection from inside the second and third layer

We applied SI by AC (relation 2.3) to the simulated reflection dataset, such as the
active-source gather in Figure 2.2b, to investigate the retrieval of the ghost reflections,
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which means that we correlated each signal with itself. Consequently, the zero-offset
sections can be retrieved at each receiver location. The virtual zero-offset sections (Fig-
ure 2.3) perfectly match the geometry of the specific subsurface interfaces. In our nu-
merical modelling, the subsurface model is horizontal. Therefore, we retrieve the hor-
izontal events in the results of SI by AC, and it is easier to separate different reflections
and interpret them. To enhance the clarity of the depicted events in the virtual zero-
offset sections, we also show the trace of one receiver at 70.25 m in Figure 2.3.

Figure 2.3: Retrieved results of the application of SI by AC to (a) the full active-source gathers, (b) the active-
source gathers, which are muted before the reflection from the bottom of the first layer and after the reflection
from the bottom of the 3rd layer, (c) the active-source gathers which are muted before the reflections from the
bottom of the first layer and after reflection from the bottom of the second layer, (d, e, f) same as (a, b, c) but
when the model has an absorbing boundary condition at the surface. The seismic trace next to each image
represents the retrieved result for the receiver located at 70.25 m. The colour-coded arrows indicate the events
described in Table 2.1.

Figure 2.3a shows the virtual zero-offset section when full active-source gathers are
used in SI by AC. We retrieved several horizontal reflections including pseudo-physical
and ghost reflections such as the events shown by the cyan, orange, blue and purple
arrows. But identifying all ghost reflections is challenging when the full recordings are
used for SI by AC, because different retrieved arrivals interfere with each other.

One way to make the result from SI by AC clearer for interpretation of the ghost re-
flections is to mute the arrivals recorded before and after the reflections that contribute
to the retrieval of specific target ghost reflections. Figure 2.3b shows the virtual zero-
offset section when we manually muted all events before the reflection from the bottom
of the first layer (the arrival indicated by the blue arrow in Figure 2.2b) and after the re-
flection from the bottom of the third layer (the arrival indicated by the purple arrow in
Figure 2.2b). As we can see in Figure 2.3b, we retrieved better the ghost reflections in-
side the third layer at approximately 0.12 s (the pink arrow) or the ghost reflection from
the combination of the second and third layer with an arrival time at approximately 0.21
s (the red arrow). However, the ghost reflection from inside the second layer is unclear
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(the cyan arrow in Figure 2.3b). The two-way travel time of each of these ghost reflections
corresponds to a specific layer velocity and thickness. E.g., the ghost reflection at 0.21 s
traverses the second and the third layers, so its two-way travel time is characterised by
the effective velocity of these two layers.

To retrieve the specific ghost reflection that propagates only inside the second layer,
we muted the arrivals before the reflection from the bottom of the first layer and after the
reflection from the bottom of the second layer in the active-source gathers (the arrivals
indicated in 2.2b by blue and orange arrows, respectively) before applying SI by AC. As
shown in Figure 2.2b, muting of all unwanted events, such as all direct arrivals at far
offsets, is difficult. However, this has very little impact on the result of SI since the direct-
wave energy is already weak, and we perform stacking over all active-source gathers. By
muting, we expected to retrieve the ghost reflection from the correlation of the primary
reflections from top and bottom of the second layer, which propagates only inside the
second layer as measured from a ghost virtual source to ghost virtual receivers - both
placed directly at the top of the second layer.

Figure 2.3c shows the virtual zero-offset sections derived from application of SI by
AC using the thus-muted active-source gathers. We see a clear event at 0.09 s which
is the ghost reflection from inside the second layer (the cyan arrow). Some artefacts
are observed because it is impossible to mute all undesired reflections for some active-
source gathers, especially for the far offsets. Moreover, the primary reflections may be
contaminated with free-surface multiples.

As mentioned above, it is still challenging to discriminate all ghost reflections from
the pseudo-physical reflections in the results of SI. A better way of achieving this discrim-
ination is to remove the free-surface multiples in the active-source gathers. This pre-
cludes retrieval of pseudo-physical reflections and leads to retrieval of only ghost reflec-
tions. In numerical modelling, removing the free-surface multiples is easily achieved by
defining an absorbing boundary condition at the surface. With this condition, we have
only the primaries in the active-source gathers. In field data, it is possible to use surface-
related multiples elimination (SRME) (Verschuur, 1991) or estimate the primaries through
sparse inversion (EPSI) (van Groenestijn and Verschuur, 2009), which are the two widely
accepted tools for free-surface-multiple elimination.

Figure 2.2c shows the common-source gather for an active source located at 70 m,
when the absorbing boundary condition is used at the surface. The primary reflec-
tions from the bottom of all layers are observable (the blue, orange, and purple arrows
in Figure 2.3c). By applying SI to such gathers, we retrieve only ghost reflections. Fig-
ure 2.3d shows the zero-offset section retrieved from SI by AC when we define an ab-
sorbing boundary condition at the surface. As shown in this figure, we retrieve all ghost
reflections from inside all the layers, or the ghost reflections from inside more than one
layer. Consequently, it is not easy to separate the specific ghost reflections. Therefore,
we used the muted active-source gathers before correlation. Figure 2.3e shows the result
of SI by AC when we used the muted active-source gathers containing only the reflection
from the bottom of the first, second, and third layers. We retrieved better the ghost re-
flection inside the second, third, and from inside the second and the third layers together
(the cyan, the pink, and the red arrows, respectively, in Figure 2.3e) in comparison with
Figure 2.3d. Moreover, by removing the surface-related multiples in the active-source
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gathers, we retrieved stronger the ghost reflections, compared to those in Figure 2.3b.

Figure 2.3f shows the virtual zero-offset section resulting from SI by AC using muted
active-source gathers that contain reflections only from top and bottom of the second
layer. The event around 0.09 s is the ghost reflection from inside the second layer. By
comparing with Figure 2.3c, which results from SI by AC using the subsurface model with
a free surface at the top, we can see that the retrieved ghost reflection is more robust.

To investigate the application of ghost reflections for monitoring in specific subsur-
face structures, we looked into retrieving the ghost reflections for different subsurface
models shown in Figure 2.4(a-e). Our target layer for monitoring is the second layer. The
five models in Figure 2.4 include a base subsurface model (Figure 2.4a (i)) lateral change
in velocity in the second layer (Figure 2.4b (i)), a gradual change of velocity with depth in
the second layer (Figure 2.4c (i)), a thickness change of the second layer (Figure 2.4d (i)),
and finally a 10% velocity increase in the second layer (Figure 2.4e (i)). We applied SI by
AC (relation 2.3) to the modelled active-source reflection responses for these subsurface
models. Based on the results of SI by AC using the base survey (Figure 2.3), we focused
on the result of SI by AC for the muted active-source gathers with an absorbing boundary
condition at the surface.

Figures 2.4a-e (ii) show the result of SI by AC for the base subsurface models and the
other subsurface models with an absorbing boundary condition at the surface, when
we use active-source gathers muted to contain reflections from the bottom of the first,
second, and third layers. Figure 2.4a (ii) shows the result of the model for the base survey.
This Figure shows, as shown also earlier, we could retrieve the ghost reflection inside the
second layer (the cyan arrow), the ghost reflection inside the third layer (the pink arrow),
and also the ghost reflection from the combination of these two layers (the red arrow).
Similar to Figure 2.3, we have included a single trace from the receiver positioned at 70.25
m to provide a more detailed depiction of the indicated events.

Figure 2.4b (ii) shows the result of SI by AC for the model with a lateral velocity change
in the second layer. The ghost reflection of the combination of the second and the third
layer is clear at approximately 0.24 s at the horizontal distance of 45 m (the red arrow).
It is not possible to distinguish the ghost reflection from inside the second layer and the
ghost reflection from inside the third layer clearly. Also, for the model with a gradient
change of velocity with depth in the second layer, it is difficult to see the ghost reflection
inside the second layer. Again, the ghost reflection inside the third layer (the pink arrow
in Figure 2.4c (ii)) and the combination of the second and the third layer (the red arrow
in Figure 2.4c (ii)) are clearer.

Figure 2.4d (ii) shows the result of SI by AC for a thickness change in the second layer,
while Figure 2.4e (ii) shows the result of SI by AC for a 10% velocity change inside the
second layer. In both cases, we retrieved the ghost reflection inside the second and the
third layer (the cyan and the pink arrows, respectively) and the ghost reflection from
inside these two layers (the red arrow in Figures 2.4d (ii) and 2.4e (ii)).

By comparing the SI result in Figure 2.4a-e (ii), it is obvious that the ghost reflection
from inside the second and the third layer (the red arrow) can be used for monitoring
purposes, because the differences in time and amplitude as a result of respective changes
in the subsurface models are clearly recognisable. However, retrieving the ghost reflec-
tions from inside the second layer (the cyan arrow in Figure 2.4a-e (ii)) is more challeng-
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Figure 2.4: (i) Shear-wave velocity (CS) subsurface models used to test the idea of monitoring in case of (a)
a base subsurface model, (b) a lateral change in the velocity of the second layer, (c) a gradient change with
depth in the velocity of the second layer, (d) a thickness change in the second layer, (e) a 10% velocity change
in the second layer. (ii) Retrieved results of SI by AC applied to active-source gathers in which events before
the reflections from the bottom of the first layer and after the reflection from the bottom of the third layer are
muted for the subsurface models in (i), respectively. (iii) Same as (ii), but SI by AC applied to active-source
gathers which were muted before the reflections from the bottom of the first layer and after the reflection from
the bottom of the second layer. The seismic trace next to each represents the retrieved result for the receiver
located at 70.25 m, and the colour-coded arrows indicate the events described in Table 2.1.
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ing with this type of muting because of the interference with the ghost reflection inside
the third layer. Nevertheless, the ghost reflection from inside the second layer is recog-
nisable, as indicated by the cyan arrow, and it reveals changes in comparison with the
base model (Figure 2.4a (ii)) for the case of the thickness change (Figure 2.4d (ii)) and the
velocity change (Figure 2.4e (ii)).

As all changes occur in the second layer of our subsurface models, we further focus
on retrieving the ghost reflection from inside the second layer, resulting from the cor-
relation of the primary reflection from the top and the bottom of the second layer. As
explained above, we used muting before the reflection from the top of the second layer
and after the reflection from the bottom of the second layer, and then applied SI by AC.

Figure 2.4a-e (iii) shows the result of SI by AC applied to the muted active-source
gathers. We retrieved only the ghost reflection from inside the second layer (the cyan ar-
row in Figure 2.4a-e (iii)) – we retrieved a clear and robust arrival at 0.09 s for the base sur-
vey (Figure 2.4a (iii)). For the model with a lateral change, we can see that the retrieved
ghost reflection has a weak amplitude at a place where it is expected, i.e., at shorter lat-
eral distances (Figure 2.4b (iii)). Figure 2.4c (iii) shows the ghost reflection from inside
the second layer for the model with a gradient change of velocity in depth. The retrieved
ghost reflection has a lower amplitude than in Figure 2.4d (iii). Figure 2.4e (iii) shows the
result of SI by AC in case of thickness change. We see the ghost reflection from inside the
second layer at around 0.05 s, which corresponds with the two-way travel time inside the
second layer. In the case of a velocity change of 10% (higher than that in the base-survey
model), the ghost reflection from inside the second layer shows a time difference of ap-
proximately 0.008 s (Figure 2.4e (iii)). For a comparison of the retrieved ghost reflection
from inside the second layer, we conclude that the use of layer-specific ghost reflection
does allow monitoring the change in thickness and/or velocity of or inside the second
layer.

2.3.2. FIELD DATA

After showing the usefulness of retrieving ghost reflections from SI using the numerically
modelled data for the five subsurface models, we next test the technique on field data.
The site where the data were recorded is located in the western part of the Netherlands,
near Rotterdam. The total profile length was 190 m with shot and receiver interval of
1.0 m and 0.5 m, respectively. The sources and receivers moved along a line following
an end-on acquisition geometry, which means that the receivers are positioned on the
right-hand side of each shot. As shear-wave source, a high-frequency electrodynamic
horizontal vibrator (Ghose et al., 1996; Brouwer et al., 1997; Ghose, 2012) oriented in
the direction perpendicular to the line was used. The receivers recorded the horizontal
particle velocity also in a direction perpendicular to the line. Therefore, we could directly
apply to the recorded data the methodology described in the previous subsection.

The geology of this site, known from earlier borehole measurements, comprises of
flat alternating layers of Holocene clay and sand (Figure 2.5 (a-b)). The sand is rela-
tively homogeneous. In the topmost part (Holocene), the appearance of sand layers at
around 1–2 m, 4–5 m, and 7–12 m depths were marked in several boreholes (Ghose and
Goudswaard, 2004).

Figure 2.5c shows one example of the recorded shot gathers after the application of
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a pre-processing step, which also included surface-wave suppression via SRME (Ver-
schuur, 1991). Ghose and Goudswaard (2004) illustrated the successful application of
SRME on this shallow shear-wave field dataset. Several strong reflection events are vis-
ible in the gather corresponding to various sand-clay interfaces. Some examples of raw
and preprocessed shot gathers can be found in Figure 5 of Ghose and Goudswaard, 2004.

Figure 2.5: (a) Interval velocity obtained from the root-mean-square velocity, and (b) the CPT cone-tip resis-
tance at the same site (Ghose and Goudswaard, 2004). (c) Example of an active-source shot gather, where the
source is located at horizontal position 163.5 m (the blue highlighted region shows the extracted reflection ar-
rivals used for SI by AC).

We illustrated in the previous section that, to retrieve better the ghost reflections
from inside a specific layer, it is better to use the dataset without surface-related mul-
tiples. Therefore, we used the recorded data after the application of the free-surface-
related multiple elimination. Moreover, to retrieve a specific ghost reflection, we used
tapered muting to extract only the two earliest reflections from the active-source gathers
(indicated by the transparent blue area in Figure 2.5c).

We applied SI by AC to all available active-source gathers from these data. We used SI
not only to turn sources into virtual receivers (Figure 2.6a), but also to turn the receivers
into virtual sources (Figure 2.6b). When we turn the sources into virtual receivers, we
sum the AC results over the receivers whose spacing is 0.5 m. The so-retrieved zero-
offset section is more reliable, because the spacing of the stacked traces is shorter than
the dominant wavelength. When we turn the receivers into virtual sources, we sum over
the available sources whose spacing is 1 m. In this case, the spacing is similar to the
dominant wavelength, but there are more traces in the ghost zero-offset section, because
there are more receiver points than source points. Comparing the result in Figure 2.6a to
that in Figure 2.6b, we ascertain the validity of the latter. Thus, for interpretation, we use
both results. Note that the retrieval of ghost reflections eliminates any surface statics.
Therefore, we have similar ghost reflections in Figures 2.6a and 2.6b, despite the fact
that we use common-source gather and common-receiver gather, respectively.
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Figure 2.6: Result of SI by AC applied to field data: (a) to turn active sources into virtual receivers and (b) to
turn the receivers into virtual sources. The cyan arrows indicate the retrieved ghost reflection.

The ghost zero-offset sections in Figure 2.6 exhibit a ghost reflection at approxi-
mately 20 ms (as indicated by the cyan arrows). This ghost reflection is related to the
subsurface layer located at 4-6 m depth. It shows a generally horizontal layer with con-
stant thickness except at horizontal distances 156-166 m, where the retrieved ghost re-
flection indicates local thinning. Based on known geology, we interpret this change in
thickness of this specific layer as possibly indicating the appearance of the sand layer at
this depth. It is, therefore, possible to use such retrieved ghost reflection for imaging and
monitoring of the shallow subsurface.

2.4. DISCUSSION
Applying SI using surface reflection data results in the appearance of ghost reflections
in the retrieved virtual-source or virtual-receiver gathers. The ghost reflections result
from the correlation of the primary reflections from different depth levels. These ghost
reflections are comparable to the spurious multiples as described by Snieder et al. (2006)
for one-sided illumination, to virtual refractions (Nichols et al., 2010), and also to ghost
reflections due to intrinsic losses (Draganov et al., 2013).

Our study was designed to determine the application of ghost reflections for moni-
toring and imaging purposes for shallow subsurface applications. In the previous sec-
tion, we showed that we could successfully retrieve a ghost reflection from the field
dataset. The ghost reflection indicated a horizontal layer with constant thickness except
at greater horizontal distances, where it indicated local thinning. Using a ghost zero-
offset section directly allows us to make such an interpretation, as the retrieved ghost re-
flections depend kinematically only on the properties of the layer (or layers) that caused
them to be retrieved. Draganov et al. (2013) showed that applying SI for the retrieval of
ghost reflections eliminates the kinematic influence of the layers above the target one.
This means that any possible kinematic influence of the layers above the target layer in
the field data is eliminated.

Ghose and Goudswaard (2004) showed a stacked time section of the subsurface struc-
tures for the same field data in their Figure 6. They obtained the stacked section through
careful data processing, including surface-related multiple elimination as mentioned
above, but also careful velocity analysis for normal-moveout correction and stacking.
In their Figure 6, one can also observe that the layer between 60 ms and 100 ms exhibits
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local thinning between common-midpoint numbers 670 and 700. This is also the tar-
get layer for which we retrieved the ghost zero-offset section in Figure 2.6. Our results
actually confirm that the local thinning is indeed real and not caused by less accurate
velocity picking for layers above the target one. This comparison shows that the stacked
time section or depth section can be utilised for interpreting the changes in ghost reflec-
tions by observing the specific primary reflections used for retrieving ghost reflections.
However, they cannot be directly employed for a straightforward comparison with the re-
trieved ghost reflections because the ghost reflections can only be observed in the virtual
zero-offset section retrieved from SI (by AC). We show the comparison of the zero-offset
section obtained directly from full active-source data for the subsurface model shown in
Figure 2.2a, and the virtual zero-offset section retrieved from SI by AC in section 2.6.1.

We showed the first application of ghost reflections in shallow subsurface studies. We
applied SI to turn receivers into virtual sources and to turn shots into virtual receivers.
Choosing one and/or the other would depend on the used acquisition geometry of a
dataset that is available, e.g., on shot and receiver spacings and on the number of traces
in common-receiver gathers and common-source gathers.

As mentioned earlier, the result of SI by AC is a zero-offset section which is retrieved
without any other processing. The results we showed are obtained for a horizontally lay-
ered medium. It is also possible to retrieve ghost reflections in complex structures such
as faults, dipping layers, pinch-outs, etc. (Shirmohammadi et al., 2022 and Draganov
et al., 2012). Moreover, the significant advantage of ghost reflections of being sensitive
to the changes only inside the layer that caused them to appear in the SI results makes
the developed methodology for retrieval of ghost reflections very interesting not only for
monitoring shallow subsurface structures but also for the deep structure such as fluid
reservoirs or temporal and cyclic storage of H2 and CO2.

We showed that eliminating the surface-related multiples and muting all other events
but the specific primary reflections from the top and bottom of the target layer(s) results
in retrieved ghost reflections that are clearer and more robust (see Figure 2.3(e,f) in com-
parison with Figures 2.3d and 2.3(b-c)). However, extracting reflection signals from both
the top and bottom of the target layer from a field dataset requires those events to be
clearly interpretable in the field data set. This might pose a challenge due to interference
with surface waves, surface-related multiples, and other undesired events, highlighting
a constraint in our suggested approach. Therefore, it is advisable to implement careful
data processing prior to SI, as demonstrated in our field dataset example. Nevertheless,
for specific subsurface situations, the retrieved ghost reflections could still be contam-
inated by artefacts in some receiver locations because of the effect of other undesired
reflections in the active-source gathers (Figure 2.4b-c (ii)). Therefore, it is worth men-
tioning that for some conditions where retrieving a strong ghost reflection of a specific
layer is problematic, it is also possible to look at the ghost reflections which propagate
inside more than one layer, such as the one shown in Figure 2.4a-e (ii).

We also applied SI by CC, which resulted in retrieved multi-offset gathers (see section
2.6.2). The results of SI by CC are particularly important for further use of ghost reflec-
tions in velocity analysis for estimating the velocity inside specific layers. We attempted
to apply velocity analysis to the SI results on the field dataset, but the result was not very
stable. The reason for this might be the low, and thus insufficient, number of traces in
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the retrieved common-midpoint gathers. Therefore, using a fixed receiver geometry in
field acquisitions for the application of SI for the retrieval of ghost reflections is recom-
mended.

2.5. CONCLUSION

We investigated the application of ghost reflections for shallow subsurface imaging and
monitoring purposes. We retrieved ghost reflections using seismic interferometry (SI)
by auto-correlation (AC) applied to seismic reflection data recorded with active sources
and receivers at the surface.

Using a numerically modelled dataset for a horizontally layered subsurface, we illus-
trated that the retrieved ghost reflections can be used to monitor changes in a specific
layer that causes the ghost reflections to appear in the SI results. Additionally, we pro-
posed to eliminate the surface-related multiples in the active-source gathers and mute
undesired events before applying SI to improve the retrieval of the ghost reflections.

We applied the methodology for retrieval of ghost reflections using SI by AC to shal-
low subsurface shear-wave data acquired at a site located close to Rotterdam, the Nether-
lands. The retrieved zero-offset section directly showed the geometry of a layer at a depth
of 4-6 m. The retrieved virtual zero-offset section allowed interpreting of the local thin-
ning of this specific layer. Our study can be helpful in other ghost-reflection applications
in monitoring and/or imaging shallow or deeper subsurface structures.

2.6. SUPPLEMENTARY MATERIAL

2.6.1. COMPARISON OF THE ZERO-OFFSET SECTIONS RETRIEVED FROM SI
AND EXTRACTED FROM THE ACTIVE-SOURCE DATA

We compared the virtual zero-offset section retrieved from seismic SI by AC with the
zero-offset section obtained using active-source data. Figure 2.7(a) shows the zero-offset
gathers obtained directly from full active-source data for the subsurface model shown
in Figure 2.2a without any processing. We can see various primary reflections, such as
those from the bottom of the first, second, and third layers (marked by the blue, orange,
and purple arrows, respectively), as well as free-surface multiples (for illustration, one
marked by the green arrow). Figure 2.7(a) can be directly compared with Figure 2.7(b),
which is the virtual zero-offset section obtained from SI by AC using full active-source
data. Comparing these two sections, we can see that several horizontal reflections are
retrieved in the virtual zero-offset section, both pseudo-physical and ghost reflections.
The pseudo-physical reflections exhibit kinematics similar to those of reflection events
in the active-source reflection data (marked by the blue, orange, and purple arrows). But
we can only observe ghost reflections in the virtual zero-offset gathers, such as the ghost
reflection from inside the second layer (marked by the cyan arrow in Figure 2.7(b)) and
the ghost reflection from the combination of the second and third layer (marked by the
red arrow in Figure 2.7(b)).
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Figure 2.7: (a) The zero-offset section obtained using the full active-source data for the subsurface model
shown in Figure 2.7a, (b) the virtual zero-offset section retrieved from SI by AC using the full active-source
gathers. the colour-coded arrows indicate the events described in Table 2.1.

2.6.2. GHOST REFLECTIONS RETRIEVED FROM SEISMIC INTERFEROMETRY

BY CROSS-CORRELATION (SI BY CC)
Besides SI by AC, we applied SI by CC. We used the synthetic dataset, like the active-
source gather in Figure 2.2b, to retrieve a virtual-source gather for a virtual source at 70
m. We applied the CC and summation process from relation 2.2 to all the modelled
active-source gathers. Here, we show the summation of the causal and acausal parts of
the retrieved responses. We can do that as we expect the causal and acausal times to be
symmetric around t=0 s because there are active sources and receivers on both sides of
the virtual source. If, for example, the virtual source is chosen at the position of one of
the left-most receivers, most of the useful retrieved arrivals (pseudo-physical and ghost
reflections) will be retrieved at acausal times (Ruigrok et al., 2010), and thus only the
acausal part can be used.

Figure 2.8(a) shows the retrieved virtual-source gather for a virtual source at 70 m
using SI by CC. It shows that we retrieve different arrivals from the subsurface layers, in-
cluding pseudo-physical and ghost reflections; the yellow arrows at 0.12 s and 0.21 s for
a horizontal distance of 70 m in Figure 2.8(a) indicate interference of such reflections.
In general, the pseudo-physical reflections result from the correlation of primaries with
their surface-related multiples, while the ghost reflections are the result of the correla-
tion of primaries, internal multiples, or their combination. For example, the correlation
of the primary reflection from the bottom of the first layer (the blue arrow in Figure 2.2b)
with its free-surface multiple (the green arrow in Figure 2.2b) results in the retrieval of
the pseudo-physical reflection from the bottom of the first layer. On the other hand, the
correlation of the primary reflection from the bottom of the first layer (the blue arrow
in Figure 2.2b) with the primary reflection from the bottom of the third layer (the pur-
ple arrow in Figure 2.2b) results in the retrieval of a ghost reflection that appears to have
propagated only inside the second and third layer. However, identifying the ghost reflec-
tions might be challenging when the full recordings are used for SI by CC, as can be seen
in Figure 2.8(a), because different retrieved arrivals interfere with each other.
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Figure 2.8: (a) Retrieved results of SI by CC for a virtual source at (70,0) m. (b) As in (a), but for active-source
gathers which are muted before the reflection from the bottom of the 1st layer and after the reflection from the
bottom of the 3rd layer, (c, d) same as (a, b) but when the model has an absorbing boundary condition at the
surface. The colour-coded arrows indicate the events described in Table 2.1

As mentioned in the result section, one way to make the result of SI clearer for inter-
pretation of the ghost reflections is to mute the arrivals recorded before and after the re-
flections that contribute to the retrieval of specific target ghost reflections. Figure 2.8(b)
shows the result retrieved from SI by CC for a virtual source at a lateral position 70 m
when we used reflection panels with muted arrivals before the reflection from the bot-
tom of the first layer (the arrival indicated by the blue arrow in Figure 2.2b) and after
reflection from the bottom of the third layer (the arrival indicated by the purple arrow in
Figure 2.2b).

Comparing the result in Figure 2.8(b) with the result in Figure 2.8(a), we can see that
the retrieved ghost reflection in Figure 2.8(b) (the red arrow) is clearer and more robust,
which is a result of selecting and correlating specific arrivals in the recorded reflection
panels. This ghost reflection results from the correlation of the primary reflections from
the bottom of the first and the third layer (the blue and the purple arrows in Figure 2.2b,
respectively).

We applied SI by CC to the modelled common-source gathers where an absorbing
boundary condition is defined at the surface, like the one in the example of an active-
source gather in Figure 2.2c. Figure 2.8(c) exhibits the resulting virtual common-source
gather for a virtual source at 70 m. The observed events are all ghost reflections, but some
of them interfere with each other (the yellow arrows). Nevertheless, the ghost reflection
from inside the third layer (the pink arrow in Figure 2.8(c)), and the ghost reflection from
inside the second and the third layer are retrieved clearer than in Figure 2.8(a) (the red
arrow in Figure 2.8(c)). Thus, to retrieve even clearer ghost reflections that propagate
inside specific target layers, it is better to mute the events other than the primary reflec-
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tions in the active-source gathers, as we did above.
Figure 2.8(d) shows the result retrieved from SI by CC for a virtual source at 70 m for

muted arrivals before the reflection from the bottom of the first layer (the blue arrow in
Figure 2.2c) and after the reflection from the bottom of the third layer (the purple arrow
in Figure 2.2c). Comparing Figure 2.8(d) with Figure 2.8(c), we can see we retrieve clearer,
i.e., better ghost reflections. Such as the ghost reflection from the second layer at 0.09 s
for the receiver at 70 m (the cyan arrow in Figure 2.8(d)), which is a result of the correla-
tion of the primary reflections from the top and the bottom of the second layer (the blue
and the orange arrows in 2.2c). We can also distinguish the ghost reflection from inside
the third layer at 0.12 s for the receiver at 70 m (the pink arrow in Figure 2.8(d)) and the
ghost reflection from inside the second and the third layer at 0.21 s for the receiver at 70
m (the red arrow in Figure 2.8(d)).

2.7. DATA AVAILABILITY
The data and codes underlying this chapter are available in repository 4TU.ResearchData
at https://doi.org/10.4121/2a36a6ae-07fc-4592-8c27-19e3efafd696.
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3
FEASIBILITY OF RESERVOIR

MONITORING IN THE GRONINGEN

GAS FIELD USING GHOST

REFLECTIONS

We aim to use the ghost reflections for monitoring subsurface changes, to address chal-
lenges associated with detecting and isolating changes within the target layer in monitor-
ing. We focus on the feasibility of monitoring pore-pressure changes in the Groningen gas
field in the Netherlands using ghost reflections. To achieve this, we utilise numerical mod-
elling to simulate scalar reflection data, deploying sources and receivers at the surface. To
build up subsurface models for monitoring purposes, we perform an ultrasonic transmis-
sion laboratory experiment to measure S-wave velocities at different pore pressures. Apply-
ing SI by auto-correlation to the modelled datasets, we retrieve zero-offset ghost reflections.
Using a correlation operator, we determine time differences between a baseline survey and
monitoring surveys. To enhance the ability to detect small changes, we propose interpolat-
ing the ghost reflections to finer time sampling before the correlation operator and using
only virtual sources with a complete illumination of receivers. We demonstrate that the
retrieved time differences between the ghost reflections exhibit variations corresponding
to velocity changes inside the reservoir. This highlights the potential of ghost reflections
as valuable indicators for monitoring even small changes. We also investigate the effect
of the sources and receivers’ geometry and spacing and the number of virtual sources and
receivers in retrieving ghost reflections with high interpretability resolution.

This Chapter was published as Shirmohammadi, F., Draganov, D., Veltmeijer, A., Naderloo, M., & Barnhoorn,
A. (2024) Feasibility of reservoir monitoring in the Groningen gas field using ghost reflections from seismic
interferometry. Geophysical Journal International, 237(2), 1018–1029. https://doi.org/10.1093/gji/ggae099
Minor modifications have been applied to keep consistency within the thesis.
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3.1. INTRODUCTION
Subsurface activities, such as CO2 storage, oil and gas production, and geothermal en-
ergy production, involve substantial transportation of fluids, either into or out of geo-
logical formations. The changed pore-fluid pressure can result in potential risks such
as induced seismicity (Bourne et al., 2014) or surface subsidence. Therefore, detecting
temporal variations in subsurface characteristics is crucial for risk mitigation. Numer-
ous time-lapse seismic studies have demonstrated the feasibility of detecting temporal
variations in subsurface characteristics.

Time-lapse seismic studies compare an initial baseline study with subsequent moni-
toring studies (Lumley, 2001, MacBeth et al., 2020). For instance, Landrø (2001) explored
the use of seismic amplitude analysis to assess changes in pressure and fluid saturation.
Roach et al. (2015) employed two 3D time-lapse surveys at a CO2 storage site to moni-
tor CO2 injection processes. Additionally, Hatchell and Bourne (2005) investigated the
observation of compaction in reservoirs through seismic-attributes analysis.

Amplitude, travel time, and their combination can be used as seismic attributes for
the purpose of time-lapse studies (MacBeth et al., 2020; van IJsseldijk et al., 2023; Trani
et al., 2011). However, complex overburden structures can complicate the seismic re-
sponse and obscure the desired temporal variations. The presence of geological features
such as faults or heterogeneities in the overlying layers can distort the seismic signals
and make isolating the changes of the target layer challenging. Moreover, detecting small
reservoir changes presents a significant challenge due to noise interference and limited
sensitivity. These factors can make detecting changes in the subsurface more difficult.
In order to address those challenges, we aim to show the feasibility of using ghost reflec-
tions retrieved from seismic interferometry (SI) to monitor small temporal variations in
subsurface characteristics.

SI refers to retrieving seismic responses through, e.g., cross-correlation,
auto-correlation, or deconvolution of seismic observations at locations of seismic re-
ceivers or sources (Wapenaar and Fokkema, 2006, Schuster, 2009, Wapenaar et al., 2010).
When using a dataset from active sources and receivers at the surface, ghost (non-physical)
reflections are retrieved from SI because of insufficient destructive interferences (Snieder
et al., 2006, Draganov et al., 2010, King and Curtis, 2012). Such ghost reflections prop-
agate inside a specific layer or group of layers. This can be used advantageously for
monitoring changes inside those specific layers, e.g., a gas reservoir or CO2 reservoir.
Draganov et al. (2012) verified this concept by conducting numerical modelling and
scaled laboratory experiments to monitor CO2 storage. Furthermore, Ma et al. (2022)
showed that ghost reflections can be used to monitor the geotechnical behaviour of
fluid mud using ultrasonic reflection measurements in a laboratory. In another study,
Shirmohammadi et al. (2024) investigated the potential application of ghost reflections
for characterising specific layers in the shallow subsurface as shown in Chapter 2. They
demonstrated the technique’s effectiveness using synthetic data for a subsurface model
with a lateral change in velocity, a velocity gradient in depth, a thickness change, a ve-
locity change of the target layer, and also a shallow field dataset.

To demonstrate the feasibility of using ghost reflections for monitoring reservoir pres-
sure changes, we use the Groningen gas field as a well-known example of an onshore gas
field in Europe, located in the Netherlands. The extraction of natural gas from this field
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since 1963 has led to a series of seismic events (van Eijs et al., 2006, and Muntendam-
Bos et al., 2022). The occurrence of such seismic activity has raised concerns regarding
the need for effective monitoring methods. A number of studies suggest using SI for
monitoring the Groningen subsurface. Brenguier et al. (2020) used a passive-seismic
monitoring approach to detect velocity changes in the Groningen reservoir using ballis-
tic waves recovered from seismic noise correlations. Their methodology requires dense
arrays of seismic sensors. For the same gas reservoir, Zhou and Paulssen (2020) inves-
tigated the potential of passively recorded deep borehole noise data to detect temporal
variations using SI by deconvolution. They showed the possibility of monitoring small
temporal changes in the Groningen gas field if repeating noise sources are available. Us-
ing the same approach, Zhou and Paulssen (2022) showed that the observed travel-time
changes in P-wave and P-to-S converted waves could be related to fluctuations of the
gas-water contact in the observation well.

We use a synthetic reflection dataset from the Groningen subsurface model to illus-
trate our approach of using ghost reflections for monitoring. To build up the subsur-
face model for the baseline survey and the monitoring surveys, we perform an ultra-
sonic laboratory experiment to measure the direct S-wave velocities for variations in the
reservoir-rock pore pressures using in-situ conditions of pore pressure, stress, and con-
fining pressure. We use the velocities measured in the laboratory experiment at different
pore pressures to determine the effect of pressure depletion on the time-lapse changes of
seismic velocity of the Groningen reservoir to see whether we can pick up those velocity
changes using ghost reflections.

After building up subsurface models, we apply SI by auto-correlation (SI by AC) to the
synthetic reflection data to retrieve ghost reflections from inside the Groningen reservoir
for the baseline survey and monitoring surveys. To determine the time difference in the
reservoir, we use a correlation operator between the ghost reflection retrieved from the
baseline survey and the monitoring surveys. To validate our approach, we also calculate
the (relative) time difference of the ghost reflections from monitoring surveys with the
baseline survey using the expected time difference. Moreover, we discuss the source and
receiver configuration for future practical applications of ghost-reflection retrieval using
the field dataset.

Below, we first present in section 3.2 the methodology of retrieving ghost reflections
with SI and calculating the time differences between the baseline survey and the mon-
itoring surveys, as well as the validation process. Then, in section 3.3.1, we show the
results of SI by AC when applied to data from numerical modelling for the baseline sur-
vey. Subsequently, in section 3.3.2, we discuss time-lapse investigation using ghost re-
flections. In section 3.3.3, we also investigate the influence of the source and receiver
configuration in retrieving high-resolution ghost reflections. This is followed by a dis-
cussion to address challenges, provide recommendations for the practical application of
our approach, and then draw conclusions.

3.2. METHOD
For an active-source reflection seismic survey, where the sources (the red stars in Fig-
ure 3.1) and receivers (the blue triangles in Figure 3.1) are restricted to the surface, the
frequency-domain response Ĝ(xB , xA ,ω) and its complex conjugate at xB from a virtual
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source at xA can be obtained from the equation (Halliday et al., 2007):

Ĝ∗(xB , xA ,ω)+Ĝ(xB , xA ,ω) ∝
N∑

n=1
Ĝ∗(xA , xn ,ω)Ĝ(xB , xn ,ω). (3.1)

The right-hand side of this equation corresponds in the time domain to a cross-
correlation between two observations at positions xA and xB , both originating from ac-
tive sources located at xn at the surface. The symbol (∗) shows the complex conjugate
in the frequency domain, while N represents the total number of active sources at the
surface. Given the source-receiver reciprocity theorem, xA and xB can also represent
the positions of the active sources, and the obtained response on the left-hand side of
Equation 3.1 corresponds to the frequency domain response at virtual receivers. In this
case, we turn the active sources into virtual receivers, while N represents the number of
receivers at the surface.

The theory behind SI requires having sources which effectively surround the receivers
completely. When the positions xn are at the surface, like for Equation 3.1 (the red stars
in Figure 3.1) as in a typical active-source exploration survey, one-sided illumination of
the receivers occurs (Wapenaar, 2006). A consequence of the one-sided illumination is
that the application of Equation 3.1 will retrieve not only the desired (pseudo-) physi-
cal reflections but also ghost reflections. (Note that we labelled the retrieved reflection
arrivals as pseudo-physical reflections because they exhibit kinematics coinciding with
those of reflections in active-source reflection data, but the amplitudes and phases are
not directly comparable (Löer et al., 2013)).

Figure 3.1: Schematic representation of seismic interferometry by (a) cross-correlation (CC) and (b) auto-
correction (AC). The ghost reflections (red lines) are retrieved from the correlation of the primary reflections
from the top and the bottom of the reservoir (the blue and the purple dotted lines, respectively) from the active
sources (the red stars) and recorded at the receivers (the blue triangles) at the surface. The black stars and the
green triangles indicate virtual ghost sources and receivers, respectively.

Ghost reflections are retrieved primarily from the correlation of two primary reflec-
tions from two different depth levels. For example, the ghost reflection inside the reser-
voir (red lines in Figure 3.1) can be retrieved by correlation of the primary reflection from
the top and bottom of the reservoir (the blue and the purple dotted lines, respectively,
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in Figure 3.1). These ghost reflections propagate only inside the reservoir without any
kinematic effect of the overburden and underburden; they are equivalent to reflections
by a virtual ghost receiver (the green triangle in Figure 3.1) due to a virtual ghost source
(the black star in Figure 3.1). Note that this approach is only valid for SI by AC, and for
the application of SI by CC, it is necessary to assume that there are no local changes of
velocity in the overburden between the points xA and xB .

If we substitute the response at xA instead of the response at xB in the right-hand
side of Equation 3.1, xA acts as a collocated virtual source and receiver, which means we
perform SI by AC and the result represents a zero-offset reflection trace at xA :

Ĝ∗(xA , xA ,ω)+Ĝ(xA , xA ,ω) ∝
N∑

n=1
Ĝ∗

b/m(xA , xn ,ω)Ĝb/m(xA , xn ,ω). (3.2)

In order to improve the accuracy of retrieving a specific ghost reflection, e.g., the
ghost reflection inside the reservoir, we implement a process of muting observations be-
fore the reflection from the top of the reservoir and after the reflection from the bottom
of the reservoir, which are used in the right-hand-side of Equation 3.2 (Ĝb/m(xA , xn ,ω)).
As a result, the Green‘s functions on the left-hand of Equation 3.2 contain only the ghost
reflection from inside the reservoir, which we refer to as C A

b/m(xA ,ω) for simplification
in further equations. We apply Equation 3.2 for a baseline survey and a monitoring sur-
vey. So, a subscript "b" would denote the baseline survey, while a subscript "m" would
denote the monitoring survey. If we apply Equation 3.2 to all the active sources, a ghost
zero-offset section is retrieved directly (the red lines of Figure 3.1b) corresponding to
both the baseline survey and the monitoring survey. Subsequently, by obtaining these
zero-offset sections for both surveys, we determine the time difference (CC A

m) using a
correlation operator between the ghost reflection of the baseline survey and monitoring
survey:

CC A
m = |ar g max(F T −1(C A∗

b (xA ,ω)C A
m(xA ,ω)))|. (3.3)

The right-hand side of Equation 3.3 represents multiplication between two terms in
the frequency domain: C A∗

b (xA ,ω), which presents the ghost reflection retrieved from

the baseline survey at the source (or receiver) location xA , and C A
m(xA ,ω), which repre-

sents the ghost reflection retrieved from the monitoring survey at the source (or receiver)
location xA . The symbol (∗) denotes the complex conjugate. Thus, we use an inverse
Fourier transform of this multiplication as described by (F T −1), then determine the time
difference by identifying the absolute value of the maximum within this correlation.

Since our technique is being applied to a numerically modelled dataset, we can eval-
uate the retrieved time differences. First, we determine the expected time difference for
a monitoring survey:

∆Tm = |t cal
b − t cal

m |, (3.4)

where, t cal
b is the calculated arrival time of the ghost reflection for the baseline survey

and t cal
m is the calculated time of the ghost reflections for the monitoring survey. As-

suming a constant thickness for the reservoir and no lateral velocity changes within the
reservoir in our subsurface model for numerical modelling, the ghost reflections exhibit
the same arrival time at all virtual receiver positions. Consequently, we can apply averag-
ing of the retrieved time differences over the positions to simplify the validation process.
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To accomplish this, we compare the retrieved time difference from the ghost reflection
(CC A

m in Equation 3.3) with the expected time difference (∆Tm in Equation 3.4). Given
that the time difference inside the reservoir may exhibit varying scales across different
monitoring surveys, we compute the average relative time difference (RT m) between the
retrieved time differences and expected time difference:

RT m =
V r∑

A=1

|CC A
m −∆Tm |
∆Tm

/V r , (3.5)

where V r is the number of the virtual receivers. Note that we only use this equation for
validation of our technique when we know that there is a difference between the base
survey and the monitoring survey and ∆Tm is nonzero.

Up to this point, we have been considering the virtual receivers individually. Given
our assumption about the subsurface model, we can also calculate the time difference
for the stacked ghost reflection. This involves stacking all the ghost reflections retrieved
from all virtual receivers using Equation 3.2:

C T
b/m =

V r∑
A=1

C A
b/m , (3.6)

where, C A
b/m represents the ghost reflection for each virtual receiver. This calculation

results in a single trace representing the ghost reflection inside the reservoir for both the
baseline survey and the monitoring survey (C T

b/m).

We apply the same procedure to calculate the time difference (CC T
m) and the relative

time difference (RT T
m) using the stacked ghost reflection:

CC T
m = |ar g max(F T −1(C T∗

b (xA ,ω)C T
m(xA ,ω)))|, (3.7)

RT T
m = |CC T

m −∆Tm |
∆Tm

. (3.8)

3.3. RESULTS
In this section, we first show the retrieval of ghost reflections from SI for the baseline
survey, utilising the Groningen subsurface model. We then proceed to demonstrate
the retrieved ghost reflections for the monitoring surveys, with a specific emphasis on
analysing the time differences between the baseline survey and the monitoring surveys.
Furthermore, we delve deeper into understanding the influence of source and receiver
configurations on successfully retrieving high-resolution ghost reflections.

3.3.1. NUMERICALLY MODELLED DATA
Our objective is to retrieve and analyse ghost reflections from inside the Groningen reser-
voir to monitor changes occurring within it. One of the key factors contributing to these
changes is the pressure depletion resulting from gas extraction. To investigate this phe-
nomenon, we conducted a laboratory experiment to measure velocity variations caused
by pressure depletion.
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To simulate the conditions of the Groningen gas reservoir, we utilise a Red Felser
sandstone cylindrical sample, known as an analogue to the Rotliegend sandstones found
in the reservoir. The sample has a porosity of 19% and dimensions of 30 mm in diameter
and 60 mm in height. Our experimental setup involves active-source ultrasonic trans-
mission measurements, employing two S-wave transducers integrated into the pistons
of the loading system. The transducers are positioned such that one serves as the source
at the top while the other acts as the receiver at the bottom. By utilising a centre fre-
quency of 1 MHz, we determine the S-wave velocities (a schematic illustration of the
experimental setup can be found in Veltmeijer et al. (2022) and Naderloo et al. (2023)).
During the experiment, we systematically reduce the pore pressure from 30 MPa to 1
MPa, employing decrement steps of 5-10 bar. Throughout this process, the axial stress
(65 MPa) and confining pressure (33 MPa) are kept constant to investigate the specific
impact of pore-pressure depletion. These specific values were adopted from Spiers et al.
(2017) and represent the stress regime of the Groningen reservoir. Figure 3.2 shows the
measured velocity changes due to the pore pressure changes.

We use the measured S-wave velocities for the pore pressures of 30, 20, 10, 8 and 5
MPa (the blue circles in Figure 3.2) for the Rotliegend reservoir in the Groningen subsur-
face model (derived from the Groningen Velocity Model 2017 by Nederlandse Aardolie
Maatschappij (NAM, 2017), which is one of the best-known realistic velocity models for
the Groningen subsurface). We consider a subsurface model with a pore pressure of 8
MPa as the baseline survey and the others as monitoring surveys. Our choice of 8 MPa
for the baseline survey is dictated by the current pore pressure in the reservoir (NAM,
2021).

Figure 3.2: Measured velocity in the laboratory experiment as a function of changes in pore pressure. The blue
circles indicate the chosen pore pressures for the baseline and monitoring surveys.

Using the subsurface model, we generate a seismic reflection dataset employing a
finite-difference modelling code (Thorbecke and Draganov, 2011) in a scalar mode. We
use S-wave velocities in our numerical modelling because, in a 2D field survey, it is possi-
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ble to use S-wave sources and horizontal-component receivers oriented in the direction
perpendicular to the line. As a result, the recorded horizontal S-waves are completely
decoupled from the P- and vertical S-waves by assuming that the medium is invariant in
the crossline direction.

Figure 3.3 shows the location of the Groningen region and the S-wave velocity model
for the baseline survey. The Groningen reservoir is located at a depth of around 3000 m,
and we consider a constant thickness of 267 m in our modelling to be able to interpret
the result as monitoring velocity changes inside the reservoir and to avoid the veloc-
ity/thickness ambiguity. Additionally, in order to avoid using an excessively small grid
size in our finite-difference modelling, we have taken into account a higher velocity for
the North Sea formation (the top layer in the velocity model). This adjustment aims to
reduce computational costs associated with the modelling process without having any
conceptual influence on the results. The fixed receiver positions for our numerical mod-
elling range from 3000 m to 7000 m (the blue triangles in Figure 3.3b); the sources are
placed from 2001.25 m to 8001.25 m at the surface (the red stars in Figure 3.3b). The re-
ceivers and sources are regularly sampled with 1.25 m (the grid length) and 40 m spacing,
respectively. We use a Ricker wavelet with a peak frequency of 20 Hz as a source wavelet.
We also use an absorbing boundary at the surface to remove free-surface multiples in
the numerically modelled data to better retrieve ghost reflections (Shirmohammadi et
al., 2024).

Figure 3.3: a) The location of the velocity model, (b) The Groningen velocity model and the geometry of the
active sources (red stars) and the receivers (blue triangles) at the surface used in our numerical modelling.

Figure 3.4a shows the modelled common-source gather for a source at 5001.25 m for
the subsurface model for 8 MPa pore pressure as a baseline survey. In this shot gather,
we can see primary reflections from subsurface layers, including the reflections from the
top and bottom of the reservoir (the blue and the purple arrows, respectively). We apply
SI by AC by turning active sources into virtual receivers, which means we correlate each
trace with itself for each common-source gather, and then we stack all correlated gathers
along the receivers to retrieve a zero-offset section. Figure 3.4b shows the results of SI by
AC while all events in the common-source gathers are used. The result contains several
retrieved ghost reflections from inside different layers of the subsurface model. They
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result from the correlation of all primaries and internal multiples in the source gathers.
Note that all the events in the result of SI in our numerical modelling are ghost events
because we used an absorbing boundary at the surface, and there are no surface-related
multiples in the source gathers to create pseudo-physical reflections.

As indicated in Figure 3.4b by the magenta arrows, it becomes challenging to dis-
tinguish specific ghost reflections from target layers, such as the ghost reflection from
inside the reservoir. To improve the retrieval of ghost reflections propagating specifically
inside the reservoir, which is our target layer, it is essential to correlate only the reflec-
tion from the top and the bottom of the target layer (Equation 3.2). Therefore, we mute
by manual picking all undesired events arriving earlier than the reflection from the top of
the reservoir and later than the reflection from the bottom of the reservoir before apply-
ing SI by AC. In this condition, we only correlate the primary reflection from the top and
the bottom of the reservoir (the blue and the purple arrows, respectively, in Figure 3.4a).
As a result, we only retrieve the ghost reflection from inside the reservoir.

Figure 3.4c shows the retrieved result for the muted common-source gathers. The
event indicated by the red arrow is the ghost reflection from inside the reservoir, which
represents energy that propagates only inside the reservoir. The arrival time of the re-
trieved ghost reflection (0.27 s in Figure 3.4c) corresponds to the travel time of a reflec-
tion inside the reservoir, which is equivalent to a reflection that would be recorded at a
virtual ghost receiver placed directly at the top of the reservoir from a virtual ghost source
at the same position. (Because such direct recordings are impossible with our acquisi-
tion geometry, we call them virtual ghost receiver and virtual ghost source, respectively.)
We aim to use the retrieved ghost reflections from inside the Groningen reservoir for
monitoring. So, we continue with retrieving ghost reflections for monitoring surveys.

Figure 3.4: (a) Common-source gather for an active shot at 5001.25 m. (b) The result of SI by AC when all events
are used. (c) Same as (b) but for muted shot gathers. The blue and purple arrows indicate the reflections from
the top and the bottom of the reservoir, the magenta arrows indicate the possible ghost reflections from inside
the Rotliegend reservoir or other ghost reflections, and the red arrow shows the specific ghost reflection from
inside the Rotliegend reservoir.
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3.3.2. TIME-LAPSE INVESTIGATION USING GHOST REFLECTIONS

For retrieving ghost reflections from the subsurface models for the monitoring surveys
for pore pressures of 30, 20, 10, and 5 MPa, we apply a procedure similar to the one for
the base survey. To better compare the results of SI, we extract one trace for a virtual
receiver at 5001.25 m from the retrieved zero-offset sections for all different pore pres-
sures (Figure 3.5a) and a virtual receiver at 3801.25 (Figure 3.5b) and the stacked ghost
reflection using all virtual receivers using Equation 3.6 (Figure 3.5c).

As we can see in Figure 3.5, the retrieved ghost reflections show changes in time and
amplitude for the different pore pressures. Our goal is to assess the time difference be-
tween the ghost reflections retrieved in the baseline survey and those in the monitoring
surveys. It is challenging to extract the exact time differences in the ghost reflections
by comparing them, as depicted in Figure 3.5. To address this challenge, we employ a
correlation technique between the ghost reflections obtained from the baseline survey
and the corresponding ghost reflections from the monitoring surveys. By applying this
correlation operator across all virtual receivers, we can determine the time at which the
correlation yields its maximum amplitude (Equation 3.3). This time value directly corre-
sponds to the time difference between the ghost reflections in the base and monitoring
surveys. Note that these ghost reflections exclusively propagate within the reservoir, and,
thus, the extracted time difference can be interpreted as a direct measure of the time dif-
ference within the reservoir itself.

In Figure 3.6(a-d), we present as the blue areas the retrieved time differences be-
tween the ghost reflections from the baseline survey and the monitoring survey for dif-
ferent pore pressure conditions: 30 MPa (Figure 3.6a), 20 MPa (Figure 3.6b), 10 MPa (Fig-
ure 3.6c), and 5 MPa (Figure 3.6d), considering all virtual receivers denoted by the blue
highlighted region. The thick black line in this figure represents the expected time dif-
ference, calculated using Equation 3.4.

As observed in Figures 3.6a and 3.6b, for monitoring surveys for pore pressures of
20 and 30 MPa, the time differences for all virtual receivers are more or less similar to
the expected one, especially for those virtual receivers in the middle of the line of the
sources. These virtual receivers are characterised by a complete illumination of the ac-
tual receivers from both sides. As also illustrated in Figures 3.5a and 3.5b, it becomes ev-
ident that the ghost reflections at the virtual receivers positioned in the middle present a
better signal-to-noise ratio. So, we further zoom in on the virtual receivers positioned in
the middle of the line, as shown in Figure 3.6(e-h), depicting the time differences specif-
ically for this subset of virtual receivers. For the monitoring surveys for pore pressure
of 10 and 5 MPa (Figures 3.6c and 3.6d, respectively), the time difference is consistently
zero, indicating that the ghost reflections cannot accurately predict time differences in
these scenarios.

To increase our ability to estimate time differences between ghost reflections, we em-
ploy time series intersampling, which, in this context, involves increasing the number of
samples through the use of interpolation (Mikesell et al., 2015). Consequently, we inter-
sample the retrieved ghost reflections before applying the correlation operator for cal-
culating time differences. The time differences derived from the intersampled dataset
are depicted in the highlighted orange regions in Figure 3.6. We observe a significant im-
provement in the time-difference estimation, particularly for pore pressures of 10 MPa
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Figure 3.5: (a) Retrieved zero-offset ghost reflections for a virtual receiver at 5001.25 for the baseline survey
and the monitoring surveys; (b) same as (a) but for a virtual receiver at 3801.25 m. (c) Results of stacking the
retrieved ghost reflections over virtual receivers.

and 5 MPa (Figures 3.6c, 3.6d, 3.6g, and 3.6h), which were previously challenging to pre-
dict using the original dataset. Furthermore, there is still a noticeable enhancement in
the time-difference estimation for pore pressures of 30 MPa and 20 MPa (Figures 3.6a,
3.6b, 3.6e, and 3.6f).

As mentioned in the methodology section, we validate our retrieved time differences
by computing the average relative time difference for the monitoring surveys using Equa-
tion 3.5. Figure 3.7 shows the average relative time differences using all virtual receivers
(Figure 3.7a) and specifically using selected virtual receivers positioned in the middle of
the line (Figure 3.7b) derived from both the original dataset (the blue circles) and the in-
tersampled dataset (the purple triangles). Note that we have chosen to show the average
relative time difference due to our assumption of no thickness change or lateral velocity
change in our subsurface model. This procedure simplifies the validation process of our
technique.

As we can see in Figure 3.7, the relative time differences for pore pressures of 5 MPa
and 10 MPa are both equal to 1 (the blue circles for the pore pressure of 5 MPa and 10
MPa). This indicates we are unable to estimate time differences for these monitoring sur-
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Figure 3.6: The retrieved time differences in the reservoir using ghost reflections for the monitoring surveys
with pore pressure of (a) 30 MPa, (b) 20 MPa, (c) 10 MPa, and (d) 5 MPa for all virtual receivers. (e), (f), (g), and
(h) Zoomed in results from inside the black rectangles in (a), (b), (c), and (d), respectively. The blue highlighted
area shows the time difference using the original dataset, and the orange one shows the time difference using
the intersampled dataset. The horizontal black lines show the calculated time differences.

veys, given the very small changes inside the reservoir using the original dataset without
intersampling. Contrary to this, after the application of intersampling, we can efficiently
estimate time differences for these two pore pressures, approaching an average relative
time difference close to zero. Conversely, for pore pressures of 20 MPa and 30 MPa, the
relative time differences for both the original dataset and the intersampled dataset re-
main relatively consistent and close to zero.

Figure 3.7b, illustrating the selected virtual receivers, exhibits a similar trend to Fig-
ure 3.7a for both the original dataset and the intersampled dataset (the blue circles and
purple triangles, respectively). However, the relative time difference for the selected vir-
tual receivers approaches zero, signifying that they provide better estimates compared
to using all virtual receivers. This improvement in results for the virtual receivers posi-
tioned in the middle of the source line is because of the complete illumination from both
sides.

To mitigate the influence of virtual receivers positioned at the sides, we apply stack-
ing as introduced in Equation 3.6. The stacked ghost reflections are shown in Figure 3.5c.
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Subsequently, we calculate the relative time difference for both the original dataset (the
black plus symbols in Figure 3.7) and the intersampled (the grey plus symbols) using
Equation 3.7. Comparing these relative time differences, it becomes evident that the
stacked dataset yields superior results when all virtual receivers are utilised, while there
is no significant distinction between the relative time difference of stacked ghost reflec-
tions and the average of the time differences of the individual virtual receivers when
we use the selected virtual receivers. This implies that stacking effectively mitigates the
influence of the virtual receivers positioned at the sides. In conclusion, the intersam-
pled dataset yields the most favourable outcome for all monitoring surveys (the grey
plus symbols in Figure 3.7). Consequently, we opt to present the retrieved time differ-
ences from the stacked intersampled dataset as the final time difference for different
pore pressure conditions of our monitoring surveys.

Figure 3.7: The average relative time differences for the monitoring surveys (a) using all virtual receivers and (b)
specifically for selected virtual receivers positioned in the middle of the line derived from the original dataset
(the blue circles) and the intersampled dataset (the purple triangles). The plus symbols show the relative time
differences using the stacked ghost reflections from the original dataset (black) and the intersampled dataset
(grey).

Figure 3.8 presents the time difference between the baseline and monitoring surveys,
employing the stacked intersampled ghost reflections. In this context, the baseline sur-
vey corresponds to a pore pressure of 8 MPa, while the monitoring survey at 5 MPa can
be interpreted as representing pore pressure depletion within the reservoir. On the other
hand, the monitoring surveys at pore pressures of 10, 20, and 30 MPa can be viewed as
examples of an injection mode within the reservoir. In both scenarios, we observe that
the time difference remains detectable, even in the presence of small changes within the
reservoir. It is worth noting that, as depicted in Figure 3.2, we observe velocity variations
in the reservoir ranging from 0.3% to 6%, and the retrieved time differences depicted in
Figure 3.8 exclusively reflect changes inside the reservoir that correspond to these veloc-
ity variations inside the reservoir.

To recap the procedure for time-lapse monitoring using ghost reflections, we initially
apply SI by AC using Equation 3.2. Then, we apply intersampling to the retrieved ghost
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reflections, and we extract the time differences between the monitoring survey and the
baseline survey using the correlation operator in Equation 3.3 for each individual virtual
source, same as shown in Figure 3.6. Note that stacking and averaging are only used to
simplify the validation of our technique (in Figures 3.7 and 3.8), which is allowed due to
the constant velocity and uniform thickness within the target layer. However, it can be
applied to models with homogeneous changes within the target layers or when utilising
very localized receivers, assuming that there is no lateral velocity change inside the target
layer.

Figure 3.8: The time differences between the monitoring surveys (pore pressure of 30, 20, 10 and 5 MPa) and
the baseline survey (pore pressure of 8 MPa) using the stacked ghost reflections.

3.3.3. SOURCES AND RECEIVERS CONFIGURATION
In the previous subsections, we looked at the result of SI by AC, where we turned actual
sources into virtual receivers using SI. We opted for this approach because the spacing
between the receivers was 1.25 m, which is shorter than the spacing between the sources.
In this subsection, we will show the result of SI by turning receivers into virtual sources.
Additionally, we demonstrate the effect of the source and receiver configuration, such as
the number of sources and receivers, the spacing between them, and their geometry, in
the retrieval of ghost reflections. This will offer valuable insights into the future practical
applications of ghost reflections using field datasets. Note that in this subsection, we
only look at the virtual zero-offset section for the baseline survey.

Figure 3.9a shows the zoomed-in virtual zero-offset section resulting from SI by AC
from Figure 3.4c when turning the active sources into virtual receivers, which means we
stack the correlated responses over all receivers with 1.25 m spacing. Figure 3.9b shows
the obtained virtual zero-offset section by turning receivers into virtual sources. In this
situation, we stack the correlated responses for each receiver over all active sources with
40 m spacing. Table 3.1 shows all information regarding the spacing between virtual
sources and receivers and spacing between stacked traces for the virtual zero-offset sec-
tions in Figure 3.9.

Comparing Figure 3.9a with Figure 3.9b, we can see we have a similar ghost reflec-
tions despite different numbers of traces in the zero-offset sections and different spacing
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in the responses used for stacking in SI. This is an important finding, especially for the
applications of ghost reflections using seismic field data when the number of receivers
and sources is different. To better understand the effect of optimal spacing and the num-
ber of traces, we reduce the number of active sources and then apply SI by AC.

Figure 3.9c shows the virtual zero-offset section when we use half of the sources as
virtual receivers but the same number of receivers for stacking as in Figure 3.9a. By
comparing Figure 3.9c with Figure 3.9a, we can see that retrieved ghost reflections us-
ing shorter spacing between responses for stacking allow high-resolution interpretation
of the target, even with the limited number of virtual receivers. Note that the optimal
spacing is determined by half of the dominant wavelength. Figure 3.9d shows a virtual
zero-offset section using the same dataset as in Figure 3.9c but now after turning the re-
ceivers into virtual sources. Comparing this result with the one in Figure 3.9b, we can see
that the retrieved ghost reflections allow interpretability with lower resolution compared
to Figure 3.9b, but we can still observe the desired ghost reflection. This means that if we
have sub-optimal spacing between traces for stacking, it is necessary to have sufficient
virtual sources.

Figure 3.9e shows the virtual zero-offset section for virtual receivers retrieved using
receivers ranging from 3000 m to 7000 m with spacing of 40 m and sources from 2001.25
m to 8001.25 m with spacing of 40 m. It is evident that the interpretation resolution of the
ghost reflections is lowered compared to the one observed in Figure 3.9a, particularly for
virtual receivers at lateral distances before 4000 m and after 6000 m. However, for virtual
receivers located in the central interval around 5000 m, we achieve the required interpre-
tation resolution. This difference can be attributed to the fact that we utilise for stacking
receivers ranging from 3000 to 7000 m, ensuring complete illumination from both sides
of the virtual receivers (i.e., the sources to be turned into virtual receivers). It is crucial to
note that, for the retrieval of pseudo-physical or ghost reflections, only a limited number
of points fall into the stationary-phase region for a laterally homogenous medium and
thus significantly contribute to the Green’s function estimate. Consequently, for virtual
receivers outside the receiver arrays, there is a higher chance for a limited number of
receivers within the stationary-phase region and incomplete illumination.

Figure 3.9f shows the virtual zero-offset section for virtual sources. We used sources
from 2001.25 m to 8001.25 m while the receivers are placed from 3000 m to 7000 m with
the same 40 m spacing. Comparing this result to the one in Figure 3.9b, we can see that
we have achieved a comparable resolution, but due to the courser distance between the
virtual sources, the section now appears as if spatially low-pass-filtered.

In summary, for retrieving high-resolution ghost reflections, optimal spacing be-
tween sources or receivers (at least one of them), with at least two samples per dominant
wavelength and utilising an inline array with uniformly distributed sources or receivers
are required.
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Table 3.1: Information about the source and receiver configuration used for retrieving the ghost reflection
section in Figure 3.9.

Figure 3.9: The result of SI by AC (a, c, and e) after turning sources into virtual receivers and (b, d, and f)
after turning receivers into virtual sources for different spacing between the virtual sources and receivers and
different spacing between traces used for summation in SI, see Table 3.1 for exact numbers.
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3.4. DISCUSSION
We showed that ghost reflections are retrieved from SI by AC by using two primaries from
two different depth levels from active sources and receivers at the surface. Notably, ghost
reflections exhibit sensitivity exclusively to changes occurring within the target layer and
remain kinematically unaffected by the overburden and underburden layers. This study
provides further support for the existing studies regarding the use of ghost reflections
in monitoring CO2 reservoirs through numerical modelling and laboratory experiments
(Draganov et al., 2012), as well as in monitoring and characterising the shallow subsur-
face using numerical modelling and a field dataset (Shirmohammadi et al., 2024).

Although the results indicate that the application of ghost reflections for monitoring
subsurface changes could be very practical, specifically for monitoring pore-pressure
changes within the Groningen reservoir, several points require a more in-depth discus-
sion, especially for the future application of this technique across various subsurface
models or with the utilisation of field datasets.

First, our findings indicate that the ghost reflections exhibit sensitivity exclusively
to velocity changes inside the reservoir due to pore-pressure changes. We showed that
even small changes occurring within the reservoir can be detected, as ghost reflections
are similar to isolated reflections, propagating only within the reservoir. To quantify the
time differences between the baseline survey and the monitoring surveys, we employed
the correlation operator between the ghost reflections retrieved from SI by AC. We used
intersampling before the correlation operator to detect small differences. Furthermore,
as depicted in Figure 3.5, it is evident that the maximum amplitudes of retrieved ghost re-
flections vary between the baseline survey and the monitoring surveys. The amplitudes
can be relatively correct in SI; however, when specific conditions are not met, amplitude
errors can be significant (Wapenaar and Fokkema, 2006). Therefore, a more in-depth in-
vestigation is required to assess these amplitude variations. We elaborate more on the
amplitude of ghost reflections in Chapter 4.

Second, in our numerical-modelling approach, we considered a uniform reservoir
thickness to highlight the sensitivity of the ghost reflections to the velocity changes.
However, in reality, the ghost reflections will also be sensitive to other types of changes
within the reservoir, such as thickness change, density change or a combination of these
factors. It is important to note that these changes are not limited to being constant; they
can also involve gradient changes, as demonstrated in Chapter 2. In these scenarios,
we should use a ghost reflection for each virtual receiver (or source) to investigate the
changes, as illustrated in Figure 3.6.

Third, we used ghost reflections propagating exclusively inside the reservoir, which
was our target layer. These specific ghost reflections can be retrieved more efficiently by
muting undesired reflection arrivals earlier and later than the target arrivals, which re-
quires those events to be clearly interpretable, especially in field data. However, we pro-
pose this technique for monitoring applications in which the target layers are already
clearly identified from the baseline survey. It is worth mentioning that under certain
cases, such as when dealing with a thin target layer, it becomes challenging to accurately
separate the reflection from the top and bottom of the target layer before SI. In such
cases, the retrieved ghost reflection would represent propagation inside multiple layers,
including the thin target layer. Thus, the vertical resolution of our methodology for re-



3

50 3. RESERVOIR MONITORING USING GHOST REFLECTIONS

trieving the ghost reflections relies on the resolution of the reflection dataset as input.
Using S-wave surveys increases the vertical resolution compared to P-wave surveys due
to the shorter wavelength of the S-waves for the same frequencies. Additionally, thin
layers above or below the target layer, such as an anhydrite layer above the reservoir in
our subsurface model, make it challenging to separate reflections from the top of the
reservoir for far offsets. Nonetheless, this issue is mitigated to some extent through the
stacking using the dataset from different offsets in SI (Equations 3.1 and 3.2).

To mitigate the presence of undesirable reflections that could overlap with the target
ghost reflections in the result of SI, such as pseudo-physical reflections (i.e., reflections
with physical kinematics), we used an absorbing boundary at the surface in our numer-
ical modelling. The pseudo-physical reflections are the result of the correlation between
primary reflections and their surface-related multiples. By using an absorbing boundary,
we effectively prevented the occurrence of surface-related multiples and surface waves,
thereby enhancing the quality of the SI results in numerical modelling. It is thus im-
portant to suppress surface waves as in, e.g., Balestrini et al. (2020) and surface-related
multiples as in, e.g., Ghose and Goudswaard (2004) prior to applying SI when working
with field datasets. These two pre-processing steps would ensure the accuracy and reli-
ability of the SI outcomes by eliminating any potential confusion arising from retrieved
pseudo-physical reflections but also interference from surface waves.

Finally, the interpretability resolution of ghost reflections relies not only on the reso-
lution of the input data but also on the source and receiver configuration. We explored
two approaches: turning sources into virtual receivers and turning receivers into virtual
sources. Determining which approach is more reliable depends on a sufficient number
of sources (or receivers) for stacking within the stationary-phase zone, ideally at least two
per dominant wavelength. However, if achieving this requirement is not feasible, more
virtual sources (or receivers) are required to aid interpretation. It is important to note
that the width of the stationary-phase region depends on several factors, including the
medium velocity, the dominant frequency of the source signal (Draganov et al., 2012), as
well as the thickness and depth of the target layer. For a laterally homogeneous medium,
only a certain number of sources positioned in line with the receivers remain station-
ary, meaning rays from such source positions are nearly parallel and interfere construc-
tively in the summation (Draganov et al., 2012). In the case of other media, determining
the exact stationary-phase zone region is challenging. Therefore, it is recommended to
maintain optimal spacing between receivers (or sources), which is at least two samples
per dominant wavelength, and utilise an inline array with a two-sided uniform distribu-
tion of the sources (or receivers) with an extended length for sources (or receivers) on
both sides to ensure the retrieval of high-resolution ghost reflections, at least for the vir-
tual receivers (or sources) located in the middle of the array. We elaborate further on this
by presenting some examples of correlation gathers used for the results of SI by AC in
Figure 3.9 in the supplementary material (section 3.6).

3.5. CONCLUSION
We focused on exploring the practical applicability of ghost reflections in monitoring
subsurface activities, specifically in relation to pore-pressure changes, within the gas
reservoir in Groningen, the Netherlands. Applying seismic interferometry (SI) to sur-
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face reflection data results in the appearance of ghost reflections in the retrieved virtual-
source or virtual-receiver gathers. The ghost reflections result primarily from the corre-
lation of primary reflections from different depth levels.

We determined the time differences between the ghost reflection retrieved from a
baseline survey and several monitoring surveys using a correlation operator. The mon-
itor surveys represented data after changes in the reservoir pore pressure to 30, 20, 10,
and 5 MPa from the value of 8 MPa for the base survey. To detect minor changes effec-
tively, we highlighted the importance of employing intersampled ghost reflections and
considering virtual receivers with sources at the surface illuminating from both sides of
the line. We demonstrated that the retrieved time differences between the ghost reflec-
tions exhibit variations corresponding to velocity changes within the reservoir. Notably,
the retrieved ghost reflections are only sensitive to changes occurring in the target layer,
effectively eliminating the kinematic influence of the overburden and underburden.

We also investigated the factors that contribute to obtaining ghost-reflection images
with high interpretability resolution. We found that the geometry of the sources and
receivers, the number of virtual sources and receivers, as well as the spacing between
traces used for stacking for SI all play significant roles in ensuring clear ghost-reflection
images. Additionally, by muting undesired reflection arrivals earlier and later than the
target arrivals to correlate, we were able to enhance the clarity and robustness of the
retrieved ghost reflections, which is crucial when working with field datasets. The impli-
cations of our findings are notable, as ghost reflections can serve as valuable indicators
for monitoring both near-surface structures and deeper formations, such as fluid reser-
voirs or storage sites for H2 and CO2.

3.6. SUPPLEMENTARY MATERIAL

3.6.1. CORRELATION PANELS

As discussed in Section 3.3.3, the interpretability resolution of the ghost reflections re-
lies on the source and receiver configuration, including the spacing between the traces
utilised for stacking, the number of virtual receivers (or sources), and the geometry. This
increases our chance of ensuring the retrieval of high-resolution ghost reflections by cor-
relating more traces in the stationary-phase region. To elaborate more on these condi-
tions, below, we present some correlation gathers for different settings in Figure 3.9.

Figure 3.10 shows the correlation gathers for different virtual receivers used for the
result of SI shown in Figure 3.9a. Because the medium in this case is laterally invariant
along the surface, the width of the stationary-phase region is the same for all virtual re-
ceivers. Note that we stack all traces in each correlation gather to create a response at
each virtual receiver in the result of SI by AC. As can be seen in Figure 3.10, there are
more traces with a stationary-phase for virtual receivers in the middle of the array (Fig-
ures 3.10c - 3.10e). For the virtual receivers on the sides of the line, such as Figures 3.10b
and 3.10f, the number of traces within the stationary-phase region decreases. Never-
theless, a high-resolution ghost reflection is retrieved, as shown in Figure 3.9a, due to
the constructive contribution of a larger number of traces for stacking in the stationary-
phase region. Note that for this setting, in each correlation gather, we stack all receivers
from 3000 m to 7000 m with 1.25 m spacing. In contrast, when fewer traces in correla-
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tion gathers are used (receivers from 3000 to 7000 m with 40 m spacing), as shown in
Figure 3.11, a high-resolution ghost reflection is retrieved only for virtual receivers in the
middle, as shown in Figure 3.9e.

Figure 3.12 shows the correlation gathers for all virtual sources used for the result of
SI by AC in Figure 3.9b. In these correlation gathers, the spacing between traces in each
correlation gather is the same as Figure 3.11, but for a different geometry: the extent of
the sources, i.e., the traces over which we stack, is from 2000-8000 m with 40 m spacing.
Because of this larger extent and the higher number of virtual sources, when correlation
gathers are stacked in Figure 3.12 for all sources, a high-resolution ghost reflection is still
obtained, as demonstrated in Figure 3.9b. Reducing the number of virtual sources (from
3000-7000 m with 40 m spacing) results, as expected, in lower interpretation resolution
of ghost reflections as illustrated in Figure 3.9f.

In summary, if traces are stacked inside the stationary-phase region, the quality of
ghost reflections will be increased. However, determining the exact width and place of
the stationary-phase region is challenging as shown in Mehta et al. (2008). Therefore,
we recommend maintaining optimal spacing between either receivers or sources with
at least two samples per the dominant wavelength at their position (in our case the sur-
face) and utilising an inline array with a two-sided uniform distribution of the sources
(or receivers) with an extended length for sources (or receivers) on both sides. It is also
advisable to examine the correlation gathers before stacking (Mehta et al., 2008) for pos-
sibly applying techniques such as singular value decomposition (SVD) to the correlated
gathers before stacking (Melo et al., 2013) to suppress non-stationary signals.

Figure 3.10: The correlation gathers for different virtual receivers used to obtain the result of SI by AC in Fig-
ure 3.9a. The lateral position of the virtual receivers is (a) 2001.25 m, (b) 3001.25 m, (c) 4001.25 m, (d) 5001.25
m, (e) 6001.25 m , and (f) 7001.25 m.
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Figure 3.11: The correlation gathers for different virtual receivers used to obtain the result of SI by AC in Fig-
ure 3.9e. The lateral position of the virtual receivers is (a) 2001.25 m, (b) 3001.25 m, (c) 4001.25 m, (d) 5001.25
m, (e) 6001.25 m , and (f) 7001.25 m.

Figure 3.12: The correlation gathers for different virtual sources used to obtain the result of SI by AC in Fig-
ure 3.9b. The lateral position of the virtual sources is (a) 3000 m, (b) 4000 m, (c) 5000 m, (d) 6000 m, and (e)
7000 m.
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3.7. DATA AVAILABILITY
The data and codes underlying this chapter are available in repository 4TU.ResearchData
at https://doi.org/10.4121/f6a4ad46-c1aa-4c09-a0a9-3a3558763d59.
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4
INVESTIGATING THE AMPLITUDE

OF GHOST REFLECTIONS FOR

RESERVOIR MONITORING

Ghost reflections retrieved from SI propagate within a subsurface layer, containing valu-
able information about the seismic properties of that specific layer. Our objective in this
chapter is to show the feasibility of using the amplitude of ghost reflections to monitor
small changes inside the reservoir. We showcase the potential of this technique using nu-
merically modelled data for the Groningen subsurface.

We employ different approaches to retrieve ghost reflections, including SI by AC using
muted common-source gathers, SI by AC using separated reflections, seismic interferome-
try (SI) by auto-correlation (AC) using normalised separated reflections and trace deconvo-
lution. Our investigation shows that the relative amplitude differences between the ghost
reflections exhibit changes corresponding to velocity changes within the reservoir. This
emphasises the potential of ghost reflections as valuable indicators for monitoring even
small changes inside the reservoir.

This Chapter is under preparation for publication.
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4.1. INTRODUCTION
Time-lapse analysis involves acquiring and analysing repeated geophysical surveys at a
specific site over time. This process helps identify differences in data sets from different
periods, which is particularly beneficial for detecting fluid-flow/injection effects and ge-
omechanical changes in subsurface reservoirs. For instance, when oil is produced under
water-flooding conditions, oil and water saturation in the reservoir change, resulting in
a change in the seismic response of the reservoir. Additionally, pressure changes in the
reservoir will lead to changes in seismic velocities (Dimri et al., 2012).

Two approaches are used in the analysis of time-lapse seismic data. The first is am-
plitude analysis, which studies variations in the amplitudes between different surveys.
The second is time-shift analysis, which examines changes in seismic travel times across
surveys (Bjørlykke, 2010). In many cases, changes in fluid saturation and pore pressure
lead to changes in the acoustic impedance. The combined effect of saturation and pres-
sure results in amplitude changes. Amplitude analysis is more sensitive to repeatability
than seismic travel time, as travel time is less affected by variations in positioning, ac-
quisition, or processing (Brown, 1991).

Generally, the expected time-lapse variation in the reservoir is small depending on
the reservoir rock, depth of burial, and changes in fluid saturation, pressure, and temper-
ature. Additionally, responses from a complex overburden can interfere with the reser-
voir responses, creating challenges in accurately identifying small changes within the
reservoir. We propose using SI based on ghost reflections to address these challenges. In
Chapter 3, we demonstrated how time shifts in ghost reflections can be utilised for reser-
voir monitoring. In this chapter, we illustrate the possibility of using amplitude changes
of the ghost reflections for reservoir monitoring.

We illustrate the potential of SI with data from numerical acoustic modelling using
the Groningen subsurface model. The reservoir of the Groningen gas field is located at
depths between 2600 m and 3200 m; the total thickness of the Rotliegend in the Gronin-
gen field ranges from approximately 100 m to 300 m. The Groningen field is cut by sev-
eral fault systems, subdividing the field into many fault blocks, and it presents a clear
example of induced seismicity by gas production.

We investigate the amplitude of the ghost reflections obtained from surface active-
source data using SI by AC. By analysing zero-offset gathers derived from SI by AC, we
demonstrate that changes in the velocity of the Groningen reservoir result in clear am-
plitude variations in the ghost reflections. This offers an additional approach for moni-
toring the reservoir in addition to observing time shifts. We provide a brief overview of
our methodology and then discuss the process of retrieving the amplitude of the ghost
reflections. We compare the retrieved amplitude with directly modelled ghost reflec-
tions to validate our findings. The results are presented, followed by a discussion and
conclusions.

4.2. METHOD
In the context of an active-source reflection seismic survey, where both the sources and
receivers are positioned at the surface, one can derive the frequency-domain response
Ĝ(xB , xA ,ω) and its complex conjugate at xB from a virtual source at xA from the relation
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(Halliday et al., 2007):

Ĝ∗(xB , xA ,ω)+Ĝ(xB , xA ,ω) ∝
N∑

n=1
Ĝ∗(xA , xn ,ω)Ĝ(xB , xn ,ω), (4.1)

where the right-hand side of the relation is a multiplication of the frequency spectra of
two observations at xA and xB from surface sources at xn , the asterisk (∗) denotes com-
plex conjugate in the frequency domain, and N represents the number of active sources.
If we substitute the response xA instead of xB in relation 4.1, the retrieved Green’s func-
tion is the result of AC of the arrivals at the receiver xA . In this scenario, xA acts as a
collocated virtual source and receiver, leading to a retrieved trace that represents a zero-
offset reflection trace (after an inverse Fourier transformation).

In exploration seismology, many of the theoretical requirements in SI are not met.
Firstly, the dipolar sources, which are typically unavailable. Wapenaar (2006) demon-
strated that the Green’s function can be obtained by a single cross-correlation of monopo-
lar Green’s functions under certain approximations. These approximations include as-
suming that sources are positioned on a circle with a very large radius, allowing en-
ergy from a source to leave the boundary almost perpendicularly, and that no energy
is reflected back into the medium by scatterers outside of the boundary. Secondly, the
medium is often assumed to be lossless despite the attenuation present in the Earth.
Thirdly, the theory requires a complete boundary of sources surrounding the two re-
ceivers, but practical limitations confine the illuminating sources to locations near or on
the Earth’s surface. This leads to the retrieval of ghost reflections in the estimates of the
Green’s function and also amplitude errors.

Ghost reflections are obtained through the correlation of two primary reflections
from different depth levels. For instance, the ghost reflection inside the reservoir (in-
dicated by the red arrow in Figure 4.1a) can be retrieved by correlation of the primary
reflections from the top and bottom of the reservoir (represented by the green and pur-
ple arrows, respectively, in Figure 4.1a). A detailed explanation of the methodology is
provided in Chapters 2 and 3.

4.3. RESULTS
We illustrate the potential of using the amplitude of ghost reflections retrieved from SI
by AC with data from numerical modelling using the Groningen subsurface model. Ta-
ble 4.1 lists details of the velocity model utilised in this chapter for the base survey as
provided in Kraaijpoel and Dost (2013). To illustrate the potential of ghost reflections for
monitoring, we apply a small velocity change in the Rotliegend reservoir by increasing
the velocity from 2734 to 3007 m/s. Figure 4.1a shows the subsurface model for the base
survey, while Figure 4.1b shows the velocity model for the monitoring survey.

The fixed receiver positions range from 3000 m to 6000 m (the blue triangles in Fig-
ure 4.1a), and the sources are placed from 2990 m to 6010 m (the red stars in Figure 4.1a).
The receivers and sources are regularly sampled with 10 m and 20 m spacing, respec-
tively. As a source signature, we use a Ricker wavelet with a peak frequency of 20 Hz.
We use a finite-difference modelling code (Thorbecke and Draganov, 2011) in an acous-
tic mode to generate a seismic reflection dataset. We showed in Chapters 2 and 3 that
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to enhance the resolution of ghost reflections, it is necessary to apply preprocessing
steps, including surface-wave suppression and elimination of surface-related multiples,
achieved in our example by using an absorbing boundary at the surface. More details
about using numerical modelling for retrieving ghost reflections are provided in Chap-
ters 2 and 3.

Figure 4.2a shows the modelled common-source gather for a source located at 4500
m, including reflections from all layers within our subsurface model. As discussed in de-
tail in Chapter 2 and Chapter 3, we employ manual picking (as depicted by the dotted
red curve in Figure 4.2a) to isolate the reflections from the top and bottom of the reser-
voir, thereby enhancing the resolution of ghost reflections in the result of SI. Figure 4.2b
shows the muted common-source gather, highlighting the reflections from the top and
bottom of the reservoir, as indicated by the green and purple arrows, respectively.

Table 4.1: Model parameters per lithostratigraphic unit (Kraaijpoel and Dost, 2013)

Figure 4.1: The subsurface model of Groningen used for (a) the base survey and (b) for the monitoring survey.
Red stars and blue triangles depict the geometry of the active sources and the receivers, respectively, at the
surface used for modelling in this study. The red letters represent the subsurface layers described in Table 4.1.
The green and the purple arrows represent the reflections from the top and the bottom of the reservoir, respec-
tively, while the red arrow shows the ghost reflection form inside the reservoir.
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Figure 4.2: (a) Common-source gather for an active shot at 4500 m, (b) the muted common-source gather
zoomed in between 2.0 and 3.0 s. (c) The common-source gather containing only the reflection from the top
of the reservoir. (d) Same as (c) but with only the reflection from the bottom of the reservoir. The red and
magenta dotted curves show the boundary for manually picking for muting undesired events. The green and
purple arrows represent the reflection from the top and bottom of the reservoir, respectively.

Subsequently, we apply SI by AC to the muted common-source gathers to retrieve
ghost reflections by correlating each trace in all common-source gathers with itself and
then stacking over all active sources. Figure 4.3a shows the virtual zero-offset section
resulting from applying SI by AC to the muted common-source gathers from the base
survey. In Figure 4.3b, a comparable zero-offset section is presented, obtained from the
monitoring survey. For a more detailed comparison, we isolated a trace in the middle
of the two sections for a virtual source at 4500 m, as depicted in Figure 4.3c. Notably,
clear differences in both time and amplitude are evident between the ghost reflections
of the base survey and those from the monitoring survey. Chapter 3 delved into further
details about the time differences, while this chapter concentrates on investigating the
amplitude differences of ghost reflections.
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Figure 4.3: (a) The result of SI by AC when muted common-source gathers are used for the base survey and (b)
for the monitoring survey. (c) The extracted ghost reflection at 4500 m. The red and blue colours indicate the
ghost reflection for the base survey and the monitoring survey, respectively.

As discussed earlier, absolute ghost reflection amplitudes are unreliable, prompting
a focus on relative amplitudes. So, we normalise the extracted amplitude of each trace to
the maximum extracted amplitude among the traces. For a comprehensive investigation
into the amplitude of ghost reflections, we extract the relative amplitude of the ghost
reflections in the virtual zero-offset section for all virtual sources using four different
approaches. Figure 4.4a shows the relative amplitude of ghost reflections for the directly
modelled ghost reflections and four approaches for the base survey as described below.

First, we extract the relative amplitude of the ghost reflection while using muted
common-source gathers as input. Note that “amplitude” in this chapter refers to the
maximum amplitude. These amplitudes are labeled in Figure 4.4 as "SI-muted" shots.
An example of such muted common-source gather is shown in Figure 4.2b. As seen in
Figure 4.4a, a small variation in amplitude across different locations is observed. We ex-
tensively discussed in Chapter 3 that this phenomenon can occur due to the geometry
of the sources and receivers. We showed in Chapter 3 that the ghost reflections are more
reliable when the virtual sources are positioned in the middle of the linear array, bene-
fiting from isotropic illumination of surface sources from both sides. Consequently, in
Figure 4.4b, we only show the relative amplitude for virtual sources in the middle of the
seismic array (4000-5000 m).

Secondly, to further enhance the resolution of ghost reflections, we performed a sec-
ond manual picking, depicted by the magenta dotted curve in Figure 4.2b, effectively
isolating the reflection from the top from the reflection from the bottom of the reser-
voir. The separated reflection from the top of the reservoir is shown in Figure 4.2c,
while that from the bottom is displayed in Figure 4.2d. We apply SI by AC to these two
muted common-source gathers. The relative amplitude of the retrieved ghost reflections
is demonstrated in Figure 4.4, labeled "SI-Sep".

Thirdly, based on the separated reflections from the top and bottom of the reservoir
in the second approach, we normalise the amplitude of the reflection from the bottom
of the reservoir (as depicted in Figure 4.2d) to the amplitude of the reflection from the
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top of the reservoir (as shown in Figure 4.2c) for each individual receiver. Because the
absolute amplitude of the ghost reflections may not be reliable, our aim in applying this
normalisation is to mitigate the effects of the overburden on the amplitude (e.g., damp-
ing). Figure 4.4 illustrates the amplitude of ghost reflections for the base survey following
this normalisation process, labeled "SI-Sepnorm".

Finally, for the fourth step of our investigation, we apply SI by trace deconvolution
(Vasconcelos and Snieder, 2008). In this retrieval process, we initially separated the re-
flections from the bottom of the first and second layers as for the second approach.
Then, the first reflection arrival was deconvolved from the second reflection arrival. We
expect to obtain similar results as in the third step because we divide the amplitude spec-
trum of the reflection from the bottom by the amplitude spectrum of the reflection from
the top in the frequency domain, which is similar to the third step where we first apply
normalisation and then correlation. Figure 4.4 shows the amplitude of the ghost reflec-
tion for the base survey retrieved from SI by trace deconvolution, labeled "dcnv".

We also show in Figure 4.4 the relative amplitude of the directly modelled ghost
reflections for comparison, labeled "DM" It is important to note that we position the
sources directly at the top of the reservoir to obtain the directly modelled ghost reflec-
tions. Since there are no lateral velocity or thickness changes inside the reservoir, we
have the same amplitude for all sources. Notably, the differences between all four ap-
proaches and the directly modelled ghost reflection are less than 5% for the receivers
between 4000 m and 5000 m (Figure 4.4b), which is considered acceptable.

We apply the same approaches for retrieving ghost reflections for the monitoring
survey. Figure 4.5 shows the relative amplitude using the muted common-source gath-
ers, using the separated reflections, using the normalised separated reflections, using SI
by trace deconvolution, and the directly modelled ghost reflection for the monitoring
survey where we only have a small velocity change inside the reservoir. Similar to the
base survey, we apply normalisation to the maximum amplitude in each approach to
retrieve relative amplitudes. As evident from this figure, the patterns remain consistent
with those in Figures 4.4, but with different amplitudes.

Figure 4.4: (a) The relative amplitudes of the ghost reflections retrieved from the four approaches for the base
survey: SI by AC using muted common-source gathers (SI-muted), SI by AC using separated reflections (SI-
Sep), SI by AC using normalised separated reflections (SI-Sepnorm), and SI by trace deconvolution (dcnv).
The amplitude of the directly modelled ghost reflection is shown as "DM". The amplitude from each trace
is normalised to the maximum extracted amplitude among the traces. (b) Same as (a) but for the selected
virtual sources at the middle of the receivers line (4000-5000 m). The black highlighted area in (a) indicates the
selected virtual source as shown in (b).
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Figure 4.5: Same as Figure 4.4 but for the monitoring survey.

As a final step in our investigation, we employ another step to compare amplitude
differences between the ghost reflections of the base survey and the monitoring survey.
In this step, we exclusively focus on the retrieved ghost reflection from the third proce-
dure, where we normalise the reflection from the bottom to the reflection from the top
and then apply SI by AC. Then, we normalise the ghost reflections from the monitoring
survey to those from the base survey for individual virtual sources. We also apply the
same normalisation to the directly modelled ghost reflections.

Figure 4.6a shows the relative amplitude for the directly modelled ghost reflections,
and Figure 4.6b shows the relative amplitude of the retrieved ghost reflections. As can be
observed, there is a noticeable difference between the retrieved ghost reflections of the
base survey and the monitoring survey, which is comparable to the directly modelled
ghost reflections with the same trend.

When comparing Figure 4.6(a) with Figure 4.6(b), we observe a difference of 0.2 in
the relative amplitude of the directly modelled ghost reflections and the ghost reflection
retrieved from SI by AC. This difference arises because for the directly modelled ghost re-
flections we position the sources and receivers exactly at the top of the target layer, and
the amplitude of the modelled ghost reflections depends only on the reflection coeffi-
cient of the bottom layer. Therefore, the value of 0.6 observed in Figure 4.6(a) is actually
the ratio of the reflection coefficient of the target layer from the monitoring survey to
that from the base survey.

When applying SI by AC, we effectively multiply the amplitudes of two reflections
from the top and bottom of the target layer. Then, through normalisation, the relative
amplitude of the ghost reflection not only includes the reflection coefficient for the bot-
tom layer but also the ratio of the reflection and transmission coefficients from the top
layer, which is expected to be 0.87. However, what we observe in Figure 4.6(b) is slightly
different, which is related to the contribution of sources from non-stationary phase re-
gion as we discussed in Chapter 3.

To investigate the effects of the stationary-phase region on the amplitude of ghost re-
flections, we evaluate the correlation panels. Figures 4.7a, c, and e show the correlation
panels for virtual sources at 4000, 4500, and 5000 m, respectively. As we can see in these
figures, the number of sources in the stationary-phase region is limited to the sources
close to the virtual sources. By stacking all active sources, the relative amplitude of the
ghost reflections normalised to the base survey for the monitoring survey is slightly dif-
ferent from the expected value as shown at the bottom of the figure and Figure 4.6b.
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However, by tapering the sources in the non-stationary phase region and then stacking
(Figures 4.7b, d, and f), the relative amplitude is exactly the same as the expected value,
which is 0.87. This highlights that stacking only sources in the stationary-phase region
yields more reliable results, as discussed in Chapter 3.

Figure 4.6: The relative amplitude of the ghost reflections normalised to the base survey (a) for the directly
modelled ghost reflections and (b) for the result of SI by AC with normalization.

Figure 4.7: (a) The correlation gathers for a virtual source at 4000 m, (b) The tapered correlation gathers for a
virtual source at 4000 m, (c), and (d) same as (a) and (b), respectively but for a virtual source at 4500 m, (e),
and (f) same as (a) and (b), respectively but for a virtual source at 5000 m. The values in each figure show
the relative amplitude of the ghost reflections normalised to the base survey for the monitoring survey. The
sources deviating from the red line are outside the stationary phase region.
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4.4. DISCUSSION
We demonstrated that the relative amplitude of the ghost reflection can serve as a mon-
itoring tool for detecting small velocity changes within the reservoir, in addition to time
shifts. These differences are specifically linked to changes within the target layers (in this
case, the reservoir) without any kinematic effects of the overburden and underburden.

We extracted the amplitude of the ghost reflections using four approaches: SI by AC
using muted common-source gathers, SI by AC using separated reflections, SI by AC us-
ing normalised separated reflections, and SI by trace deconvolution. We observed that
the relative amplitude from the base survey (Figure 4.4) and the monitoring survey (Fig-
ure 4.5) showed the same trend for these four approaches. It is more acceptable to con-
sider the amplitude of the third approach when using normalisation to the reflection
from the top layer and the fourth approach, which is trace deconvolution. Both ap-
proaches are similar in the frequency domain. We presented SI by trace deconvolution
because it is challenging for some subsurface models to separate the reflection from the
top and bottom of the target and then apply normalisation. Instead, we can apply SI by
trace deconvolution.

We demonstrated that the relative amplitude of the ghost reflection is influenced by
both the reflection coefficient of the bottom of the target layer and the ratio of the re-
flection and transmission coefficients from the top of the target layer. In our numerical
modelling, we assume that changes occur only within the target layer. Under this as-
sumption, the calculated relative amplitude represents changes exclusively within the
target layer. However, if changes occur in not only the target layer, but also in the layer
above it or in the layer below it, the relative amplitude must be interpreted as repre-
senting changes within these layers. Since significant changes typically occur within the
target layer, contributions from other layers can often be ignored. Alternatively, investi-
gating the combined amplitude changes and time shift of the ghost reflection from the
target layer and the ghost reflections from multiple layers (as discussed in Chapter 2) can
be beneficial.

We demonstrated that the contribution of sources from the stationary-phase region
results in more reliable relative amplitude of the ghost reflections. Therefore, it is rec-
ommended to evaluate the correlation panels before stacking. However, if investigation
of the stationary phase is not feasible due to a more complex subsurface, as discussed in
Chapter 3, it is still advisable to maintain optimal spacing between receivers (or sources).
This spacing should be at least two samples per dominant wavelength. Additionally, an
inline array with a two-sided uniform distribution of the sources (or receivers) should be
utilised, with an extended length for sources (or receivers) on both sides. This ensures
the retrieval of high-resolution ghost reflections, at least for the virtual sources located in
the middle of the array. This approach may still yield desirable results because the differ-
ences between the relative amplitudes for the ghost reflection retrieved from stacking all
sources and stacking only sources from the stationary-phase region are small, as shown
in Figure 4.7.

Besides the effects on the amplitude of ghost reflections, the stationary-phase re-
gion, also affects the time of ghost reflections, as discussed in Chapter 3. Given that
our subsurface model consists of horizontally layered structure and the retrieved ghost
reflections propagate only within the target layer, we expect to see horizontal ghost re-
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flections in the virtual zero-offset sections in Figure 4.3. However, upon examining the
results, we observe a curvature. This curvature is related to the stationary-phase region,
where there are not enough sources in this region for the receivers located at the ends of
the receiver line.

We applied SI by AC and by trace deconvolution to retrieve ghost reflections, result-
ing in zero-offset sections. However, applying SI by cross-correlation (CC) is also pos-
sible. The output of SI by CC is a multi-offset gather, enabling the investigation of am-
plitude changes versus offset. We also investigated the amplitude of ghost reflections
retrieved from SI by CC using a simpler subsurface model. An example illustrating the
retrieval of ghost reflection amplitudes from SI by CC is provided in section 4.6.

4.5. CONCLUSION
We investigated the feasibility of using the amplitudes of retrieved ghost reflections for
reservoir monitoring, employing numerical datasets based on the Groningen subsur-
face model. Ghost reflections are obtained through seismic interferometry (SI) by auto-
correlation and by trace deconvolution of two primary reflections from different depth
levels in an active-source seismic survey, where sources and receivers are at the surface.

We demonstrated that changes in velocity within the Groningen reservoir lead to am-
plitude changes in the retrieved ghost reflections. Comparing the amplitudes from the
ghost reflections with amplitudes from directly modelled results, we showed that the
ghost-reflection relative amplitudes are reliable enough to detect changes for monitor-
ing purposes. This seismic attribute has the potential for monitoring changes within
the reservoir, given careful consideration to normalising the reflection from the bottom
of the reservoir to the reflection from the top of the reservoir before applying SI or us-
ing trace deconvolution and retrieving relative amplitude instead of absolute amplitude.
The relative-amplitude changes, along with the time shift of the ghost reflections, can
serve as tools for monitoring specific small changes inside the reservoir without the in-
fluence of the overburden.

4.6. SUPPLEMENTARY MATERIAL

4.6.1. THE AMPLITUDES OF GHOST REFLECTIONS RETRIEVED FROM SI BY

CC
To investigate the amplitudes of ghost reflections retrieved from SI by CC, we employ a
simple horizontal subsurface model to simulate recordings from sources at the surface
to receivers at the surface (Figure 4.8). For this modelling, we used receivers positioned
between 3000 and 5000 m with 20 m intervals, and sources between 2010-5010 with 40
m intervals. We considered the receiver at 3000 m as a virtual source.

Our aim is to investigate the amplitudes of the ghost reflection retrieved from SI by
CC, which propagated inside the second layer, using muted common-source gathers. Af-
ter applying SI, we extract the absolute amplitudes of the ghost reflection. As discussed
in section 4.2, these amplitudes are then normalised to their maximum value. For a com-
parative analysis, we additionally obtained a common-source gather directly modelled
for a source located at the position of the virtual source but at the top of the second layer,
representing directly modelled ghost reflections.



4

68 4. INVESTIGATING THE AMPLITUDE OF GHOST REFLECTIONS

Figure 4.9a shows the retrieved ghost reflection from SI by CC and Figure 4.9b shows
the directly modelled ghost reflections. Figure 4.9c shows the relative amplitude of these
ghost reflections. The differences in the relative amplitude of ghost reflections retrieved
from SI by CC and separated common source gathers are similar to the directly mod-
elled ghost reflections. However, beyond a distance of 3900 m, we can see some arte-
facts, which is the critical distance for this subsurface model and a virtual source at 3000
m where the refractions appear in common-source gathers. Therefore, we successfully
retrieve the amplitude of ghost reflections with an acceptable difference before reaching
the critical distance.

Figure 4.8: The subsurface model used for applying SI by CC.

Figure 4.9: (a) The ghost reflection retrieved from SI by CC for a virtual source at 3000 m, (b) directly modelled
ghost reflection, and (c) the relative amplitude of ghost reflection from inside the second layer as a function of
the receivers’ location using the ghost reflection retrieved from SI by CC (blue circles) and directly modelled
ghost reflection (gray circles).
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4.7. DATA AVAILABILITY
The data and codes underlying this chapter are available in repository 4TU.ResearchData
at https://doi.org/10.4121/6b9507f5-12ca-41b7-8926-497f2048fa00. The dataset is un-
der embargo and becomes available in the repository after August 2025.
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5
RECURSIVE INTERFEROMETRIC

SURFACE-WAVE SUPPRESSION

High-resolution seismic reflections are essential for imaging and monitoring applications
using data-driven methods such as SI and the Marchenko method. In seismic land sur-
veys using sources and receivers at the surface, surface waves often dominate, masking
the reflections. We apply seismic interferometry (SI) by cross-correlation by turning re-
ceivers into virtual sources to estimate the dominant surface waves. Afterwards, we per-
form adaptive subtraction to minimise the difference between the surface waves in the
original data and the result of SI.

We use a 2D seismic reflection dataset from Scheemda, situated in the Groningen province
of the Netherlands, to illustrate the technique’s efficiency. A comparison between the data
after the recursive interferometric surface-wave suppression (RISS) and the original data
across time and frequency-wavenumber domains shows significant suppression of surface
waves, enhancing visualisation of reflections for future subsurface imaging and monitor-
ing studies.

This Chapter is under preparation for publication. The preprint available as Shirmohammadi, F., Draganov,
D., Ghose, R., Verschuur, E., & Wapenaar, K., (2024) Recursive interferometric surface-wave suppression for
improved reflection imaging, 1-24. https://doi.org/10.48550/arXiv.2411.02620.
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5.1. INTRODUCTION

Seismic data acquired on land often is contaminated by surface waves, which act as a
significant source of noise in reflection seismic studies. These surface waves often have
similar velocity and frequency content to those of the investigated reflections. They ob-
scure the clarity and quality of the reflected waves, which are the waves of interest for
various applications such as imaging and monitoring. For instance, in Chapters 2 and 3,
we discussed the importance of high-resolution reflection datasets for retrieving ghost
reflections using SI. We suggested suppressing surface waves as a preprocessing step be-
fore retrieving ghost reflections.

Conventionally, surface waves are suppressed during data processing using meth-
ods such as frequency-offset (f-x) (Yilmaz, 2001), frequency-wavenumber (f-k) filters, or
bandpass filters. However, these approaches can prove ineffective when surface waves
are scattered and overlap with the frequency regions of the reflected body waves that
we intend to preserve. The f-k filter may result in artefacts due to signal distortion and
spatial correlation of the background noise because the energy of surface-waves is dis-
tributed over a wide portion of the f-k spectrum (Konstantaki et al., 2015), thus further
lowering the quality of reflections.

Recently, the prediction of surface waves with SI and their subsequent adaptive sub-
traction from seismic reflection data has emerged as a technique for suppressing surface
waves. In SI, seismic observations from various receiver locations are cross-correlated
to retrieve new seismic responses from virtual sources positioned at the receivers’ loca-
tions. This process enables the retrieval of seismic responses between pairs of receivers.
The obtained responses are then subtracted from the original field recordings, resulting
in data with suppressed surface waves achieved through the utilisation of least-squares
matching filters (Halliday et al., 2010). This suppression technique is usually called inter-
ferometric surface-wave suppression. In previous studies, the interferometric surface-
wave suppression was only done once on the data. Halliday et al. (2010) demonstrated its
effectiveness in the context of hydrocarbon exploration, while Konstantaki et al. (2015)
and Liu et al. (2018) showcased its utility for near-surface applications. Additionally,
Balestrini et al. (2020) demonstrated its application for deep mineral explorations. We
suggest a new approach where the initial suppression results are used for further itera-
tions, followed by adaptive subtraction. We term this technique Recursive Interferomet-
ric Surface-wave Suppression (RISS). This technique aims to enhance the efficacy of the
surface-wave suppression through an iterative process.

In this study, we apply RISS using a 2D reflection dataset acquired in Scheemda,
Groningen province, the Netherlands. By employing this technique, we aim to enhance
and improve the visualisation of reflections, thereby providing clearer insights into sub-
surface structures and enhancing the overall interpretation of the seismic data. Addi-
tionally, we prepare the data for future data-driven applications such as the Marchenko
method (Chapter 6) or ghost reflection retrieval (as in Chapters 2 and 3). Additionally,
we compare the RISS results with other techniques such as time muting and fk filtering.

In the following sections, we introduce the method in Section 5.2, followed by the
description of the seismic data acquisition in Section 5.3, elaborate the results in Section
5.4, and finally discuss some points and then conclusions.
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5.2. RECURSIVE INTERFEROMETRIC SURFACE-WAVE SUPPRES-
SION (RISS)

In our proposed approach, SI is employed to retrieve the dominant surface waves. The
retrieved surface-wave energy is subsequently adaptively subtracted from the dataset.
Following this, the obtained data is utilised to iterate through these two steps, contribut-
ing to the improvement of reflection resolution. This section outlines the implementa-
tion of RISS.

5.2.1. SURFACE-WAVE RETRIEVAL BY SEISMIC INTERFEROMETRY
SI refers to the method of retrieving new seismic responses, for example between two
receivers using cross-correlation as if there were a source at one of the receiver locations.
This process is most commonly achieved in an active seismic survey by cross-correlating
the recordings at the two receivers and stacking the correlated traces over all available
active sources. So, the retrieved response between two receivers at positions xA and xB

can be expressed in the frequency domain, as described by Halliday et al. (2007):

Ĝ∗(xB , xA ,ω)+Ĝ(xB , xA ,ω) ∝
N∑

n=1
Ĝ∗(xA , xn ,ω)Ĝ(xB , xn ,ω), (5.1)

where Ĝ(xB , xn ,ω) is the frequency-domain response of a recording at receiver xB from
a source at xn and Ĝ(xA , xn ,ω) is the frequency-domain response of a recording at re-
ceiver xA from a source at xn at the Earth’s surface. The left-hand side of the equation
represents the response between two receivers at xA and xB , implying that we turn the
receiver at xA into a virtual source. The symbol (∗) denotes the complex conjugate in the
frequency domain, while N represents the total number of active sources at the surface.

As shown in Chapters 2 and 3, when using sources and receivers at the surface, the
direct arrival, pseudo-physical reflections, surface waves, and ghost reflections are re-
trieved. In a laterally homogeneous medium, sources at points in line with the receivers
contribute to the retrieval of direct surface arrivals since they are all in the stationary-
phase region, but only a few points are stationary to retrieve pseudo-physical or ghost
reflections and scattered surface waves. This way, the results retrieved by SI will be dom-
inated by surface waves (Balestrini et al., 2020).

Figure 5.1 shows a schematic representation of SI for retrieving direct arrivals or sur-
face waves. By correlating the recording at xB from the active source at x in Figure 5.1a
with a recording at xA in Figure 5.1c, the correlated response between xB and xA is re-
trieved, as illustrated by the purple arrow in Figure 5.1d at causal times (The causal part
refers to times later than the zero time). Similarly, the correlated response between an-
other receiver at xB ′ and a receiver at xA is retrieved by correlating the response at xB ′
in Figure 5.1b with xA in Figure 5.1c, as depicted by the orange arrow in Figure 5.1d at
acausal times (The acausal part refers to times earlier than the zero time). In this case,
the receiver at xA acts as a virtual source as shown by the blue star in Figure 5.1d. We
repeat this procedure for all active sources as shown in Figure 5.1e for another active
source at x

′
. Finally, the Green’s function between the virtual source at xA and other re-

ceivers at xB , xB ′ , and xB" are retrieved by stacking all correlated responses as shown in
Figures 5.1d and 5.1e.
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Since we apply this technique to a field dataset, there are certain points that need to
be addressed in order to improve the resolution of our retrieved responses.

First, we aim to retrieve surface waves with SI, which are direct arrivals. So, it is re-
quired that all receivers be considered on the same side of the active source, e.g. for an
active source at x, we correlate the response for receivers xB and xB ′ located on the same
side as the virtual source at xA . In the same way, for an active source at x

′
, we consider

all receivers because they are on the same side as the virtual source at xA as shown in
Figure 5.1e.

Second, in the case of isotropic illumination of the receivers, a time-symmetric re-
sponse between the receivers is obtained (Wapenaar et al., 2010). Consequently, one
can sum the causal and the time-reversed acausal parts of the correlated panels to im-
prove the signal-to-noise ratio. The causal part refers to times later than the zero time
(positive time), and the acausal part refers to times earlier than the zero time (negative
time). However, in our case, when the illumination is not homogeneous from all sides
for each pair of receivers, then parts of the response can be retrieved at acausal times
and other parts at causal times. Therefore, to enhance the quality of our retrieved re-
sponses, we meticulously assess the positions of virtual source-receiver pairs and active
sources. Subsequently, we opt to stack either the causal or time-reversed acausal part of
the correlation panel.

Considering the conditions of one-sided distribution of receivers and causality, we
limit ourselves to a lower number of traces for stacking. To maintain a high signal-
to-noise ratio, we stack traces only when we have at least half the number of all active
sources. We can summarise this as follows:

tr ace

{
causal part, if n > N /2 with x < xA < xB , or x > xA > xB ,or xA = xB

acausal part, if n > N /2 with x < xB < xA , or x > xB > xA

Here, x is the position of the active sources, xA is the position of the virtual source,
xB is the position of the receiver, and n is a number of active sources for stacking which
should be higher than half the total number of active sources N . For instance, as illus-
trated in Figure 5.1d, for the receiver at xB ′ on the left side of the virtual source at xA , we
consider the acausal part, as indicated by the orange arrow. Similarly, for a receiver at xB ,
we consider the causal part, denoted by the purple arrow. Furthermore, as depicted in
Figure 5.1e, for the receiver at xB on the right side of the virtual source at xA , we consider
the acausal part, and for other receivers at xB ′ and xB", we consider the causal part, as
shown by the purple arrows.

Subsequently, considering the above factors, we successfully retrieve the virtual
common-source gather for all receivers.
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Figure 5.1: Schematic representation of seismic interferometry for retrieving surface waves. (a), (b), and (c) The
surface wave recorded at xB , xB ′ , and xA from the active source at x, respectively. (d) The result of correlating
the response at xA with other receivers, and thus turning xA into a virtual source. (e) Same as (d) but for the
active source at x′. The black arrows indicate the surface waves, while the orange and purple arrows represent
the outcomes of correlation, considering the causal and acausal parts, respectively.

5.2.2. ADAPTIVE SUBTRACTION
When each source position in an active-source survey is in close proximity to a receiver
position, we will be able to identify a corresponding retrieved virtual common-source
gather with the estimated dominant surface waves for each active source–virtual source
pair. These estimates can then be adaptively subtracted from the complete responses
of the active source–virtual source pair (Halliday and Curtis, 2008, Halliday et al., 2010,
Konstantaki et al., 2015).

Figure 5.2 shows the basic principle of adaptive subtraction. Figure 5.2a illustrates
schematically a simple seismic trace that consists of a primary reflection at 100 ms,
shown in black, and surface waves at 300 ms, 350 ms, and 400 ms in blue. Figure 5.2b
shows the result of SI, which contains surface waves. By minimising the difference be-
tween Figure 5.2b and Figure 5.2a, the surface waves in Figure 5.2a can be suppressed
partly, as shown in Figure 5.2c. The minimisation is done by estimating a shaping fil-
ter f that can minimise the following objective function (Liu et al., 2018; Balestrini et al.,
2020):

min
f

∥D − f DSW∥2, (5.2)

where D is the field dataset with surface waves and DSW are the surface waves retrieved
by SI using the field dataset. The vertical double bars ||.||2 represent the L2 norm. Equa-
tion 5.2 is solved using an iterative least-squares fit (Verschuur et al., 1992). More details
can be found in Alá‘i and Verschuur (2003) and Verschuur (2013). The multiplication
between the f and DSW is directly subtracted from D , giving Dr e f which represents the
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data after surface-wave suppression as

Dref = D − f DSW. (5.3)

As shown in Figure 5.2c, the data after adaptive subtraction may still contain surface
waves due to, for example, errors in estimating higher modes of surface waves. There-
fore, we suggest repeating the same step of SI and adaptive subtraction but now using
the output of the first adaptive subtraction, represented here as Figure 5.2c, as input for
SI. We estimate surface waves from SI, as shown in Figure 5.2d, and then adaptively sub-
tract them from Figure 5.2c. Figure 5.2e shows the final result, whereby repeating these
steps, we increase our chances of suppressing all the surface-wave energy and preserv-
ing weak reflections (the black event). We call this technique the RISS. Note, that RISS
can be applied for one iteration or multiple iterations.

Figure 5.2: Schematic representation of RISS. (a) A seismic trace D with a primary reflection in black and
surface waves in blue, (b) D1

SW is a result of SI, (c) D1
r e f is the trace after the first iteration of RISS, (d) D2

SW is

a result of SI when using D1
r e f in (c) as input, (e) D2

r e f after a second iteration of RISS.

5.3. SEISMIC DATA ACQUISITION
In the summer of 2022, we acquired seismic reflection data along a line close to the town
of Scheemda in the Groningen province of the Netherlands. Figures 5.3a and 5.3b show
the location of the site and the geometry of the reflection line, respectively. We employed
an electric seismic vibrator (Noorlandt et al., 2015) as a source, with a spacing of 2 m
(red stars in Figure 5.3b), and 601 three-component geophones as receivers (the circles
in Figure 5.3b), with a spacing of 1 m. The acquisition parameters are summarised in
Table 5.1.

We made use of the Lightning electrical vibrator from Seismic Mechatronics
(https://seismic-mechatronics.com/) in S-wave mode and oriented in the crossline di-
rection. We then used the data recorded by the crossline horizontal component of the
geophones. Because of the orientation of the sources and the receivers, and assuming no
scattering from the crossline direction, the horizontally polarised S-waves (SH-waves)

https://seismic-mechatronics.com/
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we record are generally decoupled from the compressional and vertically polarised S-
waves.

Table 5.1: Acquisition parameters

Parameter Value
Number of source positions 151

Source spacing 2 m
First source position 150.5
Last source position 450.5

Number of receiver positions per source 601
Receiver spacing 1 m

First receiver position 0 m
Frequency range of the sweep 8-250 Hz

Figure 5.3: (a) Location of the site, and (b) the geometry of the reflection line. The red stars represent active
sources, the blue circles represent receivers, and the orange circles represent receivers which act as virtual
sources for applying the RISS.
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5.4. RESULTS
The primary aim of this study is to illustrate the effectiveness of the RISS method applied
to common-source gathers of field data, as introduced in Section 5.2 . The data process-
ing involved several steps. Figure 5.4 shows a flowchart of these steps for the RISS, but
also other techniques such as fk filtering and surgical muting for surface-wave suppres-
sion.

Figure 5.4: Flowchart for applying surface-wave suppression. RISS represents steps for the Recursive Interfer-
ometric Surface-wave Suppression, the RISS-muteR is the same as RISS but using muted SI results, the RISS-
muteS is the same as RISS but using time-muted reflection dataset as input for SI, SS-fk represents surface-
wave suppression using fk filtering, SS-muteS represents surface-wave suppression using time-muted reflec-
tion dataset.

As shown in Figure 5.4, first we apply a band-reject filter between 40 Hz and 90 Hz
to all active common-source gathers. The main idea is to reject frequencies that might
contain reflections but not surface waves so that the SI result would predominantly con-
tain retrieved surface waves. We select these frequencies based on the power spectrum
of the common-source gathers. We then apply SI as described in section 5.2.1 by select-
ing each receiver close to active sources to turn it into a virtual source, as shown by the
orange circles in Figure 5.3b.

Next, we adaptively subtract the result retrieved from SI for each virtual source from
the original active-source data which is closest to the virtual source to suppress the sur-
face waves using an estimated matching filter as described in section 5.2.2. It is essen-
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tial to determine some parameters for the matching filter, including time window, space
window, and filter length. We chose a window with the 20 traces for the space window
and 0.2 s in time, with a filter length of 0.05 s. We apply the same steps for all virtual
sources. Figure 5.5a shows an example original common-source gather in the time do-
main, while Figure 5.5b shows the same gather after the RISS with one iteration for an
active shot at lateral position 320.5 m.

As illustrated in Section 5.2.2, we proposed to apply the RISS for more than one itera-
tion which means we use the data after the first iteration of the RISS as input for applying
SI. Then, we repeat all steps from band-reject filtering, SI, and adaptive subtraction. Note
that these steps are shown as "RISS" in the flowchart in Figure 5.4.

Figure 5.5c shows the same gather as in Figures 5.5a and 5.5b but after the second
iteration of the RISS. Comparing these three results, we observe that a large part of
the surface-wave energy is suppressed in Figure 5.5c, as shown by the red arrows. Fig-
ures 5.5d-5.5f show the frequency-wavenumber spectra of the common-source gath-
ers in Figures 5.5a-5.5c, respectively. The surface waves appear as linear events in the
frequency-wavenumber domain, as indicated by the blue arrows; they are largely sup-
pressed from the data after the RISS with two iterations, as can be observed in Figure 5.5f.

Figure 5.5: (a) A common-source gather for a source located at lateral position 320.5 m, (b) same common-
source gather after the first iteration RISS, (c) same common-source gather after the second RISS, and (d), (e)
and (f) same as (a), (b), and (c), respectively, but in the frequency-wavenumber domain. Red arrows point
to suppressed surface waves in the space-time domain and blue arrows point to surface-wave energy in the
frequency-wavenumber domain.

Figure 5.6 shows another example for an active source at a lateral position of 430.5
m, where we also observe significant suppression of the surface waves in both the space-
time and frequency-wavenumber domain.
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Figure 5.6: Same as Figure 5.5 but for a source at a lateral position at 430.5 m.

As depicted in Figures 5.5c and 5.6c, we successfully suppress surface waves. How-
ever, it appears that some deeper reflections are also suppressed in the process. To pre-
serve these reflections, we apply a bottom muting to the virtual-common-source gath-
ers retrieved from SI before adaptive subtraction, which we label as "RISS-muteR" in
the flowchart in Figure 5.4. Figures 5.7b and 5.7e show the common-source gather af-
ter applying the RISS using the muted SI results for two active sources at 320.5 m and
430.5 m, respectively. In comparison with Figures 5.7a and 5.7d, which show the same
common-source gather after RISS, we observe clearer deeper reflections as shown by the
red arrows.

By examining the common-source gathers, we observe that it is also feasible to sup-
press some parts of the surface waves through surgical muting. Therefore, prior to apply-
ing the RISS, we also surgically mute prominent surface waves. We label this procedure
as "RISS-muteS" in the flowchart in Figure 5.4. Figures 5.7c and 5.7f show the common-
source gather after the RISS-muteS. Although we enhance the resolution of some reflec-
tions, it seems we still have some strong surface waves in comparison with the results in
Figures 5.7a and 5.7d as highlighted by the blue ellipses. This observation underscores
the fact that by suppressing surface waves in common-source gathers before the RISS, it
becomes challenging to retrieve surface waves from SI.
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Figure 5.7: (a) A common-source gather for a source located at lateral position 320.5 m after the RISS, (b) same
common-source gather after the RISS-muteR, (c) same common-source gather after the RISS-muteS, (d), (e)
and (f) same as (a), (b), and (c), respectively, but for a source at lateral position at 430.5 m. Red arrows point to
enhanced reflections, while the blue ellipses highlight surface waves.

After the suppression of the surface waves, we apply conventional seismic processing
to obtain preliminary unmigrated stacked sections for better comparison between the
result of the RISS and conventional suppression techniques. A summary of these steps
is shown in the Table 5.2. We first apply bandpass filtering, amplitude correction for
absorption effects and geometrical spreading, and then Automatic Gain Control (AGC)
for amplitude balancing. We also apply time muting to mute prominent surface waves
in the time domain.

Next, we sort the data into CMP gathers (CMP spacing 0.5 m). As expected, the CMP
fold increases at the center of the line where better illumination is achieved. We then ap-
ply Normal MoveOut (NMO) correction using a constant velocity of 350 m/s, and finally,
we stack the CMP gathers. To ensure the reliability of the stacked section, we first apply
these steps to the muted common-source gathers without applying the RISS. Figure 5.8
shows the preliminary unmigrated stacked section between CMP 151.25 and 450.25 m.
This result is comparable with results from other studies, e.g., as in Kruiver et al. (2017).
Strong reflectors are marked by orange arrows.

Since we know that the most significant influence of the surface waves is related to
the shallowest part of the subsurface, we focus our attention on those parts, specifically
400-800 ms (Figure 5.9). Figure 5.9a shows the time section obtained after suppressing
the surface waves using surgical muting, as indicated by SS-muteS in the flowchart. We
use this figure as a reference. Figure 5.9b shows the time section using the result after the
second iteration of the RISS. In comparison with the reference time section, it is obvious
that some of the expected reflectors are suppressed as shown by the light blue, red, and
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green arrows.
To address this issue, we use the RISS-muteR. Figure 5.9c illustrates the time section

obtained after the application of this technique. In comparison with the reference in
Figure 5.9a, we retrieve all reflectors, which are clearer and more continuous as indicated
by the light blue, red, and green arrows. Moreover, some dome-like structures are now
interpretable as highlighted by the red curves.

Figure 5.9d shows the time section after applying RISS-muteS. Comparing this image
to the images in Figures 5.9a, 5.9c, we see that the lateral continuity of the reflectors is
worse, e.g., inside the blue ellipse, while the general character of the left part of the image
has become lower in frequency, which might point to left-over dominant surface-wave
energy. Figure 5.9e shows the time section obtained after suppression of the surface
waves by fk-filtering (SS-fk), which is also a very common suppression technique. Com-
paring this image to the images in Figures 5.9a, 5.9c, we see that the result is generally
of good quality. The reflector indicated by the green arrow even appears laterally more
continuous than in Figures 5.9a, 5.9c. However, other reflectors are less clear, e.g., the
one indicated by the blue arrow or in the left part of the image earlier than 600 ms (see
specifically inside the blue ellipse).

As a result of the comparisons, we deem as the best image the one in Figure 5.9c, i.e.,
after application of RISS-muteR, because of its clarity but also because the surface-wave
suppression is data-driven.

Table 5.2: Summary of seismic processing steps.

Step Instruction
1 Band-pass filter between 30-100 Hz
2 Amplitude corrections
3 Automatic gain control (AGC)
4 Time muting
5 Normal Move Out (NMO) correction
6 Common midpoint/ensemble stack

Figure 5.8: Preliminary unmigrated stacked section using a constant velocity of 350 m/s using raw reflection
dataset after surgical muting of the surface waves. The orange arrows point to strong reflectors.
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Figure 5.9: Preliminary unmigrated stacked section using a constant velocity of 350 m/s zoomed in 400-800 ms,
(a) using raw reflection dataset after surgical muting of surface waves ("SS-muteS"), (b) after the RISS, (c) after
the RISS using the muted SI results (RISS-muteR), (d) using the data as (a) but after the RISS ("RISS-muteS"), (e)
after fk filtering ("SS-fk"). The colored arrows point to strong reflectors and the blue ellipses highlight artefacts.
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5.5. DISCUSSION
We presented a comparison of different approaches for surface-wave suppression ap-
plied to the land seismic dataset from Scheemda, Groningen province: surgical muting,
fk filtering, the RISS, the RISS-muteR, and the RISS-muteS.

By comparing unmigrated time sections, we showed that for our dataset, surgically
muting seems like a convenient way to remove surface waves, but this method does not
adequately remove the surface-wave energy, as it overlaps with useful reflections and
scattered arrivals. Additionally, weak reflections and scattered arrivals covered by sur-
face waves might also be muted, as demonstrated by Konstantaki et al. (2015).

The other usually applied suppression technique -fk filtering- could cause the rise of
artefacts, as it is challenging to define correct parameters for frequency and wave num-
ber for all common-source gathers. In contrast, the RISS technique can effectively sup-
press surface waves without any prior information as it is data-driven.

By comparing three approaches for the RISS, we showed that the RISS using muted
deeper reflections after the retrieval of the surface waves with SI yields better results.
For our dataset, RISS with two iterations were sufficient to achieve the desired results.
However, for different datasets, repeating the procedure for more than two iterations
and preserving deeper reflections in SI results can be beneficial.

Through a comparison of dispersion curves obtained from the results of SI with
common-source gathers as depicted in Figure 5.10, it is apparent that higher modes of
surface waves cannot be accurately kinematically retrieved using SI. Consequently, ef-
fectively suppressing these higher modes from the dataset poses a significant challenge.
As highlighted by Halliday and Curtis (2008), modal separation emerges as a crucial step
before applying SI to ensure the correct kinematic retrieval and consecutive suppres-
sion of higher modes with minimal error. On the other hand, the RISS can help suppress
higher modes, as we showed. This happens as during each iteration the strongest present
surface-wave mode is retrieved and adaptively suppressed, which could effectively be
seen as step-wise modal separation.

For the adaptive subtraction of the RISS, we have to determine the time and spacing
window and filter length. We determined these values carefully by examining different
parameters. However, Balestrini et al. (2020) demonstrated that changing the time and
space window sizes does not generate appreciable differences. They observed that in-
creasing the filter length produces undesired artefacts at earlier times. Therefore, for
different datasets, defining a proper filter length can be crucial.
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Figure 5.10: Dispersion curves, (a) for an active source at 320.5 m, (b) the virtual source at 320 m, (c) same as
(a) but for the active source at 430.5 m, and (d) same as (b) but for the virtual source at 430 m. The black arrows
point to the higher modes of surface waves.

5.6. CONCLUSION
We studied the application of seismic interferometry (SI) for surface-wave suppression
using a 2D reflection dataset acquired in Scheemda, Groningen province, the Nether-
lands. We applied SI to retrieve dominant surface waves between receivers while min-
imising the retrieved reflection energy. The retrieved dominant surface waves were then
adaptively subtracted from the original data. We showed that applying these two steps
two times, i.e., recursively, resulted in a fully data-driven effective suppression of surface
waves.

We compared stacked sections obtained through the recursive interferometric sur-
face wave suppression with stacked sections where the surface waves were suppressed
using frequency-wavenumber filtering and surgical muting. We showed that the ob-
tained time section after the second iteration of recursive interferometric surface wave
suppression yielded better results in terms of clearer and more continuous reflections
especially when the bottom-muted SI result was used. This technique can be effective
for enhancing the resolution of reflections for subsurface investigations.

5.7. DATA AVAILABILITY
The field reflection dataset used in this chapter is available in the 4TU.ResearchData
repository at https://doi.org/10.4121/a8553b7e-82ae-4e9b-bc54-2a6b9ca6063c. The
dataset is under embargo and becomes available in the repository after September 2026.
The codes underlying this chapter are also accessible in the 4TU.ResearchData reposi-
tory at https://doi.org/10.4121/6271c7d3-f931-49e9-b2b0-2d05eef7d3ae. The codes are
under embargo and becomes available in the repository after August 2025.

https://doi.org/10.4121/a8553b7e-82ae-4e9b-bc54-2a6b9ca6063c
https://doi.org/10.4121/6271c7d3-f931-49e9-b2b0-2d05eef7d3ae
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6
APPLICATION OF

MARCHENKO-BASED ISOLATION TO

A LAND S-WAVE SEISMIC DATASET

The Marchenko method is capable of estimating Green’s functions between the surface of
the Earth and arbitrary locations in the subsurface. These Green’s functions can then be
used to redatum wavefields to a deeper level in the subsurface. As a result, the Marchenko
method enables the isolation of the response of a specific layer or package of layers, free
from the influence of the overburden and underburden.

In this study, we apply the Marchenko-based isolation technique to land S-wave seismic
data acquired in the Groningen province, the Netherlands. We apply the technique for
combined removal of the overburden and underburden. Our results indicate that this
approach enhances the resolution of reflection data. These enhanced reflections can be
utilised for imaging and monitoring applications.

A summary of this chapter is published as Shirmohammadi, F., Draganov, D., van IJsseldijk, J., Ghose, R., Thor-
becke, J., Verschuur, E., & Wapenaar, K. (2024). Application of Marchenko-based isolation to a land seismic
dataset. 85th EAGE Annual Conference & Exhibition 2024, 1-5, https://doi.org/10.3997/2214-4609.202410742,
and also the preprint is available as Shirmohammadi, F., Draganov, D., van IJsseldijk, J., Ghose, R., Thorbecke,
J., Verschuur, E., & Wapenaar, K. (2023). Application of the Marchenko method to a land seismic dataset. arXiv
preprint arXiv:2304.09956, 1-26, https://doi.org/10.48550/arXiv.2304.09956.
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6.1. INTRODUCTION
The Marchenko method – a data-driven method – provides a tool for extracting infor-
mation about the subsurface properties of the Earth. The Marchenko method retrieves
Green’s functions in the subsurface from seismic reflection data at the surface, and then
these Green’s functions can be used to redatum wavefields from the surface to arbitrary
locations in the subsurface; a virtual source or receiver can be created at any point inside
the medium of interest. This method employs reflection data from sources and receivers
at the surface and an estimation of the first arrival, from a point in the subsurface from
which we want to redatum to the surface, which can be modelled in a macro-velocity
model (Slob et al., 2014; Wapenaar et al., 2014).

In recent years, there has been a significant progress in developing the Marchenko
method and extending its applicability, for instance, for isolating the response of a spe-
cific subsurface layer without interference from the overburden and/or underburden.
For an easier comparison with the original reflection data, the result of the Marchenko
method can be extrapolated back to the surface (van der Neut and Wapenaar, 2016).
This application results in a reflection response with sources and receivers at the surface
and with fewer internal multiples. This allows for more accurate characterisation of the
properties of the target layer and can be particularly useful in target-oriented imaging
and monitoring. Wapenaar and van IJsseldijk (2021) introduced the Marchenko-based
isolation to identify the reservoir response from a seismic reflection survey by applying
a two-step approach for removing the overburden and underburden interferences. Van
IJsseldijk et al. (2023) showed that using this application effectively isolates the target re-
sponse, which can then be used to extract more precisely the local time-lapse changes
in a reservoir. The Marchenko application for isolating a target response has been suc-
cessfully applied to marine time-lapse datasets of the Troll Field for monitoring reservoir
changes (van IJsseldijk et al., 2024).

As with any other method, the Marchenko method has some limitations. For its stan-
dard application, evanescent waves are ignored, the medium of interest is assumed to be
lossless, and it is sensitive to inaccuracies in the reflection response. These facts can pose
challenges, particularly for field datasets. Nevertheless, the method has been success-
fully applied to several marine field datasets for imaging and monitoring (Ravasi et al.,
2016; Jia et al., 2018; Staring et al., 2018; Mildner et al., 2019; Zhang and Slob, 2020; van
IJsseldijk et al., 2024). These advances have opened up a new opportunity for applying it
to land seismic data. However, applying the method to land seismic data is more prob-
lematic, not only because a reflection dataset free of surface waves and surface-related
multiples is required, but also because the recorded data are inherently elastic.

Here, we aim to apply the Marchenko-based isolation method to isolate the target
response, removing the overburden and underburden using an SH-wave seismic dataset
acquired close to the town of Scheemda, Groningen province, the Netherlands. The
province of Groningen has been experiencing induced seismicity due to gas produc-
tion since 1963 (Muntendam-Bos et al., 2022). Down to 800 m depth, the subsurface in
Groningen comprises a sequence of soft, unconsolidated sediments, mainly composed
of sand and clay (Kruiver et al., 2017). Achieving an accurate depiction of the geometry
and characteristics of these layers is crucial for precise earthquake studies. However, as
known from Cone Penetration Testing (CPT) data, the first 30 meters of this site con-
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sist of alternating layers capable of generating strong internal multiples, interfering with
the response of all layers in the subsurface. Additionally, the deeper layers may gen-
erate arrivals that interfere with multiple reflections from the shallower layers. We ac-
quired the reflection dataset specifically in this region to showcase the effectiveness of
the Marchenko-based isolation method on land data and to enhance the visualisation of
the reflection dataset in this region.

In the following section, we first review the method. Next, we describe the seismic
acquisition parameters and the steps for preparing the input data for the Marchenko
application. Finally, we discuss the results and how this study enables future utilisation
of the method, particularly for land-based applications.

6.2. METHOD
Using the Marchenko method, we aim to isolate responses from a target layer by elim-
inating undesired events, including primaries and multiples, originating from both the
overburden and underburden. To achieve this, the medium is divided into three units:
overburden 〈a〉, target zone 〈b〉, and underburden 〈c〉, as shown in Figure 6.1. In the
first step, the extrapolated Green’s functions are determined with a focal level situated
between the overburden 〈a〉 and the target zone 〈b〉 by using the focusing functions.

Next, the overburden is removed, and the reflection response of the combined target
zone 〈b〉 and underburden 〈c〉 is retrieved by applying SI by multidimensional decon-
volution (MDD, Broggini et al., 2014) with the extrapolated Green’s functions. In the
following step, the newly obtained reflection response is used to retrieve the extrapo-
lated focusing functions between the target zone 〈b〉 and the underburden 〈c〉. These
retrieved focusing functions are then used to remove the underburden using SI by MDD,
effectively isolating the response of the target layer 〈b〉.

In the following subsections, we present the representations of Green’s functions and
then demonstrate how to isolate the responses of the target layer by eliminating the ef-
fects of the overburden and underburden.

6.2.1. GREEN’S FUNCTIONS REPRESENTATION

The Marchenko method relies on two equations that relate the Green’s functions and
the focusing functions, derived from the one-way reciprocity theorems of the correla-
tion and convolution types (Slob et al., 2014; Wapenaar et al., 2014; Wapenaar et al.,
2021). Focusing functions are wavefields specifically designed to focus the wave field at
a particular location within the subsurface. These functions are defined in a truncated
medium, which matches the actual medium above the chosen focal level and is homo-
geneous below it. In the actual medium, focusing functions enable the wavefield to con-
verge at the focal point, thereby facilitating the retrieval of a virtual source that generates
Green’s functions between the focal depth and the surface. The Marchenko method is
a data-driven method that only requires the reflection responses at the surface and the
direct arrivals of the focusing functions which can be estimated using a macro velocity
model of the subsurface.

Meles et al. (2016) and Van der Neut and Wapenaar (2016) proposed extrapolating
the virtual sources and receivers, obtained through Marchenko redatuming, back to the
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surface. This approach ensures that the travel times of events in the processed response
remain consistent with those in the original reflection data, allowing for easier compar-
ison of results before and after applying the Marchenko method. Both the focusing and
Green’s functions are extrapolated using the direct arrival of the transmission response
from the focal depth to the surface (van der Neut and Wapenaar, 2016), ensuring that the
coordinates of all functions are located at the acquisition surface, S0. Following this ap-
proach, the coupled Marchenko extrapolated representations are defined as (Wapenaar
et al., 2021; van IJsseldijk et al., 2024):

U−,+(xR ,x′S , t )+ v−(xR ,x′S , t ) =
∫

S0

R(xR ,xS , t )∗ v+(xS ,x′S , t )dxS , (6.1)

U−,−(xR ,x′S ,−t )+ v+(xR ,x′S , t ) =
∫

S0

R(xR ,xS ,−t )∗ v−(xS ,x′S , t )dxS (6.2)

which relate the extrapolated Green’s function U−,± to the extrapolated focusing func-
tions (v±) using the reflection response R(xR ,xS , t ) at the acquisition surface (S0). Here,
xR and xS describe the receiver and source positions at the surface, respectively, and
the superscripts (−), (±) of the extrapolated Green’s functions represent an up-going re-
ceiver field from an up- (−) or down-going (+) source field, respectively. The asterisk (∗)
denotes temporal convolution.

Given that R is known, Equations 6.1 and 6.2 involve four unknowns:(U−,−, U−,+,
v−, and v+). To solve these equations, a window function is applied to suppress the
extrapolated Green’s functions. This approach relies on the fact that the extrapolated
focusing functions and Green’s functions are separable in time (van der Neut and Wape-
naar, 2016). This causality constraint can be applied after estimating the two-way travel
time between the focal depth and the surface, which is obtained by convolving the trans-
mission response with itself. The transmission response can be derived from a smooth
macro velocity model using an Eikonal solver. By restricting Equations 6.1 and 6.2 to the
interval from t=0 s to the calculated two-way travel time, the Green’s functions on the
left-hand side vanish. This simplifies the system to two equations with two unknowns
(the extrapolated focusing functions), which can be solved iteratively (Thorbecke et al.,
2017) or through inversion (van der Neut et al., 2015). Once the focusing functions are
found, the extrapolated Green’s functions follow from Equations 6.1 and 6.2 without the
time restriction. A detailed derivation of the Marchenko method is beyond the scope
of this paper; however, a comprehensive derivation and background can be found in
Wapenaar et al. (2021).

6.2.2. OVER- AND UNDERBURDEN REMOVAL
The isolated responses of the target layer are retrieved through a two-step procedure.
First, the overburden is removed, followed by the underburden removal. As introduced
above, the medium is divided into as three units: 〈a〉 for the overburden, 〈b〉 for the
target layer, and 〈c〉 for the underburden, as shown in Figure 6.1. In the first step, for the
overburden removal, a focal level is selected between the overburden 〈a〉 and the target
zone 〈b〉, and Equations 6.1 and 6.2 are employed to determine the extrapolated Green’s
functions using the regular reflection responses (Rabc ). For the overburden removal, the
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retrieved extrapolated Green’s functions are employed to retrieve the reflection response
isolated from the overburden interferences using (Wapenaar et al., 2021, van IJsseldijk,
2023):

U−,+
a|bc (xR ,x′S , t ) =−

∫
S0

U−,−
a|bc (xR ,x′R , t )∗Rbc (x′R ,x′S , t )dx′R , (6.3)

where, U−,±
a|bc represents the extrapolated Green’s functions. The vertical line in the

subscript indicates the location of the focal level, i.e., between the overburden 〈a〉 and
the target zone and underburden 〈bc〉. Using Equation 6.3, the reflection response Rbc

is retrieved employing SI by MDD. The retrieved Rbc contains all primary and multiple
reflections from the target zone 〈b〉 and underburden 〈c〉 but it is devoid of overburden
interactions from 〈a〉. Additionally, the coordinates x′R and x′S are situated at the surface,
owing to the utilisation of extrapolated Green’s functions (van IJsseldijk et al., 2023).

For the next step, which is the underburden removal, this new reflection response
(Rbc ) can be utilised to retrieve the extrapolated focusing functions for a focal level be-
tween the target zone 〈b〉 and the underburden 〈c〉 using Equations 6.1 and 6.2 (Wape-
naar and Staring, 2018, van IJsseldijk et al., 2024). Then, to remove the underburden,
we employ the following relation between the extrapolated focusing functions and the
reflection response of the target (Rb):

v−
b|c (xR ,x′S , t ) =

∫
S0

v+
b|c (xR ,x′R , t )∗Rb(x′R ,x′S , t )dx′R . (6.4)

The subscript b|c indicates that the extrapolated focusing functions have been ob-
tained from the reflection response without overburden interaction, utilising a focal depth
between the target zone 〈b〉 and underburden 〈c〉. Once again, the isolated reflection
response (Rb) can be retrieved from this equation through SI by MDD. Effectively, the
target zone response has now been isolated, consisting of the reflections (primaries and
multiples) from inside it (van IJsseldijk et al., 2024). Figure 6.1 shows this two-step pro-
cedure for removing the overburden and underburden using the Marcenko-based isola-
tion.

Figure 6.1: Visual representation of the concept of Marchenko-based isolation. The medium is segmented into
three units: overburden 〈a〉, target zone 〈b〉, and underburden 〈c〉. The initial step involves the removal of the
overburden from the response, as outlined in Equation 6.3. Following this, the response of the underburden is
removed using Equation 6.4 (Adapted from van IJsseldijk et al., 2024).
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6.3. SEISMIC DATA ACQUISITION
We use the same seismic reflection data along a 2D line close to the town of Scheemda
in the Groningen province of the Netherlands as described in Section 5.3 of Chapter 5.
Figures 6.2a shows the geometry of the line. Figure 6.2b shows two examples of the CPT
data from this site. To apply the Marchenko method, we then use the data recorded
by the crossline horizontal component of the geophones. Because of the orientation of
the sources and the receivers, and assuming no scattering from the crossline direction,
the SH-waves we record are generally decoupled from the compressional and vertically
polarised S-waves. This makes the dataset more convenient for applying the Marchenko
method. Three examples of common-source gathers at different source positions are
shown in Figure 6.3.

Figure 6.2: (a) The geometry of the reflection line. (b) Two examples of cone penetration test data.

Figure 6.3: Raw common-source gathers for active sources at lateral positions (a) 165.5 m, (b) 260.5 m, and (c)
360.5 m.
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6.4. DATA PRE-PROCESSING
The raw seismic reflection data cannot directly be used by the Marchenko method be-
cause when the method uses these data, it does not converge to a solution. As data
pre-processing, first, we apply source-signature deconvolution as using high-resolution
zero-phase reflection responses as input is crucial for the Marchenko method.

In seismic land surveys with sources and receivers at the surface, the surface waves
are most of the times dominant and mask reflections. This is also the case for our data.
To eliminate surface waves, we apply surgical muting in the time domain and then em-
ploy bandpass filtering between 30 Hz and 100 Hz based on the power spectrum of the
common-source gathers. We also compare this result with the result using data after
RISS-muteR for surface-wave suppression which we showed it yielded better results as
shown in Chapter 5.

The subsequent steps involved in preparing the reflection data for applying the
Marchenko method represent amplitude corrections. First, we correct the amplitudes
for recording a 2D line in a 3D world. The effects of having geometric spreading in
a 3D world while applying a 2D Marchenko scheme are corrected by applying a time-
dependent gain on the data. This gain is approximately equal to

p
t (Helgesen and

Kolb, 1993; Brackenhoff et al., 2019). After that, we correct for absorption effects and
an overall amplitude mismatch that, for example, is related to the source signature. This
is achieved by minimizing a cost function as described in Brackenhof (2016). Differ-
ent gains and linear factors are considered to find an optimal correction factor (van IJs-
seldijk, 2023).

Our survey has more receivers positions than source positions. On the other hand,
the Marchenko-method application uses the same number of sources and receivers due
to the requirement for square matrices in the calculations. Therefore, we constrain our
receivers to the extent and number of the sources, i.e., to the range 150 − 450 m with 2.0
m spacing.

Figures 6.4a and 6.4c show two common-source gathers after the application of the
above-mentioned pre-processing steps. In these figures, it is evident that some pro-
nounced surface waves persist at receivers positioned laterally between 150 m and 220
m, as indicated by the white arrows. Additionally, when comparing the common-source
gathers shown in Figure 6.3, variations in the frequency content of the surface waves
become apparent for sources located at lateral positions 150 m − 220 m. This variation
may occur due to local scattering in the shallow subsurface. Therefore, we further limit
our sources and receivers to the range 220 m − 450 m. Moreover, we see from the pre-
processed gathers that the traces closest to the source location appear to have too strong
amplitudes, i.e., are influenced by the source, which would result in difficulties during
the inversion. Thus, we mute the 20 nearest traces around each source location, and
then finally we apply a bandpass filter between 30 Hz and 100 Hz. Figures 6.4b and 6.4d
show the common-source gathers from Figures 6.4a and 6.4c, respectively, after all pre-
processing steps, showcasing enhancement in the visibility of reflections. Additionally,
we select only the earliest 1.6 s, as our primary focus lies in improving reflections up
to this time. These processed data are then utilised as input for the Marchenko-based
isolation technique.

As discussed in Section 6.2, we also require a smooth velocity model of the subsur-
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face below the acquisition line to separate the focusing functions from the Green’s func-
tions by estimating the two-way travel time between the surface and the focal depth. We
obtain the smooth velocity model by NMO analysis applied to CMP gathers.

Figure 6.4: Common-source gathers: (a) after the initial pre-processing steps and (b) after the final pre-
processing steps for a source at a lateral position at 360.5 m. (c) and (d) same as (a) and (b), respectively,
but for a source at 260.5 m. The white arrows show strong surface waves at the receiver positions at 150 − 220
m.

6.5. RESULTS

After completing the pre-processing steps, we employ the processed reflection data to
extract the Green’s functions and isolate responses of the target region using the Marchenko-
based isolation technique with one iteration. To account for both overburden and un-
derburden effects, we employ the two-step procedure explained in Section 6.2. In the
first step, we eliminate the overburden effect by choosing a focal depth of 30 m. Sub-
sequently, using the results obtained from the first step, we eliminate the underburden
effect by choosing a focal depth of 270 m. This two-step approach leaves the isolated
response of the target region between 30 m and 270 m depth. Figure 6.5 shows two
common-source gathers before and after the Marchenko-based isolation. By compar-
ing the common-source gathers before (Figures 6.5a and 6.5c) and after the Marchenko-
based isolation (Figures 6.5b and 6.5d), it is evident that the resolution of some reflec-
tions is enhanced, as indicated by the cyan, yellow, and red arrows.
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Figure 6.5: A common-source gather for a source at 360.5 m (a) before and (b) after the Marchenko-based
isolation. (c) and (d) same as (a) and (b), respectively, but for a source at 260.5 m. The cyan, yellow, and red
arrows indicate reflections. Same bandpass filtering between 30 Hz and 100 Hz applied for better comparison.

To facilitate a further comparison of the results, we perform NMO correction and
stacking using CMP gathers for both the regular and the Marchenko-isolated responses.
For the NMO correction and stacking, we use a constant velocity of 350 m/s, which
results in optimal stacking. We then apply an AGC to aid the visual comparison. The
stacked sections for both the regular and Marchenko-based isolated responses are shown
in Figure 6.6.

The stacked section obtained from the Marchenko-based isolated responses in Fig-
ure 6.6b is significantly cleaner than the stacked section using the regular reflection re-
sponse (with the same spatial extend)in Figure 6.6a. Moreover, the Marchenko-isolated
stacked section exhibits more continuity, helping interpreting the data better. The events
marked with cyan, yellow, orange, and red arrows indicate improvements in the stacked
section of the Marchenko-based isolation.

To assess the individual effects of the overburden and underburden on the final re-
sult, we perform overburden and underburden removal separately. Figure 6.6c shows the
stacked section after overburden removal, while Figure 6.6d shows the stacked section
after underburden removal. By comparing Figure 6.6c and Figure 6.6d with Figure 6.6b,
it becomes evident that most of the interaction originates from the overburden. The re-
moval of the underburden does not improve the interpretability of the stacked sections,
as enhancements are expected for arrivals after 1.42 s for a focal depth of 270 m using the
estimated average velocity of 380 m/s from the smooth velocity model. This is likely due
to small velocity variation in the underburden and attenuation of the reflected S-waves
from the deeper layers. Additionally, the noise observed in Figure 6.6d may be attributed
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to the influence of the overburden.

Figure 6.6: The stacked sections obtained from (a) the regular reflection response and (b) the reflection re-
sponse after the Marchenko-based isolation for overburden and underburden removal, (c) same as (b) but
after only overburden removal, (d) same as (b) but after only underburden removal. The colour-coded arrows
indicate reflections.

To better visualise the shallow part of the section, we further zoom in from 0.6 s to
1.0 s, see Figure 6.7. The geology in the top 30 m at this site, known from the CPT pro-
files (Figure 6.2c), comprises alternating clay and sand layers that contribute to the gen-
eration of internal multiples in this shallow section. Comparing the stacked section be-
fore Marchenko-based isolation in Figure 6.7a with the stacked section after Marchenko-
based isolation in Figure 6.7b suggests a potential elimination of such internal multiples
originating from the overburden down to 30 m in our case. Similar to the deeper reflec-
tors, these shallow reflectors appear clearer and more continuous, as indicated by the
colour-coded arrows.

In Chapter 5, we demonstrated that for the same reflection dataset, utilising RISS-
muteR for surface-wave suppression results in more detailed features in the shallow
subsurface. To evaluate whether there is any improvement in the results of Marchenko-
based isolation by utilising data with RISS, we apply the same pre-processing steps dis-
cussed in Section 6.4 to the data after RISS-muteR. Then, we apply the Marchenko-based
isolation to remove the overburden and underburden for the same focal depths at 30 m
and 270 m, respectively. As we previously observed in chapter 5 a substantial improve-
ment in the shallower part, we focus here on the shallower section, as shown in Fig-
ure 6.7c. Upon comparison with Figures 6.7c and 6.7b, we observe the enhanced reflec-
tions but with more clarity, exemplified by the events indicated by the white and green
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arrows. Moreover, there are fewer artefacts, likely from surface waves, as indicated by
the black ellipse.

Figure 6.7: Stacked sections, zoomed in between 0.6 s and 1.0 s, obtained using (a) the regular reflection re-
sponse, (b) the reflection response after Marchenko-based isolation for overburden and underburden removal,
and (c) similar to (b) but using data after surface-wave suppression with RISS-muteR instead of surgical mut-
ing. The colour-coded arrows indicate reflectors. The black ellipse highlights potential artefacts from surface
waves that are suppressed in (c).

6.6. DISCUSSION
As demonstrated in the preceding section, the application of the Marchenko-based iso-
lation to the target zone between 30 m and 270 m yields promising outcomes - it en-
hances the quality of the reflection data and provides a clearer image of the target zone
with more continuous reflectors. Even though we observe clear improvements in the
reflection-data resolution, there are potential options for further enhancement in future
studies but also some points to discuss.

First, the method is intentionally designed to minimise the reliance on a priori infor-
mation, utilising only a smooth version of the velocity model and the recorded reflection
responses. However, a careful processing step is crucial to ensure a reflection response
free from the surface waves and surface-related multiples. In this study, we suppressed
surface waves using surgical muting in the time domain and frequency filtering. We
also showed the results after the RISS-muteR, which shows clearer and more continuous
reflections in the shallow part. So, it is advantageous to eliminate all surface waves us-
ing techniques such as SI for surface-wave suppression (Chapter 5 and Balestrini et al.,
2020).

Second, one significant challenge in applying the Marchenko method to field data
lies in the amplitude-scaling requirements on the reflection data. We tried to overcome
amplitude mismatches by applying three gain factors for: geometrical spreading, ab-
sorption effects, and an overall scaling. The overall scaling factor has been investigated
and tested for marine data (Brackenhof, 2016). As this is an important correction, it
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might be useful to investigate the overall scaling specifically for land seismic data and
SH-waves.

Third, in this study, we applied the Marchenko-based isolation technique by select-
ing focal depths at 30 m and 270 m. We observed that the most significant contribu-
tion comes from the overburden removal. However, choosing different focal depths with
smaller intervals and focusing on the improvement of specific reflections could be valu-
able for future studies.

Finally, we propose the application of velocity analysis followed by migration, with a
subsequent comparison of the migration results. This additional step could contribute
to a more comprehensive understanding and improvement of the Marchenko-based iso-
lation technique.

6.7. CONCLUSION
We showed the result of applying the Marchenko-based isolation technique to SH-wave
land seismic data that we acquired in the Groningen province, the Netherlands. Land
data are intrinsically elastic, known for dominant surface waves and low signal-to-noise
ratio, and hence pose a challenge for the Marchenko method, which requires high-quality
reflection data.

After careful implementation of surface-wave suppression, selection of the same spa-
tial extent of sources and receivers, and scaling-factor corrections as pre-processing steps,
we retrieved the extrapolated Green’s functions, and the isolated target responses after
the combined removal of the overburden and the underburden. We showed that the
resulting stacked section is cleaned up, providing a better image of the target zone com-
pared to the stacked regular reflection response. Our results open the door for future ap-
plications of the Marchenko method to land seismic datasets, particularly in time-lapse
monitoring of deeper structures, for example for CO2 and H2 storage, or for shallow ap-
plications such as monitoring waste management and hydrology/water tables.

6.8. DATA AVAILABILITY
Codes associated with this chapter are available and can be accessed via the following
URL: https://gitlab.com/geophysicsdelft/OpenSource in the “vmar” folder. More expla-
nation can be found in van IJsseldijk et al. (2023).
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7
CONCLUSIONS AND FUTURE

OUTLOOK

This chapter will conclude the thesis by summarising the most important findings from
the preceding chapters and discussing future perspectives and research recommenda-
tions derived from the findings presented in this thesis.

7.1. CONCLUSIONS
In Chapter 2, we presented the application of ghost reflections retrieved from SI for layer-
specific characterisation of the shallow subsurface. By applying the correlation operator
in seismic interferometry (SI), the common ray paths between primary reflections from
different depth levels are removed, and ghost (non-physical) reflections are retrieved.
Ghost reflections propagate only within specific layers as if observed by a ghost receiver
from a ghost source placed just above the specific layers. Using numerically modelled
data for a horizontally layered subsurface, we demonstrated the utility of ghost reflec-
tions for monitoring specific layers. We showed that ghost reflections are sensitive only
to changes within specific target layers, including lateral changes in velocity, velocity gra-
dients in depth, and thickness changes. We applied the ghost-reflection SI technique to
shallow subsurface field data. The retrieved ghost zero-offset section directly displayed
the geometry of a layer at a depth of 4-6 m. The retrieved ghost zero-offset section al-
lowed the interpretation of localised thinning within this specific layer. Using the ghost
zero-offset section directly allows for such interpretations, as the retrieved ghost reflec-
tions depend kinematically only on the properties of the layer (or layers) that caused
them to be retrieved. In this chapter, we also demonstrated that eliminating surface-
related multiples in active-source gathers and muting undesired events before applying
SI improves the retrieval of ghost reflections.

In Chapter 3, we presented the feasibility of monitoring pore-pressure changes in
the Groningen gas field in the Netherlands through the application of ghost reflections.
We retrieved ghost reflections that are exclusively sensitive to velocity changes inside the
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reservoir, effectively eliminating the kinematic influence of the overburden and under-
burden. The monitoring surveys represented the changes in reservoir pore pressure to
30, 20, 10, and 5 MPa from the base survey value of 8 MPa. The time differences between
the ghost reflection retrieved for the base survey and the four monitoring surveys were
determined using a correlation operator. To effectively detect minor changes, we showed
the importance of employing ghost reflections with increased temporal sampling (using
interpolation) and retrieving ghost reflections for surface receivers illuminated optimally
by sources from both sides of the receivers. We found that the geometry of the sources
and receivers, the number of ghost sources and receivers, as well as the spacing between
traces used for stacking for SI all play significant roles in ensuring clear retrieved ghost
reflections.

In Chapter 4, we introduced the application of the relative amplitude of ghost re-
flections as a monitoring tool to detect small changes in the Groningen reservoir. We
analysed the amplitude of ghost reflections retrieved using SI by autocorrelation (AC)
applied to muted common-source gathers, SI by AC applied to separated reflections,
SI by AC applied to normalised separated reflections, and using SI by trace deconvolu-
tion. We found the relative amplitude trends of the ghost reflections retrieved for both
the base survey and monitoring survey to be consistent across these approaches. We
showed that applying SI by AC using normalised separated reflections and applying SI
by trace deconvolution, which are similar in the frequency domain, yield particularly
promising results. Thus, detecting changes in the relative amplitude of ghost reflections,
combined with their detected time shifts, could offer a precise tools to monitor small
changes within reservoir, independent of overburden influences.

In Chapter 5, we discussed the application of SI for surface-wave suppression using
land seismic data acquired in Scheemda, Groningen province, the Netherlands. Appli-
cation of SI to retrieve dominant surface waves followed by adaptive subtraction, was
proposed earlier, but only as a single iteration. Here, we showed that using a single itera-
tion might suppress only part of the surface-wave energy. We thus proposed to apply the
interferometric surface-wave suppression in an iterative way. We showed in this chapter
that applying two iterations for retrieving surface waves through SI and adaptive sub-
traction yields better results in terms of clearer and continuous reflections compared to
a single iteration. In comparison with other approaches for surface-wave suppression,
such as surgical muting or frequency-wavenumber filtering, the recursive interferomet-
ric surface-wave suppression can be effective for enhancing the resolution of the reflec-
tions. The procedure we proposed in this chapter can serve as a standalone technique
for suppressing surface waves or as a preceding step for retrieving ghost reflections or
other reflection-based methods such as the Marchenko-redatuming method.

In Chapter 6, we demonstrated for the first time the application of the Marchenko-
based isolation technique to land data using the reflection dataset employed in Chapter
5. We highlighted the importance of applying pre-processing steps to prepare the data
for the application of the Marchenko redatuming. We demonstrated that after the ap-
plication of the Marchenko-based isolation, the obtained common-source gathers and
the resulting stacked sections exhibit cleaner images of the target zone compared to the
results using the full reflection data. We emphasised the straightforward application of
the Marchenko method to land seismic data using SH-wave surveys. The results of this
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chapter can serve as a preprocessing step for removing primaries and internal multiples
from the overburden and underburden for further application of other reflection-based
methods, such as ghost-reflection retrieval.

In conclusion, we demonstrated the application of seismic data-driven methods for
layer-specific characterisation using numerically modelled datasets of the shallow sub-
surface and deep structures and field datasets. The first three chapters focused on the
retrieval of ghost reflections from SI. The main findings of these chapters are as follows:

• Applying SI to surface reflection data, ghost reflections are retrieved from the cor-
relation of the primary reflections from the top and bottom of target layers.

• The ghost reflections can be used for layer-specific characterisation of the shallow
subsurface or deep structures.

• The retrieved ghost reflections depend kinematically only on the properties of the
layers that cause them to appear, without any influence from the layers above.

• The ghost reflections are sensitive to changes within the specific target layer(s):
velocity changes, thickness changes, density changes, or a combination of these
factors.

• Some preprocessing steps are required for the application of ghost-reflection re-
trieval, including surface-related multiple elimination, surface-wave suppression,
or muting all other events except the specific primary reflections from the top and
bottom of the target layers.

• The application of SI by AC results in zero-offset sections, while SI by cross cor-
relation (CC) results in multi-offset sections. Ghost reflections resulting from SI
by AC or SI by CC can be retrieved by turning receivers into virtual sources or ac-
tive sources into virtual receivers. The choice would be dictated by the acquisition
geometry of the available dataset.

• The interpretability resolution of the ghost reflections depends not only on the
resolution of the reflection dataset but also on the geometry of the sources and re-
ceivers, the number of retrieved ghost sources and receivers, as well as the spacing
between traces used for stacking in SI.

• When retrieving a strong ghost reflection from a specific layer is problematic, such
as due to a thin layer above the target layers, it is possible to look at ghost reflec-
tions that propagate inside more than one layer.

• The stacked time or depth section of the original data can be used to interpret
changes in ghost reflections by observing the specific primary reflections used for
retrieval. However, it cannot be directly compared with the retrieved ghost reflec-
tions retrieved because these can only be observed in the virtual stacked section
retrieved from SI.

• Relative amplitude changes and the time shift of the ghost reflections can serve as
tools for monitoring specific small changes inside target reservoir.
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The last two chapters focused on seismic data-driven techniques for enhancing the
resolution of the reflection dataset, which can serve as standalone techniques or as pre-
processing steps for the application of ghost reflection retrieval using land seismic data.
Chapter 5 covered surface-wave suppression using SI, while Chapter 6 showcased the re-
moval of primaries and internal multiples from the overburden and underburden using
the Marchenko-based isolation technique. The main findings of these two chapters are
as follows:

• Interferometric surface-wave suppression can be used to suppress effectively sur-
face waves in land seismic datasets by applying SI to estimate surface waves fol-
lowed by their adaptive subtraction from the original data.

• We proposed to apply these two steps recursively, i.e., several times (in our case
twice), which results in a fully data-driven effective suppression of surface waves,
yielding better results than a single application in terms of clearer and more con-
tinuous reflections.

• Considering some other processing steps in recursive interferometric surface-wave
suppression, including bottom muting of the SI results, results in better preserva-
tion in the reflection energy after the interferometric surface-wave suppression.

• Using SH-wave seismic surveys and careful preprocessing steps, such as ampli-
tude corrections and surface-wave suppression, creates a suitable dataset for ap-
plying the Marchenko-based isolation technique to land seismic datasets.

• The application of the Marchenko-based isolation to the target zone yields very
promising results. It enhances the quality of the reflection data and provides a
clearer image of the target zone with more continuous reflectors.

7.2. FUTURE OUTLOOK
This section will focus on the recommendations for future work on the seismic data-
driven techniques discussed in this thesis. The recommendations for possibly improving
these techniques are as follows:

• Chapters 2, 3, and 4 showed that eliminating the surface-related multiples and
muting all other events except the specific primary reflections from the top and
bottom of the target layer(s) results in clearer and more robust retrieved ghost re-
flections. However, internal multiples can also interfere with the target primaries
used for ghost-reflection retrieval. Thus, application of the Marchenco redatum-
ing for internal-multiple elimination from the overburden could be very useful and
is recommended.

• Chapter 2 showed the application of ghost reflections for monitoring changes
within the target layer, specifically focusing on velocity and thickness changes.
However, ghost reflections are also sensitive to density changes in the target layer.
Therefore, it is recommended to investigate ghost reflections for density changes
or a combination of density, velocity, and thickness changes. This investigation
should consider both time and amplitude changes.
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• Chapter 2 showed that ghost reflections from SI by CC can also be retrieved, re-
sulting in retrieved multi-offset gathers. It is recommended to use the results of SI
by CC for velocity analysis to estimate the velocity inside specific layers.

• The impact of the stationary-phase region on retrieving clear ghost reflections
was analysed qualitatively using the correlation gathers in Chapter 3 and 4. How-
ever, accurately defining the stationary-phase zone could be challenging. Thus,
it is suggested to delve deeper into the stationary-phase region to better under-
stand and potentially enhance the ghost reflections for both shallow subsurface
and deep structures, which could greatly benefit field-data applications.

• Chapters 2, 3, and 4 demonstrated that ghost reflections can serve as a tool for
monitoring changes in specific layers under various scenarios. It would be benefi-
cial to apply the methodology of ghost reflection retrieval for time-lapse monitor-
ing using field datasets, especially for CO2 or H2 storage.

• In Chapters 5 and 6, the application of SI for surface-wave suppression and the
Marchenko method was demonstrated using a field dataset. However, it is rec-
ommended that this technique be applied to numerically modelled dataset that
describes the field situation to further validate the results of these two techniques.

• In Chapter 5, it was demonstrated that higher modes of surface waves cannot be
accurately kinematically retrieved using SI. Consequently, effectively suppressing
these higher modes from the dataset poses a significant challenge. Further inves-
tigation into the suppression of higher modes using SI is recommended.

• In Chapter 5, the application of SI for surface-wave suppression was discussed.
However, it is also recommended to utilise the same technique for surface-wave
retrieval at each receiver, which would be beneficial in cases where more sources
are needed, such as for full waveform inversion of surface waves.

• In Chapter 6, it was demonstrated that careful pre-processing is crucial to ensure
a reflection response free from surface waves and surface-related multiples. Elim-
inating surface-related multiples is also recommended to further enhance the re-
sult of the Marchenko redatuming.

• A significant challenge when applying the Marchenko method to field data is en-
suring the proper amplitude scaling of reflections to achieve convergence and,
thus, effective multiple removal. Therefore, further investigation into the ampli-
tude correction, particularly for land seismic data and SH waves, would be benefi-
cial.

• In Chapter 6, unmigrated stacked sections were used for comparing the results
using the full reflection response and the results after applying the Marchenko-
based isolation technique. The application of advanced velocity analysis followed
by prestack depth migration is recommended, with subsequent comparison of the
migration results. This additional step could contribute to a more comprehensive
understanding and improvement of the Marchenko-based isolation technique.
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